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THIS SEVENTH EDITION of  The Wildlife Society’s Techniques Man-
ual is unique in several ways. First, it is now a 2-volume set; Volume 1 con-
cerns research techniques, and Volume 2 concerns management tech-

niques. Second, it is more user friendly, because chapter authors have bolded 
keywords and phrases in each chapter at the request of  student reviewers, who 
wished to locate these words and phrases quickly. Third, the authors have incorpo-
rated more information into tables, with accompanying literature citations. Fourth, 
7 new chapters have been added, 4 on research techniques and 3 on management 
techniques. Two revised chapters, “Use of  Dogs in Wildlife Research and Manage-
ment” and “Invertebrate Sampling Methods for Use in Wildlife Studies,” have been 
resurrected from earlier editions of  the Manual. Fifth, the layout and cover design 
have been dramatically altered, resulting in a more dynamic format. Lastly, the 
name of  the two-volume set has been changed to reflect the name by which users 
have long referred to it, The Wildlife Techniques Manual. For both volumes, the high 
standards that have been the hallmark of  the Manual were maintained and strength-
ened. The chapter authors are to be commended for their brilliant work.
 The organization for this edition has changed considerably with the separation 
into research and management volumes. In Volume 1, a section on design and ana-
lytical techniques describes research design and determination of  proper analytic 
methods (prior to conducting the research). The Manual then proceeds to explain 
the methods and considerations for capturing and handling wild animals during the 
study. This section is followed by information on identification and marking of  cap-
tured animals. Finally, Volume 1 addresses measurements of  wildlife abundance and 
habitat, and research on individual animals.
 Volume 2 begins with a section on management perspectives, including human 
considerations. Public outreach is described in a context that encourages engagement 
prior to initiation of  management. An adaptive management approach is described 
in detail and discussed as a cornerstone of  natural resource management. These chap-
ters are followed by a section on managing landscapes and wildlife populations. 

PREFACE
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 The decision to reorganize the material and develop a 
2-volume set was made after major university users of  the 
Manual were surveyed to determine what chapters they were 
using in university courses and for what type of  courses. 
Two major use areas were identified from these surveys:  
(1) courses in wildlife research techniques and (2) courses in 
wildlife habitat management techniques. Respondents indi-
cated that most wildlife students and professionals would 
read most, and possibly all, chapters at some point in their 
education and career and the division between research and 
management was both practical and logical.
 Of  the 37 chapters in this edition of  the Manual, 16 chap-
ters have senior authors that were not participants in prior 
editions. Overall, 119 individuals (some involved with more 
than 1 chapter) provided expertise for the 37 chapters. With-
out the professionalism, persistence, and dedication of  all 
the chapter authors, the volumes would not have been com-
pleted. Beyond those who wrote the chapters, special thanks 
are owed to a number of  people. Ruxandra Giura, former 
program manager for online services (The Wildlife Society 
[TWS]) located the sixth edition manuscripts, from which 
revisions could be initiated. Katherine Unger, developmen-
tal editor / science writer (TWS) found photographs for the 
volume covers. Clait E. Braun was especially helpful in more 
ways than can be recounted. Numerous peer reviewers 
were engaged for the 37 chapters, and all of  them worked 

diligently and promptly. Students, staff, and fellow faculty at 
Texas A&M University provided suggestions, reviews, and 
expertise that improved the quality of  the current edition. 
Texas A&M University’s Department of  Wildlife and Fisher-
ies Sciences (WFSC) supported this new edition by provid-
ing release time for my editing, supplies, and monetary sup-
port. Linda Causey, WFSC, worked tireless hours under 
unimaginable time constraints to bring many of  the figures 
into compliance with publishing standards. Tracy Estabrook 
(Lubbock, Texas), copyeditor for the Wildlife Society Bulletin, 
and Peter Strupp and copyeditors for Princeton Editorial As-
sociates Inc. (Scottsdale, Arizona), provided excellent edito-
rial support. At the Johns Hopkins University Press, I thank 
Vincent Burke, executive editor; his assistant, Jennifer Malat; 
and Julie McCarthy, managing editor, for providing invalu-
able assistance and encouragement throughout the pro-
cess. To anyone who assisted with this edition of  the Manual, 
but who was not named or implied in one of  the groups de-
scribed above: please accept my apology for the oversight. 
The wildlife community truly came together to create this edi-
tion of  the Manual, and I am sure I have missed dozens who 
assisted. Last, but not least, my wife, Valeen, and daughter, 
Elizabeth, provided support and encouragement whenever I 
abandoned them to work on the volumes.

Nova J. Silvy, Editor
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INTRODUCTION

WILDLIFE MA NAGEMENT PROGR AMS must be based on qual-
ity scientific investigations that produce objective, relevant informa-
tion; and quality science is dependent upon carefully designed experi-

ments, estimates, comparisons, and models. This chapter provides an overview of  
the fundamental concepts of  wildlife research and study design and is a revision  
of  Ratti and Garton (1994) and Garton et al. (2005). 

Emergence of Rigor in Wildlife Science
Wildlife science is a term the wildlife profession has only recently nurtured. Our 
profession of  wildlife conservation and management was built on natural history 
observations and conclusions from associations of  wildlife population changes with 
environmental factors, such as weather, habitat loss, or harvest. Thus, we have a 
long tradition of  wildlife management based on laws of  association rather than on 
experimental tests of  specific hypotheses (Romesburg 1981).
 Although Romesburg (1981, 1989, 1991, 1993) and others (Steidl et al. 2000, An-
derson 2001, Anderson et al. 2003, Belovsky et al. 2004) have been critical of  wild-
life science and its resulting management practices, the wildlife biologist is con-
fronted with tremendous natural variation that might confound the results and 
conclusions of  an investigation. Scientists conducting experiments in cell biology 
and biochemistry have the ability to control variables associated with an experi-
ment, isolating the key components, and repeating these experiments under the 
same conditions to confirm their results. They also have the ability to systemati-
cally alter the nature or level of  specific variables to examine cause and effect.
 The wildlife scientist often conducts investigations in natural environments over 
large geographic areas, making it difficult to control potentially causal factors. Re-
sponses, such as density of  the species in question, are simultaneously subject to 
the influences of  factors, such as weather, habitat, predators, and competition, that 
may change spatially and temporally. Thus, rigorous scientific investigation in wild-
life science is challenging and requires careful design (Steidl et al. 2000). 

Experimental versus Descriptive Research
Most wildlife research prior to 1985 was descriptive. Experimental research is the 
most powerful tool for identifying cause and effect, and it should be used more in 
wildlife studies. However, descriptive natural history studies, field studies, and care-
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fully designed comparisons based on probability sampling 
continue to be useful. Descriptive research is an essential 
initial phase of  wildlife science and can produce answers to 
important questions, but it must be expanded to embrace 
interacting causes and variable results. 
 Descriptive research often involves broad objectives rather 
than tests of  specific hypotheses. For example, we might have 
a goal to describe and analyze gray partridge (Perdix perdix) 
breeding ecology. Thus, we might measure characteristics 
of  nesting habitat, clutch size, hatching success, brood use 
of  habitat, food habits of  chicks and adult hens, and mortal-
ity due to weather events and predators. From this informa-
tion, we can learn details of  gray partridge biology that will 
help us understand and manage the species. If  we observe 
that 90% of  gray partridge nests are in vegetation type “A,” 
10% in vegetation “B,” with none in “C” and “D,” we are 
tempted to manage for vegetation type “A” to increase nest-
ing density. However, many alternatives must be investi-
gated. Possibly vegetation type “A” is the best available habi-
tat, but gray partridge experience high nest mortality in this 
type. Maybe vegetation type “X” is the best habitat for nest-
ing, but it is not available on the study area. What vegeta-
tion types do gray partridge in other regions use? How does 
nest success and predation differ among regions with differ-
ing distributions of  vegetation types, species of  predators 
present, gray partridge densities, and climatic conditions? 
These questions show that defining quality nesting habitat is 
complex. 
 Combining descriptive studies with other studies pub-
lished in the scientific literature should provide sufficient in-
formation to develop a research hypothesis (i.e., theory or 
conceptual model; Fig. 1.1) that attempts to explain the rela-
tionship between vegetation type and nesting success of  
gray partridge. Such models are general, but can help define 
specific predictions to be tested to examine validity of  the 
model. These predictions can be stated as hypotheses. We 
can test hypotheses by gathering more descriptive observa-
tions or by conducting an experiment (Fig. 1.1) in which ma-
nipulated treatments are compared with controls (no treat-
ment) to measure the change in sign (+ or –) resulting from 
experimental treatments. Random assignment of  plots to 
treatment and control groups dramatically increases our 
certainty that measured differences are due to treatment ef-
fects rather than some ancillary factor. 
 Consider again the gray partridge study, and assume we 
have developed a theory (Fig. 1.1) that gray partridge adapted 
to be most successful at nesting in areas resembling their na-
tive habitat in Eurasia with its natural complement of  pred-
ators, food sources, and vegetation cover. From this theory, 
we predict that partridge nesting success in grasslands in 
North America would be highest in undisturbed native prai-
rie resembling native Eurasian gray partridge habitat and 
least successful in highly modified agricultural monocultures 
of  corn, wheat, etc. We then formulate the hypothesis that 

gray partridge nesting density and nest success are higher in 
areas dominated (e.g., >75% of  the available landscape) by 
native prairie than in areas dominated by cultivated fields of  
corn or wheat. The strongest test of  this hypothesis we 
could perform would involve a manipulative experiment 
(Fig. 1.1), for which we must establish a series of  control 
and experimental study plots. Our study plots would be 
randomly chosen from large blocks of  land where agricul-
tural practices have not changed in recent years, which con-
tain the types of  agricultural practices common to the re-
gion where we want to apply our findings. Some of  these 
study plots (commonly 50%) will be randomly selected to 
act as control plots and will not change throughout the du-
ration of  the study. On the experimental plots (the remain-
ing randomly selected plots in the same region as our con-
trol plots), cultivated fields will be planted to native prairie 
grass to test the validity of  our hypothesis and predictions 
regarding the effect of  habitat on gray partridge nesting. 
This process is difficult, because it requires large blocks of  
habitat, cooperation from landowners, several years to es-
tablish native prairie grass on the experimental plots, and 
additional years of  study to measure the response of  gray 
partridge to vegetative changes. The comparison between 
control and experimental plots will provide a basis to reject 
the null hypothesis of  no effect, so we can conclude that in-
creasing cover of  native prairie grass, which could be within 
Conservation Reserve Program (CRP) fields in agricultural 
areas, will increase nesting density and success of  gray par-
tridge. If  we fail to reject the null hypothesis, we cannot 
draw a firm conclusion, because the failure to reject might 
be due to insufficient sample size. If  other studies have al-
ready shown higher nest success in areas of  grass or CRP, 
then we must move beyond the potentially silly null hypoth-
esis of  no effect of  grass cover ( Johnson 1999, Läärä 2009). 
Instead we should focus on estimating the magnitude of  ef-
fects from management efforts directed at gray partridge 
nesting success, so that we can build predictive models widely 
applicable to gray partridge management. 
 Some questions concerning wildlife science are not ame-
nable to experimentation (e.g., effects of  weather on popu-
lations, or differences in survival rates between gender or 
age classes). Other potential treatment effects are too expen-
sive or difficult to accomplish. Some treatments may require 
substantial effort to convince the interested public of  the 
value of  applying them in any single treatment area. Finally, 
the need to evaluate effects of  many habitat or population 
factors simultaneously may preclude experimentation. In 
these cases, construction of  multiple biologically plausible 
models that seek to explain or predict observable phenom-
ena can be a powerful tool for advancing knowledge (Hil-
born and Mangel 1997) when combined with new informa-
tion theoretic tools designed to identify the most likely 
explanatory model (Burnham and Anderson 2002). Incorpo-
rating modeling into the management process is an effective 
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strategy for predicting consequences of  management actions 
while simultaneously learning about key processes affecting 
wildlife populations and their habitats (Walters 1986). A key 
requirement for this process to be successful is the need to 
monitor consequences of  management actions through an 
adaptive management process (Walters 1986). This adap-
tive learning process might be facilitated by application of  
Bayesian statistics, which use additional observations to 
improve estimates of  key relationships assumed prior to the 
management action (Hilborn and Mangel 1997, Gelman et al. 
2003, Bolstad 2007). 

Scientific Method
In one of  the early papers published on the scientific method 
in Science in 1890 Chamberlin (republished in1965) empha-
sized the need to examine multiple working hypotheses to 
explain an observation. Popper (1959, 1968) formalized an 
approach to testing individual hypotheses, referred to as the 
hypothetico-deductive method, that became the accepted 
standard in science. The method is a circular process in that 
previous information is synthesized into a theory; predic-
tions are deduced from the theory; the predictions are 
stated explicitly in the form of  hypotheses; hypotheses are 
tested through an investigation involving experimentation, 
observation, models, or a combination of  these; the theory 
is supported, modified, or expanded on the basis of  the re-
sults of  these tests; and the process starts again (Fig. 1.1). 

Platt (1964) re-emphasized the importance of  multiple com-
peting hypotheses and proposed a systematic pattern of  in-
quiry, referred to as strong inference, in which the investi-
gator devises alternate hypotheses, develops an experimental 
design to reject as many hypotheses as possible, conducts 
the experiment to achieve unambiguous results, and repeats 
the procedure on the remaining hypotheses. Other major 
works that provide detailed discussions of  the scientific 
method include Dewey (1938), Bunge (1967), Newton-Smith 
(1981), Ford (2000), and Gauch (2003).
 The most successful applications of  the hypothetico- 
deductive method have been in physics, chemistry, and mo-
lecular biology, where experiments can isolate the results 
from all but a small number of  potentially causal factors. 
The classic methods of  natural history observation in wild-
life science and other natural sciences have expanded to in-
clude experimentation, hypothesis testing, and quantitative 
modeling. James and McCulloch (1985:1) described this 
transition for avian biologists: “traditional ornithologists ac-
cumulated facts, but did not make generalizations or formu-
late causal hypotheses . . . modern ornithologists formulate 
hypotheses, make predictions, check the predictions with 
new data sets, perform experiments, and do statistical tests.” 
Measuring simultaneous effects of  multiple interacting causes 
(Quinn and Dunham 1983) may be facilitated by application 
of  information theoretic tools to models incorporating 
multiple causes (Burnham and Anderson 2002). In addition 

Fig. 1.1. Iterative nature of the 
scientific method. Data are syn- 
thesized inductively to develop 
theories. These theories form the 
basis for deductively derived 
predictions and hypotheses that 
can be tested empirically by 
gathering new data with experi-
ments, new observations, or 
models. Modified from Ford (2000:6).

Reasoning process Investigation process

Hypothesis: Restatement of predictions in 
the form of testable statements of the 
relation between 2 or more variables (Ford 
2000:54, Kerlinger and Lee 2000:15).

Deduction

Deduction

Predictions: Tentative propositions state the 
relations among 2 or more phenomena or 
variables (Bacharach 1989:500).

Theory: A set of interrelated concepts, 
definitions, and propositions that present a 
systematic view of phenomena by specify-
ing general relations among variables with 
the purpose of explaining and predicting the 
phenomena (Kerlinger and Lee 2000:11).

What we know, think 
we know, or 
conjecture 
determines 
relationships that we 
investigate, 
measurements that 
we gather, and 
results that we 
expect to obtain.

Synthesizing 
information may 
confirm our 
theories or lead us 
to develop or 
change them using 
inductive 
reasoning and 
statistical tests.

Data: Information about the world 
obtained from 1 or more of the 
following approaches.

Model: Construct a conceptual, 
analytical, or simulation model.

New Observations: Conduct a 
survey based on probability 
sampling methods or use 
sophisticated comparison 
techniques to minimize bias in ex 
post facto comparisions or 
quasi-experiments (Cochran 
1983, Campbell 1979).

Experiment: Perform a 
manipulative experiment in which 
treatments are assigned at 
random.
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to James and McCulloch (1985), other excellent reviews of  
scientific approaches applicable to natural systems include 
Romesburg (1981), Diamond (1986), Eberhardt and Thomas 
(1991), Murphy and Noon (1991), Sinclair (1991), Hilborn 
and Mangel (1997), Boitani and Fuller (2000), Williams et al. 
(2002a), and Morrison et al. (2008).
 The first steps in the scientific method begin with a 
clear statement of  the research problem (Box 1.1), followed 
by a careful review of  literature on the topic and prelimi-
nary observations or data collection. Preliminary data can 
be combined with published data to conduct an exploratory 
data analysis (Tukey 1977). Established theory, including prin-
ciples, concepts and widely accepted models (Pickett et al. 

2007), should be combined with creative ideas and potential 
relationships resulting from the biologist’s observations and 
exploratory data analysis to develop a conceptual model 
(i.e., theoretical framework or general research hypothesis, 
Andrienko and Andrienko 2006). This conceptual model is 
essentially a broad theory (Fig. 1.1) that offers explanations 
and possible solutions, and places the problem in a broader 
context (Box 1.1). The next step is to develop predictions 
from the conceptual model (i.e., statements that would be 
true if  the conceptual model were true). These predictions 
are then stated as multiple testable hypotheses. Research 
should be designed to test these hypotheses; ideally experi-
mentation should be used when possible. A pilot test at this 

Box 1.1. SyStematic outline of Sequential eventS in Scientific reSearch with an example of 
elk in the northern rocky mountainS

  1. Identify the research problem.  What are the influences of environmental factors, such as wildfire 

 and winter severity, on the carrying capacity of elk winter range?

 2. Conduct literature review of relevant topics.  Excellent earlier work by Houston (1982), Merrill and Boyce (1991),  

 DelGiudice (1995), Coughenour and Singer (1996).

  3. Identify broad and basic research objectives.  (a) Determine temporal and spatial differences in food habits that  

 may affect elk nutritional condition during winters of varying  

 severity; (b) examine the relationship between energy intake and  

 mobilization of energy reserves at the population level throughout  

 winter.

  4. Collect preliminary observations and data  (a) Winter severity data for 1987–1988, 1988– 1989, and 1989–1990 

 as necessary.   including snow depth; (b) monthly precipitation during 1988 

reflecting 100-year drought; (c) wet summers contributed to 

increases in elk population; (d) substantial winter kill first post-fire 

winter.

  5. Conduct exploratory data analysis.  (a) Analyze food habits data for 2 different spatial locations pre-fire;  

 (b) estimate energy intake by elk pre-fire.

  6. Formulate a theory (conceptual model or  Carrying capacity of elk winter range is influenced by wildfire and 

 research hypothesis).  winter severity.

 7. Formulate predictions from conceptual  (a) Carrying capacity of elk winter range increases in post-fire areas; 

 model as testable hypotheses (Fig. 1.1).   (b) carrying capacity of elk winter range decreases with increasing 

winter severity.

 8. Design research and methodology for each  (a) Collect samples of urine during the same month of each winter 

 hypothesis.   to assess nutritional condition of elk from each study area. Only 

include urine samples from cows and calves. Collect samples in 

both burned and unburned areas. (b) Construct simulation model 

to translate individual responses to nutritional condition to 

population level responses.

  9. Conduct a pilot study to test methodologies  Pilot study collects urine samples and estimates costs and variances. 

 and estimate costs and variances. 



10. Estimate required sample sizes and anticipate  Estimated sample sizes feasible and analysis procedures successful 

 analysis procedures with assistance from a   with pilot survey data. 

 statistical consultant. 

 11. Prepare written research proposal that reviews  Prepare written proposal: Combine steps 1, 3, 6, and 8 to provide 

 the problem, objectives, hypotheses,   background, justification, and methodology for research. 

 methodology, and procedures for data analysis. 

 12. Obtain peer review of the research proposal  Seek out experts in state wildlife agencies as well as authors of 

 from experts on the research topic and revise   papers found during literature review. 

 if necessary. 

 13. Perform experiments, collect observational  (a) Collected elk urine samples from each winter and each study 

 data, or construct a model.   area; (b) constructed model to simulate energy intake and 

movements for the elk population.

14. Conduct data analysis. (a) Non-normally distributed urine sample data analyzed using  

   nonparametric statistics; (b) measured and simulated nutritional 

conditions compared using urine samples with unpaired t-tests.

 15. Evaluate, interpret, and draw conclusions  Combined use of urine samples and model simulations provided 

 from the data.   strategic approach for assessing subtle changes in nutritional 

condition, physical condition, and mortality rates of elk. During 

winter 1988–1990, snow depth had a pronounced impact on 

nutritional condition; the most dramatic temporal and spatial 

effects occurred during the most severe winter in 1989.

16. Speculate on results and formulate new  Carrying capacity of elk winter range influenced more by winter 

 hypotheses.  severity than by wildfire.

 17. Submit manuscript describing the research   Combine steps 9, 11, 12, 13, and 14 to create a well-written and 

 for peer-reviewed journal publication, agency   concise manuscript of research findings, which were published 

 publication, and/or presentation at scientific   in this case as DelGiudice et al. (2001b).

 meetings.  

18. Repeat the process with new hypotheses  Repeat process with new hypotheses. 

 (starting at step 6 or 7). 

Based on DelGiudice et al. (2001b).

stage is invaluable in testing methodologies and gathering 
estimates of  cost and variances. Included in the design, with 
the assistance of  a statistician, is calculation of  the sample 
sizes required to detect the hypothesized effects as well as 
decisions about how the data will be analyzed. Peers and a 
statistician should review the proposed design before data 
collection begins. The data are collected using quality con-
trol. Data analysis with appropriate statistical procedures is 
conducted to test the theory by rejecting fallacious hypothe-
ses, selecting the best models of  relationships or differences, 
obtaining unbiased estimates, or selecting the best alterna-
tive. Final conclusions usually result in further speculation, 
modification of  the original conceptual model and hypothe-

ses, and formulation of  new hypotheses. The publication 
process is the last, but essential, step, and peer-review com-
ments should be considered carefully before research on 
new hypotheses is designed. 

PHILOSOPHICAL FOUNDATION

Why should wildlife biologists and managers care about the 
seemingly endless esoteric debates by philosophers of  sci-
ence? One reason is that modern philosophers have reached 
a perspective on how to gain truth and knowledge that is 
consistent with the approach of  practicing wildlife biologists, 
managers, and scientists. Modern philosophers assert that 

r e s e a r c h a n d e x p e r i m e n ta l  d e s i g n   5



  edward o.  garton et  al .

classic views of  the scientific process are outmoded or in- 
appropriate and propose replacing them with a new inte-
grated approach directly applicable to wildlife science and 
ecology (Pickett et al. 2007). Their approach is founded on 3 
beliefs inherent in scientific realism (Boyd 1992). First, the 
universe is real, and it is possible to gain true knowledge 
about it (Scheiner 1994). Second, knowledge includes ideas 
that we posit in theories, but can only sense indirectly (e.g., 
electrons, plant communities, and carrying capacities). Third, 
all such theories must ultimately be tested empirically 
(Scheiner 1994). The goal of  wildlife research and experi-
mental design must be to advance our knowledge by gath-
ering new information to test and improve our evolving wild-
life theory, which consists of  a set of  interrelated concepts, 
definitions, and propositions (i.e., models and confirmed 
generalizations often referred to as principles).
 The scientific method consists of  an efficient approach  
to expanding this evolving knowledge base. This expansion 
can be accomplished by gathering new observations to obtain 
unbiased estimates of  important characteristics (e.g., age-
specific survival rates), testing proposed theories (e.g., harvest 
and starvation of  subadults are compensatory), inferring 
new patterns or processes (e.g., harvest is additive to cougar 
mortality in adult elk [Cervus canadensis; Polziehn and Stro-
beck 2002]), and restricting or expanding the domain of  in-
ference for models of  patterns or processes (e.g., deeper 
snows decrease winter survival of  elk and deer, but thresh-
olds for the effects differ among species). This integrated 
approach estimates strength of  contributions (Quinn and 
Dunham 1983) by multiple simultaneously acting causes 
(e.g., survival of  elk calves depends on date of  birth; milk 
production of  cows; quality and quantity of  hiding cover; 
and density of  bears, cougars, and wolves) rather than at-
tempting to falsify all but one causal mechanism (Platt 1964).

INITIAL STEPS

Problem Identification
The initial step in most wildlife research is problem identi-
fication (Box 1.1). Most research is either applied or basic. 
Applied research usually is related to management con-
cerns, political controversy, or public demand. For example, 
we may study specific populations because the hunting pub-
lic has demanded greater hunting opportunity or a nongame 
species decline raises concerns about its long-term survival. 
Other applied studies may be politically supported due to 
projected loss of  habitat by development or concerns over 
environmental problems, such as contamination from agri-
cultural or industrial chemicals. Basic research seeks to gain 
knowledge for the sake of  knowledge and a more complete 
understanding of  factors that affect behavior, reproduction, 
density, competition, mortality, habitat use, and population 
fluctuations. Research on management questions can often 
be designed so that basic research on underlying principles 

can be conducted for minimal extra cost as data are gathered 
to solve the immediate management problem.

Literature Review
Once a research problem has been identified, research should 
begin with a thorough literature review, including collect-
ing published and unpublished management agency data. 
Searching Google Scholar (http://www.scholar.google.com) 
and other free online databases provides instant access to  
titles with links to abstracts and often the full text of  pub-
lished peer-reviewed literature. Membership in The Wildlife 
Society and other professional organizations (Ecological  
Society of  America, Society for Conservation Biology, 
American Fisheries Society, etc.) as well as many public li-
braries provide access to full-text databases of  every paper 
published in societies’ refereed journals and monographs. 
Broadscale Internet searches using Google and other search 
engines may provide unpublished information of  value from 
public agencies and institutions, but information posted by 
individuals or unknown organizations should be treated 
with substantial skepticism. Using a variety of  sources for 
your literature review will ensure that you have compiled 
the most relevant and recent information pertaining to your 
objectives. 

Biological, Political, and Research Populations
Wildlife professionals work with 3 types of  populations that 
impact study design: biological, political, and research popu-
lations. Mayr (1970:424) defined a biological population as a 
group “of  potentially interbreeding individuals at a given  
locality” and species as “a reproductively isolated aggregate 
of  interbreeding populations.” Thus, a population is an ag-
gregation of  individuals of  the same species that occupies a 
specific locality at a particular time, and often the boundaries 
can be described with accuracy. For example, the dusky Can-
ada goose (Branta canadensis) population breeds in a relatively 
small area on the Copper River delta of  Alaska and winters in 
the Willamette Valley near Corvallis, Oregon (Chapman et al. 
1969). Between the breeding and wintering grounds of  the 
dusky Canada goose is the more restricted range of  the rela-
tively nonmigratory Vancouver Canada goose (Ratti and 
Timm 1979). Although these 2 populations are contiguous 
with no physical barriers between their boundaries, they re-
main reproductively isolated and independent. 
 For most populations, such as red-winged blackbirds  
(Aegolius phoeniceus), grouping individuals into a hierarchical 
organization of  demes, populations, and metapopulations 
within the species may require careful consideration of  5 
facets (Fig. 1.2, Box 1.2): (1) geographical distribution of  in-
dividuals, (2) geographical distribution of  habitats (resources), 
(3) correlations in demographic rates (Bjørnstad et al. 1999, 
Post and Forchhammer 2002, Palsbøll et al. 2006), (4) genetic 
relationships (Manel et al. 2005), and (5) patterns of  move-
ment. Identifying the appropriate level in this hierarchy to 
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sample or assign treatments is critical to obtaining precise 
estimates and performing valid, powerful tests of  ideas (i.e., 
theory), but keep in mind that processes operating at one 
level are influenced by those occurring at both lower levels in 
the hierarchy (i.e., mechanisms) and higher levels (i.e., con-
text). Choosing the level in the biological hierarchy to study 
(Box 1.2) defines the research population or domain (Pickett 
et al. 2007) to which inferences and conclusions apply. 
 Beletsky and Orians (1996:152) and refuge biologists 
studied red-winged blackbirds at Columbia National Wild-
life Refuge, Othello, Washington, and demonstrated, with 
20 years of  banding data, that territorial males and associ-
ated females occupying a set of  discrete patches of  marsh 
vegetation associated with ponds or streams on the refuge 
constituted a deme (Fig. 1.3). High correlations in demo-
graphic rates among demes and genetic similarity due to 
dispersal among demes make the entire red-winged black-

bird population on the refuge an appropriate biological pop-
ulation for management (Beletsky 1996, Garton 2002:665). 
Surrounding irrigated farmlands isolate red-winged black-
bird populations at refuges from one another to some de-
gree, but populations at refuges throughout the Columbia 
Basin could be treated as a metapopulation within the sub-
species (A. phoeniceus nevadensis; Fig. 1.3). Another example 
of  biological populations with separate boundaries is the bi-
son (Bison bison) populations in Yellowstone National Park 
in the northwestern United States (Olexa and Gogan 2005). 
Biological populations for other species may not be so geo-
graphically distinct as those for Canada geese, red-winged 
blackbirds, and Yellowstone bison, in which case the re-
searcher will have to carefully consider from which biologi-
cal aggregation their samples are selected and to which their 
findings will apply. 
 The political population has artificial constraints of  po-
litical boundaries, such as county, state, or international en-
tities. For example, a white-tailed deer (Odocoileus virginia-
nus) population in an intensively farmed agricultural region 
in the Midwest might be closely associated with a river 
drainage system due to permanent riparian cover and food 
critical for winter survival. The biological population may 
extend the entire length of  the river drainage, but if  the 
river flows through 2 states, the biological population is of-
ten split into 2 political populations that are subjected to  
different management strategies and harvest regulations. 
Traditionally, this problem has been common in wildlife 
management. When biological populations have a political 
split, it is best to initiate cooperative studies, in which re-
search personnel and funding resources can be pooled to 
benefit both interested agencies.
 Ideally, the research or statistical population should 
conform closely to the biological population, so that infer-
ences can be applied to the chosen biological population. 
Due to logistical constraints, we often take a sample from 
this research population (i.e., sample frame; Scheaffer et al. 
2005). Thus, sampling methodology is critical, for it pro-
vides the only link between samples and the research popu-
lation. In rare instances, a population may be studied that 
represents all individuals of  a species (e.g., an endangered 
species with few individuals, such as whooping cranes [Grus 
americana]). Or the research population might represent an 
entire biological population, such as one of  the bison herds 
in Yellowstone National Park (Olexa and Gogan 2005). How-
ever, the research population usually is only a portion of  the 
biological population and a small segment of  the species. 
Carefully specifying a research or statistical population is es-
sential in the planning phase of  an investigation and may re-
quire thorough investigation of  the existing literature on 
the species to determine breeding biology and dispersal pat-
terns, geographic sampling to identify distribution of  indi-
viduals and resources, and reviews of  the literature on bio-
logical aggregations (Mayr 1970, Selander 1971, Stebbins 
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Fig. 1.2. Hierarchical arrangement of individuals from organism 
to metapopulation, illustrating multiple facets to consider in 
delineating levels to study: demography, genetics, geographical 
distribution of individuals, distribution and selection of re- 
sources, patterns of movement and interactions (e.g., diet, 
competitors, predators, parasites, and diseases). Processes 
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by the processes and characteristics at both lower levels (i.e., 
mechanisms) and higher levels in the ecological hierarchy  
(i.e., context). Modified from Pickett et al. (2007:29).
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Box 1.2. hierarchy of Spatial population unitS

Deme  The smallest grouping of individuals approximating random breeding within the constraints of the breed-

ing system, where it is reasonable to estimate birth, death, immigration, and emigration rates. Animals in 

this grouping are ideally distributed continuously across one patch of homogeneous to heterogeneous 

habitat, and their movements are restricted to home ranges for breeders during the breeding season. The 

size of this patch ideally would be related to the dispersal distance of juveniles or perhaps equal an area 

20–50 times the size of a female breeding home range (e.g., Fig. 1.3 and Garton [2002] for red-winged 

blackbirds). Note: for some species demes are not feasible to delineate because of complex mating pat-

terns and movements (e.g., in mallards, Anas platyrhynchos, males and females form pair bonds on win-

tering areas and males follow females to nesting areas the following spring, which may be quite distant 

from their natal area; Bellrose 1976:236).

Population   A collection of demes or individuals at one point in time, typically the breeding season, with strong con-

nections demographically (very high correlations in vital rates), geographically (close proximity), geneti-

cally (Manel et al. 2005), and through frequent dispersal. The population occupies a collection of habitat 

patches (relative to dispersal distance) without large areas of nonhabitat intervening. The area is typically 

100 times the size of an average female home range and is not larger than the dispersal distance of 95% 

of natal dispersers, but it may be much larger if habitat patches are linear in shape and widely dispersed 

(e.g., all red-winged blackbirds occupying Columbia National Wildlife Refuge during the breeding season 

might be reasonably treated as a population; Garton 2002; Fig. 1.3). A population is dynamic through 

time: demes or groups of individuals show correlated fluctuations associated with the effects of broad-

scale environmental factors (e.g., weather and fires) or other populations (e.g., competitors, predators, 

and disease outbreaks).

Metapopulation  A collection of populations sufficiently close together that dispersing individuals from source popula-

tions occasionally colonize empty habitat resulting from local population extinction (Levins 1969). 

Populations in a single metapopulation may show low or high correlations in demographic rates, but 

the low rates of dispersal are sufficient to maintain substantial genetic similarity (e.g., red-winged black- 

bird populations distributed among the 7 national wildlife refuges along 200 km of the Columbia River 

in the south-central part of Washington constitute a metapopulation; Garton 2002; Fig. 1.3). Numer-

ous types of metapopulations have been described, from source-sink to nonequilibrium to classic (or 

Levins) metapopulations (Harrison and Taylor 1997).

Subspecies  A collection of populations as well as metapopulations, if present, in a geographic region where very rare 

dispersals maintain genetic, morphological, and behavioral similarity. However, populations and meta-

populations occupy habitat patches that may be separated by large areas of nonhabitat, resulting in sub-

stantial demographic independence among populations or metapopulations (Mayr 1982, Garton 2002; 

Fig. 1.3).

Species  The collection of interbreeding populations as well as metapopulations and subspecies, if present, en-

compassing the entire distribution and geographic range of the populations. The populations may show 

substantial differences in phenotypes (vegetation association, physiology, and behavior) and genotypes 

(Garton 2002; Fig. 1.3).

Modified from Garton (2002).

1971, Ratti 1980, Wells and Richmond 1995, Garton 2002, 
Hanski and Gaggiotti 2004, Cronin 2006).
 Conclusions from research are directly applicable only to 
the research population from which the samples were drawn. 
However, biologists usually have goals to obtain knowledge 

and solve problems regarding biological populations and 
species. The key questions are: (1) Is the sample an unbiased 
representation of  the research population? (2) Is the research 
population an unbiased representation of  the biological 
population? (3) Is the biological population representative 
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of  the species? Because traits among segments of  biological 
populations (and among populations of  a species) often dif-
fer, broad conclusions or inferences relative to a research  
hypothesis should be avoided until several projects from dif-
ferent populations and geographic locations provide similar 
results. Combining and synthesizing replicate studies across 
large spatial extents should be a long-term goal, but may  
require the use of  new techniques, such as meta-analysis 
(Osenberg et al. 1999). 

Preliminary Data Collection
Making an effort to gather preliminary observations at this 
stage can pay great dividends in the end by allowing the re-
searcher to explore a variety of  potential research tech-

Fig. 1.3. Red-winged blackbird hierarchy of spatial population 
units from demes to species at Columbia National Wildlife 
Refuge, Washington. Beletsky and Orians (1960) as well as refuge 
staff studies of banded birds for >20 years showed that core 
marshes numbered 1–7 are a deme of red-winged blackbirds. This 
deme plus others distributed across marsh habitat protected in 
Columbia National Wildlife Refuge constitute a population. This 
population plus populations of red-wings within other national 
wildlife refuges in the mid-Columbia National Wildlife Refuge 
Complex represent a metapopulation of red-winged blackbirds, a 
subdivision of the nevadensis subspecies of Aegolius phoeniceus. 
After Garton (2002).

niques reported in the literature or recommended by expe-
rienced researchers. If  careful records of  time and effort 
involved in their use are made (as well as preliminary esti-
mates of  variation and precision), then optimal choices on 
techniques can be made at an early stage in the design, be-
fore substantial effort has been expended on methods too 
time-consuming or imprecise to use in answering the im-
portant questions. Likewise, these preliminary investiga-
tions provide valuable information to use in exploring po-
tential relationships among key characteristics of  interest. 
Gathering such open-ended observations also are remark-
ably helpful in identifying key relationships and alternate 
hypotheses that may be meaningful to understanding the 
primary problem.

Exploratory Data Analysis
Exploratory data analysis should be applied to preliminary 
or pilot study observations as well as to data from the litera-
ture or public agencies and institutions (Tukey 1977, James 
and McCulloch 1985, Andrienko and Andrienko 2006). Dur-
ing this process data are quantitatively analyzed in terms of  
means, medians, modes, standard deviations, and frequency 
distributions for important groups, and scatter plots of  po-
tential relationships are generated. Exploration of  the data 
should be as complete and biologically meaningful as possi-
ble, which may include comparison of  data categories (e.g., 
mean values, proportions, and ratios), multivariate analysis, 
correlation analysis, and regression. The “basic aim of  ex-
ploratory data analysis is to look at patterns to see what the 
data indicate” ( James and McCulloch 1985:21). If  the re-
search topic has received extensive previous investigation, 
the exploratory phase might even take the form of  a meta-
analysis of  previous data gathered on the question (Osen-
berg et al. 1999). This phase often involves extensive discus-
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sions with other investigators with field or experimental 
experience on the topic.

THEORY, MODELS, PREDICTIONS,  
AND HYPOTHESES

Exploratory data analysis, literature reviews, and perceived 
associations should lead to the development of  a theoretical 
framework (i.e., conceptual model; Fig. 1.4) of  the problem. 
Wildlife theories (Fig. 1.1) are a set or system of  inter-
related concepts, definitions, assumptions, facts, confirmed 
generalizations, and propositions (Kerlinger and Lee 2000, 
Pickett et al. 2007) that present a structured view of  wildlife 
ecology and management by specifying general relations 
among variables (e.g., waterfowl populations, annual rain-
fall, abundance of  ponds and riparian habitat, and hunter 
harvest), with the purpose of  explaining and predicting the 
phenomena (e.g., changes in waterfowl abundance; Office 
of  Migratory Bird Management 1999, Ford 2000, Conroy 
et al. 2005).
 We now explore the meaning and value of  theory by 
considering our conceptual model of  waterfowl population 
dynamics (Fig. 1.4), which expresses in a simple way compli-
cated patterns of  autumn waterfowl populations being posi-
tively influenced by spring breeding population size, num-
ber of  ponds, and quantity and quality of  wetland habitat, 
and negatively affected by nest predators, whose influence 
likely interacts with quality and quantity of  wetland habitat 
around ponds. Likewise harvest influences spring popula-
tion sizes the following year (i.e., t + 1 in Fig. 1.4), but the 
interaction may be complex, with either or both compensa-
tory and additive effects coming into play. Utilizing this  
theory to understand dynamics of  any particular waterfowl 
population requires stating a domain of  interest and infer-
ence. For example, Conroy et al. (2005) studied an Ameri-
can black duck (Anas rubripes) metapopulation breeding in 3 

regions and harvested in 6 regions in Canada and the United 
States (Box 1.2). Any individual investigation asks important 
questions and evaluates alternative hypotheses (e.g., models 
of  harvest) in a restricted portion of  the entire theory. For 
example, Conroy et al. (2005) used Bayesian methods to 
evaluate harvest models for American black ducks for this 
metapopulation. Often, important variables (e.g., abundance 
of  nest predators) are very difficult to estimate, so their in-
fluence must be inferred through changes in nest success 
and fledging rates resulting from experimental manipulations 
(e.g., predator removal or manipulation of  nesting cover). 
 Ford (2000:43) identifies 2 parts of  a theory, consisting of  
(1) a working part providing information and a logical basis 
for making generalizations and (2) a motivational or specu-
lative part that defines a general direction for investigation. 
Stating our theoretical framework (conceptual model) ex-
plicitly requires careful thinking and analysis of  accepted 
generalizations (principles) stated in classic textbooks, re-
views, and the published peer-reviewed literature on the 
topic. Predictions or deductive consequences of  theory 
form the basis for hypotheses, which are variously described 
as assertions subject to verification (Dolby 1982, James and 
McCulloch 1985; Fig. 1.1) or testable statements derived 
from or representing various components of  theory (Pickett 
et al. 2007:63; Box 1.3). Normally, the primary research hy-
pothesis is what we initially consider to be the most likely 
explanation, but if  the question has been placed into the 
proper theoretical framework, several alternate hypotheses 
are presented as possible explanations for observed facts 
(Fig. 1.1). Modern hypotheses commonly take the form of  
quantitative models that explicitly describe the relationships 
or magnitude of  differences (Box 1.3).
 We take an important step from descriptive natural his-
tory when we formulate conceptual models as research hy-
potheses. Interpretation of  exploratory data analysis, cre-
ation of  a theoretical framework, deduction of  predicted 
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Box 1.3. componentS of theory

Component Example

Domain. The scope in space, time, and phenomena  An individual waterfowl population or metapopulation in

 addressed by a theory.   North America (e.g., American black duck, Anas 

rubripes) during 1971–1994.

Assumptions. Conditions needed to build the theory. Conroy et al. (2005) assumed survival and productivity 

    rates estimated for 3 regions in Canada and harvest 

rates from 6 regions in Canada and the United States to 

determine the dynamics of this metapopulation.

Concepts. Labeled regularities in phenomena. Harvest refers to waterfowl shot during a legal hunting 

   season and retrieved by the hunter.

Definitions. Conventions and prescriptions necessary for  Conroy et al. (2005) defined harvest rate as the probability

 the theory to work with clarity.   of harvest based on direct recoveries (hunter reports of 

banded birds shot or found dead in the hunting season 

immediately following release; Williams et al. 2002a).

Facts. Confirmable records of phenomena. All data on harvest regulations (season length and bag 

    limit) and hunter numbers for 1971–1994 were obtained 

from the Canadian Wildlife Service and U.S. Fish and 

Wildlife Service (Conroy et al. 2005).

Confirmed generalizations. Condensations and abstractions  Harvest rates of male and female waterfowl generally

 from a body of facts that have been tested or system-  differ, and Conroy et al. (2005) estimated harvest rates 

 atically observed.   for males only to eliminate the need for estimating 

sex-specific harvest rates.

Laws or principles. Conditional statements of relationship  Better wetland habitat conditions positively influence

 or causation, statements of identity, or statements of   productivity in waterfowl populations (Fig. 1.4). 

 process that hold in a domain. 

Models. Conceptual constructs that represent or simplify  Conroy et al. (2005) developed statistical models for

 the structure and interactions in the material world.   harvest rates in American black ducks. They found that 

 (Scientific models can project consequences of ideas;   harvest rates depended on both season length and bag

 statistical models draw inferences and discriminate   limit, but differed between years and areas during

 among competing ideas based on limited observations).  1971–1994.

Translation. Procedures and concepts needed to move  Annual changes in wetland conditions are estimated from

 from the abstractions of a theory to the specifics of   aerial strip transect counts of pond densities through- 

 applications or test or vice versa.   out waterfowl breeding areas in North America (U.S. 

Fish and Wildlife Service and Canadian Wildlife Service 

1987).

Hypotheses. Testable statements derived from or repre- Harvest rates for American black ducks increase with

 senting various components of theory.   season length and bag limits in an area (tested and 

confirmed by Conroy et al. 2005).

Framework. Nested causal or logical structure of a theory. During the fall, groups of American black ducks join with 

    other groups on the same wetlands and other nearby 

wetlands to form populations that join 3 other popula-

tions in Canada during their migration south; they form 

a metapopulation occupying 6 regions of Canada and 

the United States (Conroy et al. 2005; Fig. 1.2).

After Pickett et al. (2007:63).
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consequences, and formulation of  testable hypotheses as al-
ternative models are difficult aspects of  science that require 
creativity and careful reasoning, but they are essential to the 
future of  wildlife science.

OVERVIEW OF STUDY DESIGN

Introduction
Many different study designs are available for answering 
questions about the biology and management of  wildlife 
species (Eberhardt and Thomas 1991, Morrison et al. 2008; 
Fig. 1.5). These options differ dramatically in terms of  2 cri-
teria: How certain are the conclusions reached? How widely 
applicable are the conclusions? No single option is perfect. 
The biologist must weigh the available options carefully to 
find the best choice that fits the constraints of  time and re-
sources. Here we provide an overview of  the most promi-
nent study designs with further explanation in subsequent 
sections.
 Experiments consisting of  manipulative trials are under-
used in wildlife science (Fig. 1.5). Laboratory experiments, 
in which most extraneous factors are controlled, provide 
the cleanest results with the most certainty, but results gen-
erally have only narrow inference to free-ranging wildlife 
populations, unless they concern basic processes (e.g., dis-
ease susceptibility or nutritional biology). Natural experi-
ments, in which large-scale perturbations (e.g., wildfires, 
disease outbreaks, and hurricanes) affect populations and 
landscapes naturally, provide only weak conclusions because 
of  lack of  replication and inability to control extrinsic fac-
tors through random assignment of  treatments (Diamond 
1986, Underwood 1997, Layzer 2008, Diamond and Robin-
son 2010; Fig. 1.5). Field experiments, in which manipula-
tive treatments are applied in the field, combine some of  the 
advantages of  laboratory and natural experiments (Hurlbert 
1984, Scheiner and Gurevitch 2001; Fig. 1.5). They have sin-
gular advantages, because truly replicated field experiments 

combine both breadth of  inference and relatively certain 
conclusions ( Johnson 2002). By assigning treatments to field 
replicates randomly, we can be certain that conclusions are 
valid rather than resulting from extrinsic factors beyond our 
control.
 Some questions of  importance in wildlife biology and 
management are not appropriate for experimentation. For 
example, we may be interested in the effects of  weather on 
a particular animal population, but we cannot manipulate 
weather at will, in spite of  the apparent human impact on 
its long-term trajectory. In addition, we may be interested in 
the relative importance of  such factors as predation, habitat, 
and food limitations on population changes (Quinn and 
Dunham 1983, Mills 2007). In these cases we should formu-
late primary and alternate hypotheses in the form of  mod-
els, estimate their maximum likelihood parameters, and test 
them statistically with likelihood ratios or compare them 
with information criteria (Hilborn and Mangel 1997, Burn-
ham and Anderson 2002). Case studies consisting of  unrepli-
cated natural history descriptions are most useful at early 
stages in development of  the research process (Fig. 1.5). 
Pseudoreplicated field studies, in which replicates are not 
statistically independent or samples rather than treatments 
are replicated, are only slightly better than descriptive nat-
ural history studies. At the other extreme are replicated 
field studies, wherein no manipulation or randomization of  
treatments occurs, but true replication occurs in a probabil-
ity sampling framework, and information is gathered to 
evaluate alternate hypotheses. Conclusions from replicated 
field studies are broadly applicable, but are less certain than 
those from replicated field experiments. 
 Designing good field studies is more difficult than de-
signing good experiments because of  the potential for extra-
neous factors to invalidate tests or comparisons. One key 
step for both experiments and field studies is designing a 
sampling procedure to draw observations (experimental units 
or sample units) from the populations of  interest. Only if  
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this step is done properly can conclusions of  the tests be ap-
plied to these populations. Survey sampling provides meth-
ods that are helpful in designing such sampling procedures 
(Cochran 1977). These methods are particularly important 
for field studies, but also are useful in field experiments for 
drawing experimental units and subsamples (samples within 
an experimental unit).
 Impact assessments are another type of  study design, 
but typically there is no replication, because the impact only 
occurs at a single site (e.g., an oil spill in a national wildlife 
refuge). However, they are useful for collecting baseline 
data as long as the type, time, and place of  the impact are 
known; germane variables can be measured; and spatial and 
temporal controls exist (Green 1979, Williams et al. 2002a). 
Frequently, impact assessments are planned (e.g., prescribed 
fire), which allows for before-and-after measurements. The 
inference can be improved by monitoring both impact and 
nonimpact sites at several replicated sites of  both types 
rather than only monitoring impact sites (Anderson 2002b, 
Williams et al. 2002a).
 Models, which are a simplified representation of  a sys-
tem or process, are a versatile way to address a wide range 
of  research questions that emphasizes being certain the con-
clusions do follow from the estimates, relationships, and as-
sumptions (Fig. 1.5). The inference space of  such models 
spans a continuum from large and general for theoretical or 
mathematical models (simple differential or difference equa-
tions) to smaller, more realistic for simulation models (com-
plex multicausal, multiscale simultaneous differential and/
or difference equations; Fig. 1.5). The certainty of  conclu-
sions based on models is in part influenced by the measure-
ment of  model variables and estimation of  model parame-
ters; it can thus be portrayed in predictions of  models 
incorporating both process and estimation uncertainties 
(Hilborn and Mangel 1997:59). Models provide an impor-
tant framework from which to begin to understand the pro-
cesses influencing questions in wildlife science. They can 
help gauge the influence of  one variable on others. For ex-
ample, models can be used to assess how much juvenile dis-
persal influences population growth. By holding all other 
variables that influence population growth constant and 
then varying juvenile dispersal rates in the model, we can 
estimate how much the population growth is altered by 
small or large variation in juvenile dispersal rates. Conduct-
ing this type of  sensitivity analysis makes such models an 
important tool for wildlife scientists.
 In a subsequent section we describe an integrated re-
search process that combines many aspects of  study de-
sign, such as natural history observations, natural experi-
ments, and laboratory experiments (Fig. 1.5). Using this 
process makes the research inference space large and in-
creases the certainty of  research conclusions by combining 
multiple study components. The complexities of  the ecosys-
tems in which wildlife science takes place are best addressed 

with the integrated research process, because it enables the 
wildlife scientist to capture more of  the natural variability 
inherent in ecosystems (Clark and Stankey 2006, Morrison 
et al. 2008). 
 Once a research option has been chosen for each hypoth-
esis or predictive variable, careful planning of  the actual 
testing process can proceed. We must identify exactly what 
data will be collected for each hypothesis or predictive vari-
able as well as when, how, how much, and for how long. 
Furthermore, how will these data be treated statistically? 
Will the data meet assumptions of  the statistical test? Is the 
sample size adequate? Will the statistical hypothesis provide 
information directly related to the theory or model? Do bi-
ases exist in data collection, research design, or data analysis 
that might lead to a spurious conclusion? These questions 
must be considered carefully for each hypothesis before 
fieldwork begins. Consulting a statistician is important, and 
the statistician should understand the basic biological prob-
lem, the overall objectives, and the research hypotheses. 
 Peer review (evaluation by independent qualified re-
viewers) of  the proposed research, including both study de-
sign and subsequent data collection and analysis, should be 
obtained from several people with expertise and experience 
in the research topic. Peer review will usually improve a re-
search design and may disclose serious problems that can  
be solved during the planning stage. Unfortunately, most 
peer reviews occur too late for remedial work: after data 
collection, when the final report or publication manuscript 
is written. 

Laboratory Experiments
Drawing inferences from laboratory experiments is easy 
because of  the high level of  control, yet this advantage must 
be weighed against the disadvantages (Table 1.1) in terms of  
(1) scale—laboratory experiments are restricted to small 
spatial scales and short time periods, (2) scope—only a re-
stricted set of  potential manipulations is possible in the lab-
oratory, (3) realism—the laboratory environment places 
many unnatural stresses and constraints on animals, and (4) 
generality—some laboratory results cannot be extrapolated 
to natural communities. In a continuation of  our example, 
laboratory experiments could be designed to examine whether 
geese really can select the most nutritious forage when 
given several alternatives in a cafeteria feeding trial. Diamond 
(1986) provided examples of  the 3 types of  experiments 
(laboratory, natural, and field) and made excellent sugges-
tions for improving each type. Other examples and discus-
sions of  experiments are provided by Cook and Camp- 
bell (1979), Milliken and Johnson (1984), Kamil (1988), 
Hairston (1989), Underwood (1997), Tilman et al. (2006), 
and Chalfoun and Martin (2009). 
 Laboratory experiments in biology have been most use-
ful for studying basic molecular or biochemical processes 
common to all organisms of  a class. Laboratory experi-
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ments also have provided valuable information on emerging 
issues, such as wildlife diseases (e.g., Cooke and Berman 
2000, Woodhams et al. 2008), efficacy of  fertility control 
(Chambers et al. 1999, Hardy et al. 2006), and interactions 
between exotic and native species (e.g., Komak and Cross-
land 2000, Kopp and Jokela 2007).
 Identifying one research design as best for all situations is 
not possible. All options should be considered as possibili-
ties for evaluating hypotheses. Sometimes the best evalua-
tion of  a hypothesis involves using a combination of  field 
studies and several types of  experiments. For example, field 
observations by Ratti et al. (1984) indicated that spruce 
grouse (Dendragapus canadensis) fed exclusively on certain 
trees while ignoring numerous other similar trees of  the 
same species. This observation led to a laboratory experi-
ment with captive birds that tested the hypothesis that trees 
selected for feeding had higher nutritional content than did 
trees selected at random (Hohf  et al. 1987). 

Natural Experiments
Natural experiments are similar to field studies, except that 
in them we study the effects of  uncontrolled treatments, 
such as wildfires, hurricanes, mass mortality from diseases, 
agricultural practices, and range expansions by animals or 
plants (Layzer 2008, Diamond and Robinson 2010). A key 
problem in evaluating natural experiments is that we cannot 
assign treatments randomly and therefore cannot be certain 
that any differences between treated and untreated units are 
not due to other factors that differed between them before 
some were “treated.” In natural experiments the treatment 
precedes the hypothesis and most comparisons must be 
made after the fact. With our Canada goose example, a nat-
ural experiment might be to survey farmers in the region to 
locate pastures that have been fertilized and those that have 
not been fertilized in recent years. If  our observations of  
feeding geese show more use of  pastures that had been fer-
tilized, we have more evidence indicating the birds select 
more nutritious forage. However, many alternative explana-

tions remain. For example, perhaps those pastures that were 
fertilized were grazed later in the summer, and geese pre-
ferred fields with the shortest grass, where their ability to 
detect approaching predators is greatest. Many hypotheses 
of  interest to wildlife biologists can be tested only with nat-
ural experiments, yet it is difficult to draw inferences from 
such experiments. The applied nature of  wildlife manage-
ment makes the realism and generality of  natural experi-
ments an important advantage, but their applicably to other 
populations is questionable unless multiple similar natural 
events are analyzed. 

Field Experiments
Field experiments span a range from pseudoreplicated field 
experiments (Hurlbert 1984), in which no true replication is 
used (or possible) and conclusions are not certain, to repli-
cated field experiments, for which conclusions are relatively 
certain ( Johnson 2002). Replicated field experiments pro-
vide conclusions that are broadly applicable to free-ranging 
wildlife populations. Field experiments offer advantages 
over natural experiments in terms of  certainty of  inference 
and control of  confounding factors, but they suffer the dis-
advantages of  restricted scale and lower generality (Table 1.1). 
Compared to laboratory experiments, field experiments 
have greater scope and realism. Their main advantage is 
that we can randomly assign treatments and thereby elimi-
nate fallacious conclusions due to effects of  confounding 
factors. In field experiments, manipulations are conducted, 
but other factors are not subject to control (e.g., weather). 
In many situations in wildlife science, field experiments of-
fer the best compromise between the limitations of  labora-
tory and natural experiments (Wiens 1992, Krebs et al. 
2001). In our Canada goose example, a subsequent field ex-
periment would be to select random pairs of  plots in 
known foraging areas. One member of  each pair would be 
randomly assigned to be fertilized to learn whether geese 
select fertilized plots more often than they do the nonfertil-
ized control plots. If  they do select fertilized plots more  
often, a stronger inference about selection of  nutritious 
foods could be made, because random assignment of  a 
large number of  plots to fertilization and control groups 
should have canceled effects of  extraneous confounding 
factors. Interspersion of  treatment and control plots (Hurl-
bert 1984, Johnson 2002) in fields naturally used by geese 
strengthens our belief  that our conclusion would apply in 
systems where geese typically forage. Adaptive manage-
ment could successfully incorporate field experiments by 
breaking management zones into replicates that are as-
signed various treatment levels for comparison to a stan-
dard management action (Connelly et al. 2003a). The strong 
advantages of  field experiments are that random assign-
ment of  treatments to units interspersed among units to 
which the conclusions will apply protects against reaching 
invalid conclusions due to extrinsic factors.

Table 1.1. Strengths and weaknesses of different types 
of experiments

 Experiment type

 Laboratory Field Natural

Control of  independent variablesa Highest Medium Low
Ease of  inference High Medium Low
Potential scale (time and space) Lowest Medium Highest
Scope (range of  manipulations) Lowest Medium High
Realism Low High Highest
Generality Low Medium High

Modified from Diamond (1986).

a Active regulation and/or site matching.
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Field Studies
Field studies may appear similar to experiments when they 
are conducted to test hypotheses, but they differ in that 
treatments are not assigned at random. For example, in a 
field study of  dietary selection by Canada geese we might 
randomly select plots where flocks of  geese have fed and 
those where they have not fed to examine whether geese 
choose areas with vegetation that is more nutritious. If  they 
do, a weak inference would be that geese are choosing nu-
tritious food, but numerous alternative explanations remain 
untested (e.g., maybe geese preferred hilltop sites, where 
visibility was good, and coincidentally these also were sites 
farmers fertilized most heavily to compensate for wind-
driven soil erosion from previous years of  tillage). Making 
inferences from field studies is difficult, because we make ex 
post facto comparisons among groups (Kerlinger 1986). 
Drawing firm conclusions is difficult, because these groups 
also differ in many other ways. The important characteristic 
of  a field study is that we have comparison groups (e.g.,  
use versus nonuse plots), but we have no treatments. Well-
designed field studies can make important contributions to 
wildlife science and management (e.g., Paltridge and South-
gate 2001), but their limitations must not be overlooked. 

Impact Assessment
The most basic form of  impact assessment compares mea-
surements of  wildlife and other characteristics at a site po-
tentially affected by pollution or development to similar 
measurements at an unaffected reference site (Anderson 
2002b; Fig. 1.5). This most simple form of  impact assess-
ment provides almost no basis for inference, because the ref-
erence site may differ for a multitude of  reasons besides ab-
sence of  the pollution source or development. Green (1979) 
noted the potential improvement in this design that results 
from making measurements before and after development 
at both reference and development sites. The basic before–
after/control–impact (BACI) design has become standard in 
impact assessment studies (Anderson 2002b, Morrison et al. 
2008) and also has been used in predator removal studies 
(e.g., Risbey et al. 2000). However, differences from before 
to after at reference (control) and impacted (treatment) sites 
are confounded by natural temporal variation and may not 
be produced by the impact itself  (Hurlbert 1984, Under-
wood 1994, Williams et al. 2002a). In contrast to a well-
designed field experiment, neither reference nor impacted 
sites are chosen randomly over space, and treatments are 
not assigned randomly. These limitations severely reduce 
the certainty of  conclusions and the application of  infer-
ences to other areas. The goal is not to make inferences to 
all possible sites (Stewart-Oaten et al. 1986) for a power 
plant, for example, but to the particular power plant site be-
ing developed. For larger impact studies in which the goal is 
to make inferences with more certainty that are applicable 
to more sites (Fig. 1.5), the basic BACI design must be im-

proved by the addition of  replication and randomization 
(Skalski and Robson 1992, Underwood 1994). Stewart-Oaten 
et al. (1986) emphasized the value of  expanding the BACI 
design to include temporal replication and noted the advan-
tage of  taking samples at irregular time intervals rather 
than on a fixed schedule. Hurlbert (1984) emphasized that 
comparing abundances of  wildlife from repeated surveys at 
1 impact and 1 reference site constitutes pseudoreplication 
that is only eliminated by having several replicated impact 
and reference sites. Replicated reference sites with environ-
mental characteristics similar to the impact site are quite 
possible and highly desirable; however, replicated impact 
sites are only feasible in large-scale impact studies, typically 
involving meta-analysis of  many single impact site studies.

Modeling
Modeling can be used as a deductive tool to synthesize theo-
retical understanding together with creative ideas about  
potential solutions to a problem or question. Creating a 
quantitative model makes the assumptions, accepted facts, 
generalizations, and laws or principles explicit for use in 
making valid and/or testable predictions. Kitching (1983:31) 
suggested this process of  modeling involves 18 steps that 
correspond exactly to steps in the scientific method (Box 
1.1; see details below under Modeling). Starfield and Bleloch 
(1991) describe this process in a straightforward manner 
with many wildlife examples created in spreadsheets. Clark 
(2007) presents a very rigorous account of  ecological mod-
eling utilizing free statistical and modeling software, such as 
R (R Development Core Team 2006), and Otto and Day 
(2007) provide a more mathematical, but very readable 
treatment of  ecological modeling for biologists.
 Modeling currently plays an essential role in 2 widely 
practiced processes of  wildlife science: adaptive management 
and population viability analysis. Adaptive management re-
quires building predictive models that summarize what is 
known or assumed about a management issue to examine 
alternative management actions. Managers choose one of  
the alternatives, and monitoring is conducted to: (1) ensure 
the action was accomplished; (2) evaluate whether the pre-
dicted consequences did in fact result; and (3) use feedback 
of  results to improve understanding of  the system, its be-
havior, key parameters, and relationships incorporated into 
the model. Population viability analysis uses models and 
data for populations to estimate the probability that popula-
tions of  rare species will persist for specified times into the 
future (Mills 2007:254). These forecasts are essential to 
make scientifically defensible decisions concerning the list-
ing or delisting of  a species under the Endangered Species 
Act of  1973 (U.S. Fish and Wildlife Service 1973). Clearly 
building models such as these is an application of  the scien-
tific method that produces knowledge in the form of  fore-
casts, but other applications of  modeling strive to increase 
our general understanding of  interrelationships (e.g., long-
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term impacts and dynamics of  wolf, cougar, and coyotes on 
deer and elk; Garton et al. 1990, Varley and Boyce 2006), 
which are difficult to manipulate experimentally. Likewise 
building conceptual and quantitative models acts as a help-
ful early step in any investigation, because it sharpens our 
focus on identifying critical relationships and assumptions. 
It is an essential step in an integrated research process.

Integrated Research Process
The integrated research process (Fig. 1.5) builds on a solid 
base of  natural history observations. Field observations and 
conceptual models should lead to experiments, and the re-
sults of  natural experiments should lead to field and labora-
tory experiments. For example, Takekawa and Garton (1984) 
observed birds feeding heavily on western spruce bud-
worms (Choristoneura occidentalis) during a budworm out-
break, which suggested that birds were a major source of  
budworm mortality. Field experiments were conducted to 
test this hypothesis by placing netting over trees to exclude 
birds. Survival of  budworms on trees with netting was 3–4 
times higher than on the control trees exposed to bird pre-
dation (Takekawa and Garton 1984). The level of  certainty 
increases as many predictions from the research hypothesis 
are supported and alternate hypotheses are rejected in suc-
cessively more rigorous tests that use replicated research  
options. After such findings are repeated over broad geo-
graphic areas or throughout the range of  the species, the 
research hypothesis may become a principle of  wildlife sci-
ence ( Johnson 2002). The integrated research process should 
be the goal of  wildlife science (Clark and Stankey 2006, 
Morrison et al. 2008).
 Outstanding examples of  integrated research programs 
include long-term research on red grouse (Lagopus lagopus 
scoticus) in Scotland ( Jenkins et al. 1963, Watson and Moss 
1972, Moss et al. 1984, Watson et al. 1994, Kerlin et al. 2007, 
New et al. 2009), red deer (Cervus elaphus) on the Isle of  
Rhum, Scotland (Lowe 1969, Guinness et al. 1978, Clutton-
Brock et al. 1985, Coulson et al. 1997, McLoughlin et al. 
2008, Stopher et al. 2008, Owen-Smith 2010), and snowshoe 
hare (Lepus americanus) in North America (Keith 1963, 1974; 
Windberg and Keith 1976; Keith and Windberg 1978; Keith 
et al. 1984; Krebs et al. 2001). Research on red grouse and 
snowshoe hare has focused on hypothesized causes of  pop-
ulation cycles, whereas research on red deer has focused on 
population regulation and density-dependent effects on sur-
vival, fecundity, reproductive success, spacing behavior, and 
emigration. Research on snowshoe hare has evaluated the 
role of  predators (i.e., lynx [Lynx lynx] primarily, but other 
mammals and birds, too) as well as alternate proposed 
causes of  the classic 10-year cycle in snowshoe hare and lynx 
numbers. For all 3 example species, descriptive studies and 
field observations formed the groundwork for subsequent 
research that included a series of  innovative field studies and 
experiments (natural, field, and laboratory). 

 For example, preliminary studies of  red grouse in Scot-
land ( Jenkins et al. 1963) provided information on funda-
mental population parameters: births, deaths, immigration, 
and emigration. This information was used to form research 
hypotheses about causes of  population fluctuations. Postu-
lated causes initially included food quality, breeding success, 
spacing behavior, and genetics (Watson and Moss 1972, Ker-
lin et al. 2007). Using data from long-term field studies cou-
pled with field and laboratory experiments, Watson and 
Moss (1972) concluded that quality of  spring and summer 
foods (heather [Calluna vulgaris] shoots and flowers) affected 
egg quality, breeding success (viability of  young), and spac-
ing behavior of  males and females, but territory size ulti-
mately affected recruitment and population density (but see 
Bergerud [1988] for a critique of  the self-regulation hypoth-
esis and inferences based on red grouse research). Watson  
et al. (1984b) tested these conclusions with innovative field 
experiments, in which they (1) fertilized fields to assess grouse 
response to increased nutritional quality of  the heather and 
(2) implanted males with time-release hormones to monitor 
changes in territory size associated with aggressiveness in-
duced by higher or lower levels of  androgens and estrogens 
(Watson 1967). Additional and more rigorous research re-
jected hypotheses that nutrition, genetics, and parasitism 
were causal factors (although Dodson and Hudson [1992] 
make a counterargument for the role of  the parasite Tricho-
strongylus tenuis), and instead focused on emigration as the 
key factor in population declines (Moss et al. 1984, 1990; 
Watson et al. 1984a; New et al. 2009). These findings led to 
more research, because the mechanisms underlying density-
dependent relationships, including summer and winter emi-
gration, were unclear. Recent research has focused on the 
hypothesis of  kin selection and differential aggression be-
tween kin and non-kin to explain cyclic changes in red grouse 
(Moss and Watson 1991, Watson et al. 1994) and synchroni-
zation of  cycles across large regions according to weather 
(Watson et al. 2000, Kerlin et al. 2007). Thus, the integrated 
research process continues. 

EXPERIMENTAL DESIGN

A variety of  designs is available for researchers planning an 
experiment or quasi-experiment. This brief  overview of  some 
designs that have seen wide and innovative application to 
wildlife science should augment information provided in 
standard courses and references on experimental design 
(Underwood 1997, Scheiner and Gurevitch 2001, Quinn and 
Keough 2002, Morrison et al. 2008). 

Single-Factor versus Multifactor Designs
Single-factor analyses are the simplest, because they in-
volve only comparisons between 2 or more levels of  1 fac-
tor. Evaluating the simultaneous effect of  2 or more in- 
dependent variables (multifactor designs) at once requires 
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the use of  complicated statistical methods, which should be 
discussed with a statistician. Under many conditions we can 
test 2 factors at once without expending more effort than 
would be required to test either of  the factors alone. A com-
plicating issue is the potential for interaction among factors 
(Steel and Torrie 1980). An interaction occurs if  the effects 
of  one factor on the response variable are not the same at 
different levels of  another factor. For example, if  we are in-
terested in the effect of  snowmelt date on nest success by 
arctic-nesting polymorphic snow geese (Chen caerulescens), 
we might discover an interaction between color phase and 
the onset of  spring snow melt. Thus, darker, blue-phase 
birds would have higher nesting success during early snow-
melt years, because they are more cryptically colored once 
snow has melted and experience less nest predation. During 
late snowmelt years white-phase birds are more cryptically 
colored and experience less nest predation. Many observa-
tions might be required to clarify possible relationships in 
these situations.

Dependent Experimental Units
Special designs have been developed to handle many types 
of  dependency in experimental units, where dependence 
means that units tend to be more similar to one another 
than if  we were to pick units at random from the entire 
population. For example, animals in one group tend to be 
more similar to one another (e.g., doe–fawn groups of  deer 
have few bucks), and vegetation plots that are spatially prox-
imate tend to be more similar to one another than are plots 
picked at random from the entire study area. A common de-
sign involves pairing. In a paired design we match experi-
mental units in pairs that are as similar as possible. The 
treatment is then applied to one member of  each pair at 
random. If  there is a confounding factor, which we succeed 
in matching in the pairs, this approach will lead to a more 
powerful test than if  pairing is not performed. For example, 
if  we were studying the effects of  spring burning on north-
ern bobwhite (Colinus virginianus) habitat, we could estab-
lish pairs of  plots throughout our study area, being careful 
to place each pair in a homogeneous stand of  vegetation. 
We would then randomly assign one member of  each pair 
to be burned in the spring. The analysis would then exam-
ine the differences between the members of  a pair and test 
for a consistent improvement or decline in the burned 
member of  the pair. Pairing would remove the effects of  
vegetation difference from one part of  the study area to an-
other and would result in a more sensitive experiment. If  
members of  pairs are not more similar than members of  
the general population, the test will be less powerful be-
cause of  the pairing. 
 When more than 2 levels of  a factor are compared, pair-
ing is referred to as blocking. A block is a set of  similar ex-
perimental units. Treatments are randomly assigned to units 
in each block, and the effectiveness of  blocking can be 

tested during the analysis. For example, if  we expanded our 
study of  burning to include spring and autumn burning as 
treatments, a block design would be appropriate. Three ad-
jacent plots would be placed in homogeneous vegetation 
stands, and spring and autumn burning would be applied 
randomly to 2 of  the 3 plots in each block (e.g., set of  3). 
This powerful design is normally referred to as a random-
ized block. 
 Another common form of  dependency occurs when re-
peated measurements are taken on the same experimental 
unit through time. This practice is common in wildlife re-
search, wherein the effects of  treatments may change over 
time and must be monitored over a series of  years. For ex-
ample, in our study of  spring and autumn burning the ef-
fects may be different in the first, second, and third growing 
seasons after treatment. The plots should be monitored 
over several years to measure these effects. The measure-
ments are repeated on the same plots, so they are not inde-
pendent. This repetition must be treated correctly in the 
analysis by using repeated measures or multivariate analysis 
of  variance (ANOVA; Milliken and Johnson 1984, Johnson 
and Wichern 1988, Williams et al. 2002a). Dependency also 
is common in count data, especially when animals occur in 
groups (Eberhardt 1970). This lack of  independence is often 
referred to as overdispersion. To properly cope with signifi-
cant overdispersion the dependency should be modeled. 
Unless the biologist has extensive training in this topic, close 
cooperation with a consulting statistician is essential when 
designing and analyzing experiments involving such compli-
cated designs.

Crossover Experiments
Crossover experiments provide a powerful tool to evaluate 
treatments that do not produce a long-lasting effect. Select-
ing pairs of  experimental units and randomly assigning one 
member of  each pair to be treated during the first treatment 
period initiates a crossover experiment. The second mem-
ber serves as the control during this treatment period. In  
the second treatment period, the control unit becomes the 
treatment and the former treatment becomes the control. 
In this way the effects of  any underlying characteristics of  
experimental units are prevented from influencing the re-
sults. This technique is valid only if  treatment effects do not 
persist into the second treatment period.
 Consider the following example. Suppose we wanted to 
test the hypothesis that mowing hay before 4 July decreases 
ring-necked pheasant (Phasianus colchicus) nest success. We 
could test this idea by dividing our study area into 5 homo-
geneous hayfield regions and then dividing each region into 
2 portions. In one randomly selected portion of  each region 
we could pay farmers not to mow their hay fields until after 
4 July (treatments). In the other portion of  each region, hay 
mowing would proceed as in most years, with the first cut-
ting during mid-June; these portions would serve as con-



  edward o.  garton et  al .

trols. To monitor nest success, we locate nests by systematic 
field searches, being sure to search treatment and control ar-
eas with identical methodology (e.g., search intensity and 
seasonal timing). Nest success would be measured with 
standard techniques. After 1 year, we might measure signifi-
cantly higher nesting success in the treatment portions (i.e., 
those areas with delayed hay mowing). However, the num-
ber of  treatments is small, and we are not able to conclude 
with confidence whether higher nest success resulted from 
the treatment or from some undetected, inherent differ-
ences in treated portions of  each region, such as nest preda-
tors. We would implement the crossover experiment by 
switching in the second year, so the original control por-
tions of  the study regions now have mowing delayed until 
after 4 July (new treatments), and the original treatment 
portions revert to the standard practice of  first cutting in 
mid-June (new controls). If  the portions with late cutting 
treatments again have higher nest success, we have better 
evidence that delayed mowing is responsible for higher nest 
success than we had at the end of  the first year (i.e., we have 
better evidence for a cause-and-effect relationship). If  even 
stronger support for the hypothesis is desired, the crossover 
experiment might be repeated in the same region and in 
other farming regions. 

Fixed, Random, Mixed, and Nested Effects
One of  the most critical decisions we must make in design 
concerns choosing the population for which we want to 
make inferences. If  only a few levels of  a treatment factor 
are relevant or would occur, we set a limited number of  val-
ues at which the treatment would be applied, and the factor 
is termed a fixed effect (Model I). If  we want the conclu-
sion to apply to any level of  a treatment factor, we must se-
lect the treatment levels as a random sample from the popu-
lation of  potential values, so that a conclusion drawn about 
the effect of  this factor applies across all levels at which it 
occurs. This design is termed a random effect (Model II). A 
mixed model (Model III) includes both fixed and random 
effects. In simple 2-factor or multifactor designs all levels of  
each factor are applied to all levels of  other factors, and 
the design is considered to be a crossed design. When this 
is not possible, the design must use approaches in which 
one factor is nested in another. A nested design can be de-
scribed as hierarchical, which occurs most commonly 
where certain levels of  one factor only occur in some levels 
of  another factor. For example, a study evaluating the effect 
of  vegetation treatment on bird communities might have 3 
plant communities (ecological systems) with treatments of  
clearcut, burn, partial-cut, and controls. These factors would 
need to be nested if  one of  the plant communities was a 
shrub community where timber harvest does not occur. De-
cisions about the design of  experiments must be reflected 
correctly in the analysis, as different measures of  variance 
are appropriate for fixed, random, mixed, or nested effects.

Replication
Sample size refers to the number of  independent random 
sample units drawn from the research population. In experi-
ments, sample size is the number of  replicates to which a 
treatment is assigned. For logistical reasons, we may measure 
numerous subsamples closely spaced in a single sample 
unit. However, we must be careful to distinguish these sub-
samples from independent random samples. Subsamples are 
not independent random sample units, because they typi-
cally are more similar to one another than are widely spaced 
samples. Similarly, subsamples in experiments are not true 
replicates if  they cannot be independently assigned to a 
treatment category. The precision of  a statistic is measured 
by its standard error. Standard error is calculated from the 
variation among the true sample units or replicates and the 
number of  samples. If  subsamples are mistakenly treated as 
true sample units or replicates, sample variance will under-
estimate the actual amount of  variation in the populations; 
sample size will overestimate true sample size; and we will 
be overconfident in the precision of  the estimate, because 
its true standard error will be underestimated. 
 To illustrate this point, suppose we wanted to evaluate 
the effect of  prescribed fire on northern bobwhite habitat in 
a large valley (1,000 km2). We might conduct research on a 
habitat improvement project that involves burning 1 km2 of  
grassland and brush (e.g., Wilson and Crawford 1979). We 
could place 20 permanent plots in the area to be burned and 
20 in an adjacent unburned area. Measurements on burned 
and unburned plots before and after the fire could be com-
pared to examine the effects of  fire on bobwhite habitat. 
However, the 20 plots on the burned area are not really rep-
licates, but are merely subsamples or pseudoreplicates 
(Hurlbert 1984). In fact, we have only one observation, be-
cause we have only one fire in a 1-km2 plot in the 1,000-km2 

valley. What would happen if  we were to redesign the study 
to conduct 20 burns on 20 randomly chosen areas scattered 
throughout the valley? We would expect to see more varia-
tion among these plots than among 20 plots in a single 
burned area. The fallacy of  the first design is obvious. A sta-
tistical test would evaluate only whether the burned 1-km2 
area differed from the unburned 1-km2 area and could lead 
to false conclusions about effects of  burning on bobwhite 
habitat in this area. A more appropriate design would re-
quire randomly selecting 40 sites from throughout the en-
tire valley and randomly assigning 20 to be burned (treat-
ments) and 20 to be control (unburned) sites. Each burned 
and control site would be sampled with 5 plots to measure 
bobwhite habitat before and after the treatment, and data 
would be analyzed by ANOVA; the 40 sites are samples and 
the 5 plots per site are subsamples. Thus, the 20 sites of  
each type would be true replicates. Treating the 100 burned 
and 100 unburned plots as experimental replicates would be 
an example of  pseudoreplication. Psuedoreplication is a 
common problem, and investigators must understand the 
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concept of  replication and its importance in ecological re-
search (Hurlbert 1984, Johnson 2002).

Controls
In experimental research, a control may be defined as paral-
lel observations used to verify the effects of  experimental 
treatments. Control units are the same as experimental units 
except they are not treated; they are used to eliminate the 
effects of  confounding factors that could potentially influ-
ence conclusions or results. Creative use of  controls would 
improve many wildlife studies. Experimental studies in wild-
life that involve repeated measurements through time must 
include controls because of  the importance of  weather and 
other factors that vary with time (Morrison et al. 2008). 
Without adequate controls, distinguishing treatment effects 
from other sources of  variation is difficult. For example, in 
the northern bobwhite study, control sites were required to 
distinguish the effects of  burning from those of  rainfall and 
other weather characteristics that affect plant productivity. 
There might be an increase in grass production in the year 
following burning because the rainfall was higher that year. 
Without control sites we cannot tell whether increased grass 
production resulted from increased rainfall, from burning, 
or from a combination of  both factors. Thus, we cannot 
evaluate the relative importance of  each factor.

Determining Sample Size
One of  the more challenging steps prior to starting actual 
data collection is to set goals for sample size using a pro-
spective power analysis. The power of  any hypothesis test 
is defined as the probability of  rejecting the null hypothe-
sis when, in fact, it is false. Power depends on the magni-
tude of  the effect (e.g., magnitude of  difference between 
treatment and control or a bound on the estimate), varia-
tion in the characteristic, significance level (α), and sample 
size. Zar (1999) provides formulas to calculate power and 
sample size for hypothesis tests, but a statistician should be 
consulted for complicated experimental designs and analy-
ses. Many statistical packages (e.g., Statistical Analysis Sys-
tem; SAS Institute 2008) or specialized analysis software 
(e.g., MARK; White and Burnham 1999) provide capability 
to generate sample data for analysis to determine in ad-
vance how large the sample size should be to detect effects 
expected. 
 Effect size (magnitude of  effect) is an important factor 
influencing sample size requirements and the power of  a 
test. However, power and sample size calculations should be 
based on a biologically meaningful effect size. Identifying a 
biologically significant effect usually involves expressing the 
conceptual model as a quantitative model plus value judg-
ments about the importance of  a biological response. Esti-
mating power of  the test and calculating sample size re-
quirements forces the investigator to evaluate the potential 
significance of  the research prior to beginning fieldwork. 

Sample size analysis may lead to substantial revision of  the 
goals and objectives of  research.

Checklist for Experimental Design
The design of  any experiment must be developed carefully 
or the conclusions reached will be subject to doubt. Four 
particularly critical elements in the design of  a manipulative 
experiment are (1) specification of  the research population, 
(2) replication with independent units, (3) proper use of  con-
trols, and (4) random assignment of  treatments to experimen-
tal units. An experimental design checklist, such as the one 
listed in this section, is useful for providing a series of  ques-
tions to assist in addressing these critical elements. Many of  
the questions will be helpful with the design of  data gathering 
for studies involving nonexperimental hypothesis testing. 
Some experimental designs may address several hypotheses  
simultaneously (e.g., factorial designs); in other designs, each 
hypothesis may require independent experimental testing.

1. What is the hypothesis to be tested? The hypothesis de-
veloped from the conceptual model must be stated clearly 
before any experiment can be designed. For example, we 
could test the hypothesis that nest predation on forest song-
birds is higher at sharp edges, such as occur at typical forest 
clearcuts, than at feathered edges (partial timber removal), 
such as occur at the boundary of  selectively logged areas 
(Ratti and Reese 1988, Chalfoun et al. 2002, Stephens et al. 
2003).

2. What is the response or dependent variable(s) and how 
should it be measured? The response variable should be 
clear from the hypothesis (e.g., nest predation), but selecting 
the best technique to measure it might be more difficult to 
determine. We must consider all possible methods and iden-
tify one that will simultaneously maximize precision and min-
imize cost and bias. It is often helpful to contact others who 
have used the techniques, examine the assumptions of  the 
techniques, and conduct a pilot study to test the potential 
them. In our example, we might search for naturally occur-
ring nests along forest edges and use a generalized May- 
field estimator of  mortality rate (Heisey and Fuller 1985,  
Jehle et al. 2004, King et al. 2009). This response variable is 
continuous, and we could apply any of  a variety of  designs 
termed general linear models (GLM; e.g., ANOVA, linear 
regression, or analysis of  covariance) under a hypothesis test-
ing framework though application of  information theoretic 
methods to these models. Alternately, we could measure  
the response for each nest as successful (at least one young 
fledged) or unsuccessful and use appropriate analysis meth-
ods, such as chi-squared statistics applied to contingency tables 
or log-linear models (Fienberg 1970, 1980; Hazler 2004).

3. What is the independent or treatment variable(s) and 
what levels of the variable(s) will be tested? The indepen-
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dent variable(s) should be clear from the hypothesis (sharp 
and feathered forest edges in our example), but selecting lev-
els to test will depend on the population for which we want 
to make inferences. If  we want to test the effects of  the in-
dependent variable at any level, we must select the levels to 
test at random (random effects [Model II]; Zar 1999). If  we 
are interested in only a few of  the levels that our indepen-
dent variable could take, we use only those levels in our ex-
periment and make inferences only to the levels tested 
(fixed effects or Model I; Zar 1999). For example, if  we 
wanted to evaluate the effects of  forest edges of  any type on 
predation rates, we would select types of  forest edges at 
random from all types that occur and apply a random ef-
fects model to analyze the data. In our example we are in-
terested only in the 2 types categorized as sharp and feath-
ered, so a fixed effects model is appropriate. Additionally, 
our independent variable must be identified and classified 
clearly or measured precisely. Finally, how can we use con-
trols to expand our understanding? In our example, compar-
ing nest predation in undisturbed forests to predation at the 
2 types of  edges might be enlightening, and we would ana-
lyze the data with fixed effects models. Our final conclu-
sions would not apply to predation rates in all types of  for-
est edges, but only to the 2 types that we compared to 
undisturbed forest. 
 An alternative approach to the design would be to treat 
the independent (treatment) variable as being continuous 
and use regression rather than a classified grouping of  treat-
ment categories. Under this design we might specify the 
treatment would consist of  some level of  overstory removal 
on one side of  the forest edge, and we would apply regres-
sion forms of  GLM under either hypothesis testing or infor-
mation theoretic model evaluations. The response could be 
measured as the difference in predation rates between the 2 
sides of  the boundary, which would be predicted from per-
centage of  overstory removed. Here it becomes critical to 
select treatment levels (e.g., percentage of  overstory re-
moved) across the full range of  forest treatments to which 
we want to apply our conclusions.

4. For which population do we want to make inferences? 
If  the results of  the experiment are to be applied to the real 
world, our experimental units must be drawn from some 
definable portion of  that world, the research population. 
The dependent and independent variables chosen should 
define the relationship(s) examined and place constraints  
on the definition of  this population. We must also consider  
the impact of  potential extraneous factors when select-
ing the population of  interest. If  the population is defined 
so broadly that many extraneous factors affect the results, 
the variation might be so large that we cannot test the hy-
pothesis (low internal validity). If  the population is defined 
so narrowly that we have essentially a laboratory experi-

ment, application of  the results might be severely limited 
(low  generality or external validity). 
 Reaching the proper balance between internal and exter-
nal validity takes thought and insight. For example, we might 
want to compare nest predation rates in sharp and feathered 
forest edges throughout the northern Rocky Mountains, but 
the logistics and cost would make the study difficult. Thus, 
we might restrict the study population to one national for-
est in this region. Next we need to consider the types of   
forests. We might want to test the hypothesis for the major 
forest types, but we know the species of  birds nesting in 
these forests and their nest predators differ among forest 
types. Thus, we may need to restrict our population to one 
important type of  forest to remove extraneous factors that 
could impact the results if  we sampled a large variety of   
forest types. We need to ask what types of  sharp and feath-
ered edges occur to decide which we will sample. Sharp 
edges are commonly produced by clearcuts, power line 
rights-of-way, and road rights-of-way. These 3 types differ 
dramatically in such factors as size, shape, human access, 
and disturbance after treatment. Additionally, our ability to 
design a true experiment involving random assignment of  
treatments is severely limited for all but the clearcuts. 
Therefore, we might restrict the populations to sharp edges 
created by clearcuts and feathered edges created by selective 
harvests.

5. What is the experimental unit? What is the smallest 
unit that is independent of  other units, which will allow 
random assignment of  a treatment? This element must be 
identified correctly or the resulting experiment might not 
have true replication, but instead represent a case of  pseudo- 
replication (Hurlbert 1984). For example, we might errone-
ously decide the experimental unit for our nest predation 
study will be an individual nest. The resulting design might 
entail selecting 3 areas and randomly assigning them to be 
clearcut, control, and selectively logged. By intensive search-
ing, we find 20 nests along the edge of  each area and moni-
tor them for predation. The resulting data would suggest 20 
replicates of  each treatment, but, in fact, only a single area 
was given each treatment. Only 1 area was randomly as-
signed each treatment, and the 20 nests are subsamples. 
Thus, pseudoreplication restricts the potential inferences. In 
effect, we have sampled from populations consisting only of  
2 logged areas and 1 unlogged area, and our inferences can 
be made only for those 3 areas, not to clearcuts, selective 
cuts, or undisturbed forests in general. 
 In some situations, pseudoreplicated designs are un-
avoidable, but interpretation of  their results is severely re-
stricted, because without replication, confounding factors 
rather than the treatment could have caused the results. For 
example, in our nest predation experiment if  one of  the ar-
eas was in the home range of  a pair of  common ravens 
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(Corvus corax) and the other areas were not, this single con-
founding factor could affect the results regardless of  treat-
ment. A more reliable experiment would require that we 
identify several areas with potential to be logged, perhaps 
15, sufficiently far apart to be independent of  one another, 
and that we randomly assign 5 each to be clearcut, selec-
tively harvested, and controls. We would locate and moni-
tor several nests in each area. The nests in a single area would 
be correctly treated as subsamples, and their overall success 
treated as the observation for that area. This approach at-
tempts to remove the effects of  confounding factors and to 
allow development of  a conclusion with general application 
to the populations sampled (i.e., edges created by clearcuts 
and selective cuts in this habitat type in this region). Includ-
ing control stands without an edge provides invaluable in-
formation for assessing the biological significance of  the dif-
ference between the 2 types of  edges.

6. Which experimental design is best? A few of  the most 
widely used designs are described, but we advise consulting 
texts on experimental design and a statistician before mak-
ing the final selection (Scheiner and Gurevitch 2001, Quinn 
and Keough 2002, Morrison et al. 2008). The choice de-
pends primarily on the type of  independent and dependent 
variables (categorical, discrete, or continuous), number of  
levels of  each, ability to block experimental units together, 
and type of  relationship hypothesized (additive or with in-
teractions). For our study of  nest predation along 2 types of  
forest edges, a single-factor design would be appropriate, 
but Hurlbert’s (1984) argument for interspersion of  treat-
ments and controls could be incorporated by using a more 
sophisticated design. For example, 3 adjacent stands in 5 dif-
ferent areas might be randomly assigned to treatment and 
controls, with areas cast as blocks, resulting in a randomized 
complete-blocks design (Zar 1999).

7. How large should the sample size be? Estimating sam-
ple size needed for proper analysis is essential. If  the neces-
sary sample size were too costly or difficult to obtain, it 
would be better to redesign the project or work on a differ-
ent question that can be answered. Sample size depends on 
the magnitude of  the effect to be detected, variation in the 
populations, type of  relationship that is hypothesized, and 
desired power for the test. Typically some preliminary data 
from a pilot test or from the literature are required to esti-
mate variances. These estimates are used in the appropriate 
formulas available in statistical texts (e.g., Zar 1999) and in-
corporate a prospective power analysis to ensure that we 
have a high (80–90%) chance of  detecting biologically mean-
ingful differences between the treatment and control cate-
gories. Powerful analysis programs like SAS (SAS Institute 
2008) provide tools to perform prospective power analysis 
for complicated designs.

8. Have you consulted a statistician and received peer re-
view on the design? Obtaining review by a statistician be-
fore the data are gathered is essential. The statistician will 
not be able to help salvage an inadequate design after a 
study is completed. Peer review by other biologists having 
experience with similar studies also could prevent wasted ef-
fort if  measurements or treatments are proposed that will 
not work on a large scale in the field. Now is the time to get 
these comments!

MODELING

“All models are wrong, but some are useful” (Box 1979:2). 
Rigorously evaluating ideas concerning wildlife habitats and 
populations by using experimental manipulations may be 
difficult, because we cannot randomly assign treatments 
and the high cost of  treatments precludes adequate replica-
tion in many cases. However, modeling methods provide an 
alternative route to finding solutions to pressing problems 
(Starfield and Bleloch 1991, Shenk and Franklin 2001), se-
lecting the best of  alternative choices (Holling 1978, Walters 
1986, Clemen and Reilly 2001, Conroy and Peterson 2009), 
determining the relative magnitude of  effects from multiple 
causes acting simultaneously (Wisdom and Mills 1997, Salt-
elli et al. 2001), and evaluating population viability (Mills 
2007:254). A biologist’s goal should be to build the simplest 
model that describes the relationships between causative 
factors and the effects they produce. It is most likely that a 
wildlife scientist will select a modeling strategy at the sim-
ple, empirical ends of  the continua in terms of  model com-
plexity (Table 1.2) or in Levins’s (1966) terms, sacrifice gen-
erality for realism and precision. Long-term monitoring 
data and extensive measurements of  demographic rates and 
habitat relationships provide the basis for more complex 
models. 
 In most cases the goal is to model the responses of  wild-
life populations or habitats with the smallest number of  pre-
dictors necessary to make good predictions. Note, this use 
of  the term model corresponds to what Williams et al. 
(2002a:23) refer to as a scientific model rather than a statis-
tical model. Statistical models are the foundation for all 
statistical estimation, hypothesis testing, and statistical com-
parison among competing models through an inductive 
process based on limited observations (see later sections un-
der Parameter Estimation and Confronting Theories with 
Data). Scientific models, described in this section, are used 
deductively to project system dynamics based on a set of  
ideas expressed as characteristics and relationships estimated 
inductively from statistical models. We use these 2 types of  
models cooperatively to help answer important questions 
about wildlife. Scientific models are commonly referred to 
as simulation models, because they simulate the dynamics 
of  a system described in terms of  the assumptions, charac-
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teristics, relationships, and variability observed. When vari-
ability is a key component, they are referred to as Monte 
Carlo scientific models. Kitching (1991) suggested a varia-
tion of  the following 8 steps to build an ecological model. 
These steps are directly applicable to building scientific 
wildlife models. 

Steps to Build a Model
Problem Definition
The problem of  interest must have been identified earlier as 
one of  the first steps in the scientific method, and the rele-
vant theory, previous observations, conceptual model (Fig. 
1.4), predictions, and hypotheses must be stated clearly. 
Someone proposing to build a model to answer the ques-
tion must now explain why a numerical or mathematical 
model is an appropriate way of  tackling the problem (Kitch-
ing 1991:31). A good example of  an appropriate question is: 
which of  the available management options are more likely 
to recover an endangered species and prevent its extinction? 
It is important to embrace the modeling approach to this 
problem as a pragmatic one. “There is no point at all in 
building an ecological model that is more complex, more 
complete or more time-consuming than is justified by the 
terms of  reference of  the problem to which the model is a 
response” (Kitching 1991:31). The better the problem(s) is 
identified, the more useful the model will be.

System Identification
After identifying the problem(s) it is critical to define the 
system boundary and the level of resolution to model in 
the hierarchy of  ecological levels (ranging from individual 
animals with associated spatial extent to population or 
metapopulation; Fig. 1.2). The biologist must then select a 

set of  components to model (see the examples in Fig. 1.4). 
One strategy is to pursue a parsimonious approach, making 
the model as simple as possible, by selecting only critical 
components essential to describe the system. This approach 
is used for developing general theoretical models (Table 
1.2) taking the form of  analytical mathematical models. The 
other extreme is to include all components likely to be in-
volved in the processes of  interest. Such models take the 
form of  complex simulation models. The typical route fol-
lowed in wildlife models is to take the simple empirical ap-
proach, and Starfield and Bleloch (1991) recommend tend-
ing toward the parsimonious end while including enough 
complexity to produce realistic predictions. Once the initial 
set of  components is defined to meet the objectives, the na-
ture of  their interactions must be defined based on creative 
thinking and literature as follows: positive, negative, feed-
back loops, and complex combinations. Creating a simple 
system diagram is useful for clarifying these relations (e.g., 
Fig. 1.4) and guiding literature searches.

Model Type Selection
The great variety of  model types available (Table 1.2) may 
seem daunting at first, but the problem definition process 
described above should guide selection of  the appropriate 
type of  model along the continuum from simple to com-
plex, with preference always for the simplest model neces-
sary to meet the needs. Building complex models requires 
estimating more characteristics with more complex rela-
tionships. Fortunately most wildlife problems can be han-
dled with simple, linear models incorporating deterministic 
effects of  a few independent factors at a single or small 
number of  sites. Even forecasts for population viability re-
quiring stochastic models with time lags are easily modeled 

Table 1.2. Modeling strategies along gradients of simple to complex for scientific and statistical models

 Gradient

 Simple Complex

Scientific models
 Quantification Conceptual (verbal)  Quantitative
 Theoretical General  Complex simulation
 Relationships Linear  Nonlinear
 Variability Deterministic  Stochastic
 Time scale Time-specific  Dynamic
 Mathematical formulation Difference equations  Differential equations
 Number of  factors Single  Multifactor
 Number of  sites Single site  Multisite
 Number of  species Single species  Multispecies
Statistical models
 Sampling Simple random  Stratified, clustered or multistage
 Hypothesis testing Fixed or random effects  Mixed fixed and random effects 
 Independence of  observations Complete independence  Dependence among observations in space, time, or both
 Errors Single term  Separate process and observation errors
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with simulations based on estimates obtainable with stan-
dard linear regression methods (e.g., Garton et al. 2010).

Mathematical Formulation
Almost all wildlife models are formulated as difference equa-
tions because of  strong seasonal and annual patterns, which 
make estimating parameters for continuous time models 
formulated as differential equations difficult. Differential 
equation formulations have been more successful for devel-
oping general theoretical models that form the basis for 
many ecological theories underlying principles of  wildlife 
population ecology (Ginzburg 1986, Turchin 2001, Berryman 
2003, Colyvan and Ginzburg 2003), but translating these 
general models into stochastic difference equation models 
has proven very successful for modeling time series of  pop-
ulations with complex dynamics (e.g., population viability 
analysis for San Joaquin kit fox [Vulpes macrotis mutica] incor-
porating density dependence and a 2-year lag in rainfall ef-
fects on plant productivity; Dennis and Otten 2000). 

Computational Method and Program Selection
Simple wildlife models formulated in commonly used gen-
eral purpose spreadsheet programs can provide remarkable 
insight into wildlife population dynamics (Starfield and 
Bleloch 1991). Some specialized software designed for spe-
cific purposes, such as population viability analysis, have 
wide application to projecting persistence of  endangered 
and rare species—for example, RAMAS (Akçakaya 2000b) 
and VORTEX (Lacy 1993). Programs designed for statistical 
analysis—for example, SAS (SAS Institute 2008) and R (R 
Development Core Team 2006)—are equally adaptable to 
simulating both deterministic and stochastic models as they 
are to estimating the parameters for these models (Bolker 
2008, Garton et al. 2010).

Parameter Estimation
Sampling methods, least squares for GLM, and maximum 
likelihood methods are all useful for estimating parameters 
for alternative models. Information-theoretic approaches to 
evaluating competing models (see further details later under 
the section Confronting Theories with Data) provide excel-
lent tools to evaluate relative precision of  alternative models 
in predicting responses (Burnham and Anderson 2002). 
Burnham and Anderson (2002) contend that information 
theoretic methods, such as using AIC to assess the informa-
tion content of  a model, should be applied where we can-
not experimentally manipulate causes or predictors. Model 
averaged parameter estimates are readily calculated within 
this framework using Akaike weights (Burnham and Ander-
son 2002:133ff.).

Model Validation
Validation of  a model should take at least 2 forms. Com-
paring the predictions of  the model to data that were ana-

lyzed to build the model provides a preliminary validation 
or verification (Oreskes et al. 1994) that is always per-
formed as part of  constructing the model. Clearly this step 
is essential to verify the model is performing as the investi-
gator expects. A real test of  the validity of  the model re-
quires comparing output from the model to independent 
data not used in its construction (Gardner and Urban 2003). 
The comparison is usually made with standard statistical 
tools, such as correlation and regression, which may be 
evaluated from a frequentist perspective by using either hy-
pothesis tests or likelihood measures. Because models using 
all data possible maximize precision in parameter estima-
tion, approaches, such as jack-knifing, in which each individ-
ual observation is predicted from models fit to all the rest of  
the data are applied (Efron and Tibshirani 1993).

Model Experimentation
Once the previous seven steps are completed, the model is 
ready to be used to address the original questions that initi-
ated the modeling process. Experiments are performed by 
manipulating key input parameters to assess the response of  
model output characteristics to anticipated alternative man-
agement actions and/or potential environmental trends, 
changes, or variation. A useful model is an invaluable aid to 
both research and management, but the veracity of  any 
predictions rests firmly on assumptions built into the model 
structure, the relationships modeled, and the validity of  any 
parameters estimated from field observations. Scheller et al. 
(2010) provide further details on the approach outlined here, 
which applies modern software engineering techniques as 
part of  a process to increase the reliability of  ecological 
models. A useful model should be used interactively with 
ongoing research and management activities, so that model-
ing exercises help identify critical relationships and parame-
ters that are then investigated in the field by gathering new 
observations or performing experiments. In the manage-
ment context this process is adaptive management: model 
predictions guide management actions and continued moni-
toring provides feedback to validate and improve model as-
sumptions expressed as model parameters and relationships.

SAMPLING

Most information gathered by wildlife biologists is used to 
meet descriptive rather than experimental objectives, but 
obtaining precise estimates is equally important for both ex-
periments and descriptive research. Examples include esti-
mates of  population size, recruitment, herd composition, 
annual production of  forage species, hunter harvest, and 
public attitudes. In these efforts biologists attempt to obtain 
estimates of  characteristics that are important for manage-
ment decisions. We want to obtain the best estimates possi-
ble within the constraints of  our time and money resources. 
A large body of  statistical literature exists to help; these 
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types of  studies are referred to as surveys, and the topic is 
known as survey sampling (Cochran 1963, 1983; Scheaffer 
et al. 2005) or finite population sampling. 
 The research population is typically synonymous with 
the statistical population, but a powerful approach is to re-
define the statistical population geographically in terms of  
units of  space or habitat. Defining the statistical popula-
tion as drainages, forest stands, individual ponds, or square-
kilometer blocks often facilitates estimating total numbers 
of  animals and the composition of  a population. Sampling 
smaller units of  habitat is more likely to be logistically feasi-
ble. Likewise this redefinition of  the research (statistical) 
population makes it feasible to apply the powerful tools for 
sampling from finite populations. 
 Sampling also is a critical part of  experimental research 
and the test of  formal statistical hypotheses. All field studies 
and most field experiments require creative sampling de-
signs to reduce variation among observations in the treat-
ment or comparison categories. For example, stratification 
and clustering can sharpen comparisons, but data collected 
using these methods require analysis by more complicated 
designs (e.g., block or split-plot designs; Zar 1999). Choice 
of  specific sampling methods is dependent on the objectives 
or hypotheses being addressed, the nature of  the popula-
tion being sampled, and many other factors (e.g., species, 
weather conditions, topography, equipment, personnel, time 
constraints, and desired sample sizes). A variety of  sampling 
designs is available for biologists to use in wildlife surveys 
and experimental research (Thompson et al. 1998, Scheaffer 
et al. 2005, Morrison et al. 2008).

A  Unbiased and precise
= accurate

B  Unbiased but not precise
= not accurate

C  Biased and precise
= not accurate

D  Biased and not precise
= not accurate

A  Unbiased and precise
= accurate

B  Unbiased but not precise
= not accurate

C  Biased and precise
= not accurate

D  Biased and not precise
= not accurate

Fig. 1.6. Concepts of bias, precision, and accuracy 
illustrated with targets and a shot pattern. Modified 
from Overton and Davis (1969), White et al. (1982).

Precision, Bias, and Accuracy
One measure of  quality of  estimates is their precision. Pre-
cision refers to the proximity of  repeated measurements of  
the same quantity (Cochran 1963, Krebs 1999, Zar 1999). 
Precision of  an estimate depends on variation in the popula-
tion and the size of  the sample. Indicators of  the precision 
of  an estimator are standard error and confidence inter-
vals. Larger variation in the population leads to lower preci-
sion, whereas a larger sample size produces higher precision 
in the estimator. Another measure of  the quality of  an esti-
mator is bias. Bias describes how far the average value of  
the estimator is from the true population value. An unbi-
ased estimator centers on the true value for the population. 
If  an estimate is both unbiased and precise, we say that it is 
accurate (defined as an estimator with small mean-squared 
error; Cochran 1963). Accuracy is the ultimate measure of  
the quality of  an estimate (Fig. 1.6) and refers to the small 
size of  deviations of  the estimator from the true population 
value (Cochran 1963). 
 Let us illustrate these concepts with a typical population 
survey. Suppose we were interested in estimating the den-
sity of  elk on a large winter range. One approach might be 
to divide the area into a large number of  count units of  
equal size and draw a sample of  units to survey from a heli-
copter. This approach would define the research population 
in terms of  a geographic area rather than in terms of  ani-
mals. The elements of  the target population are count units, 
and we select a sample of  these units using an objective 
sampling design (a probability sample). Using the helicop-
ter, we search each sampled unit, attempting to count all elk 
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present in it. We divide the number of  elk counted in a unit 
by the size of  that unit to obtain a density estimate for each 
unit (Fig. 1.7A). The histogram suggests little variation in 
density on this winter range, as most spatial units (80%) 
have densities between 1.5 and 2.3 elk/km2. We need a sin-
gle value that is representative of  the entire winter range, 
and we choose the mean from the sample as the best esti-
mate. The variation from one unit to the next is small; 
thus, the mean from our sample is a fairly precise estimate. 
But, suppose we had obtained different results (Fig. 1.7B). 
Now the variation from one unit to the next is great, and 
the sample mean is less precise and not as reliable as the pre-
vious estimate. Thus, for a given sample size, the former  
estimate is more precise because of  less variation in the 
population.
 Would the mean from the sample in Area A (Fig. 1.7A) 
be an accurate estimate of  the mean density of  elk on this 
winter range? To answer this question, we must evaluate 
the bias in the estimate. If  the winter range was partially 
forested or had tall brush capable of  hiding elk from view, 
aerial counts in each unit would underestimate the true 
number of  elk present (Samuel et al. 1987). In this example 
the mean density from the sample would be a biased esti-
mate of  elk density on the winter range and, therefore, not 
highly accurate. If  the winter range were a mixture of  open 
brush fields and grasslands, where all animals would be visi-
ble, mean density from the sample could be an accurate es-
timate of  elk density on the entire winter range. We strive 
for accuracy in our estimates by selecting the approach with 
the least bias and most precision, applying a valid sampling 
or experimental design, and obtaining a sufficiently large 
sample size to provide precise estimates.
 Evaluating bias in an estimate is difficult and, in the past, 
has been based on the researcher’s biological knowledge 

and intuition. If  the bias is constant, the estimate can be 
used to make relative comparisons and detect changes 
(Caughley 1977). Usually it is not constant (Anderson 2001), 
but its magnitude often can be measured so that a proce-
dure to correct estimates can be developed (Rosenstock et 
al. 2002, Thompson 2002b). For example, Samuel et al. (1987) 
measured visibility bias in aerial surveys of  elk from heli-
copters, and Steinhorst and Samuel (1989) developed a pro-
cedure to correct aerial surveys for this bias.

Sampling Designs
Simple Random
A simple random sample requires that every sample unit in 
the population has an equal chance of  being drawn in the 
sample and the procedure for selecting units is truly ran-
dom. This can be accomplished by assigning each member 
of  the population a number and then picking numbers, to 
identify members to sample, from a table of  random num-
bers or a random number generator on a computer or cal-
culator. For example, suppose that for a special hunt in 
which a limited number of  permits was issued, we wanted 
to estimate the number of  successful hunters. We might de-
cide to contact a sample of  permit buyers by telephone after 
the season to measure their hunting success. A survey de-
sign checklist (Box 1.4) helps design such a survey properly. 
The population that we want to make statements about is 
all persons who obtained a permit. The list of  the members 
of  the population is usually called the sampling frame 
(Scheaffer et al. 2005). It is used to draw a random sample 
from the population. The sampling frame must be devel-
oped carefully, or the resulting estimates may be biased. For 
example, if  a portion of  the permit buyers did not have tele-
phones and we decided to drop them from the list, the re-
sults could be biased if  such hunters had different hunting 
success than did permit buyers with telephones. To draw a 
random sample for the survey, we could assign a number to 
each person who purchased a permit and select the num-
bers to be contacted by using a table of  random numbers or 
a random number generator. 
 In other types of  surveys, obtaining a truly random sam-
ple of  the population might be difficult. In such instances 
another method, such as systematic sampling, should be 
used. When the research population consists of  animals that 
would be difficult to sample randomly, one approach is to 
change the design. We do this by making small geographic 
units, such as plots or stands, the sample units (or experi-
mental units, if  we are developing a sampling design for 
an experimental treatment) and making the measurement 
on each plot a number or density of  animals. Thus, we can 
take a random sample of  spatial units and use it to infer 
abundance across the entire study area sampled. A valid ran-
dom sampling procedure must be independent of  investiga-
tor decisions. For example, an excellent procedure for ran-
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Fig. 1.7. Hypothetical example of elk counts and density estimates 
in (A) Area 1 and (B) Area 2.
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domly locating plots in a study area would be to use a 
Landsat image of  the study area stored in a Geographic In-
formation System (GIS) program, which allows us to select 
random locations within the boundary of  our study area us-
ing Universal Transverse Mercator (UTM) coordinates (Fig. 
1.8A). The UTM coordinates of  these selected plot locations 
can be entered into a hand-held Global Positioning System 
(GPS) unit that will guide us to the exact location. Random-
like methods, referred to as haphazard or representative, 
have been used in place of  truly random designs, but should 
be avoided, because they are subject to investigator bias. An 
example of  these methods is the technique of  facing in a 
random direction and throwing a pin over the shoulder to 
determine the center for a vegetation plot. Although this 
procedure seems random, the odds of  a field crew ran-
domly facing away from a dense stand of  thorny shrubs, 
such as multiflora rose (Rosa multiflora), and throwing the 
pin into the middle of  such a patch is practically zero. Truly 
random samples occasionally produce poor estimates by 
chance due to poor spatial coverage of  the area or popula-
tion of  interest (e.g., in an area with a small number of  im-

portant habitat patches, all patches may be missed by a truly 
random approach; Hurlbert 1984, Johnson 2002). 

Systematic
A systematic sample is taken by selecting elements (sam-
pling units) at regular intervals as they are encountered. 
This method is easier to perform and less subject to investi-
gator errors than simple random sampling. For example, if  
we wanted to sample birdwatchers leaving a wildlife man-
agement area, it would be difficult to draw a truly random 
sample. However, it would be easy to draw a systematic 
sample of  10% of  the population by sampling every tenth 
person leaving the area. Systematic sampling also is used ex-
tensively in vegetation measurements because of  its ease of  
use in the field. It is almost exclusively used in geographic 
sampling, because it makes possible evaluation of  the spatial 
pattern of  variability (e.g., spatial autocorrelation), which is 
used for most modern spatial modeling. A valid application 
requires random placement of  the first plot, followed by 
systematic placement of  subsequent plots, usually along a 
transect or in a grid pattern (Fig. 1.8B). This approach often 

Box 1.4. Survey deSign checkliSt

Question Example

1. What is the survey objective? Estimate the percentage of successful hunters

2. What is the best technique Telephone survey of permit holders or method?

3. To which population do we make inferences? Everyone who has a permit for this hunting period

4. What will be the sample unit? Individual permit holders

5. What is the size of the population to be sampled (N)? N = 350 (for special permit hunt)

6. Which sample design is best? Simple random sample (Scheaffer et al. 2005).

7. How large should the sample be? Np(1 – p)
 n = — — —— —— — ——
 (N – 1)B2/4 + p(1 – p)

 Np(1 – p)
 n = — — —— —— — —— ,
 (N – 1)(B2/4) + p(1 – p)

 where:

 N = population size (350)

 p =  proportion of permit holders who harvested deer (from 
pilot survey = 0.24)

 B =  bound on the estimate = 0.05 (we want an estimate with 
p ± 0.05 confidence)

 Therefore

 350(0.24)(1 – 0.24)
 n = — — —— —— — — — — — — — —— ,
 (350 – 1)(0.05)2/4) + 0.24(1 – 0.24)

 n =  159 (i.e., we should contact approximately 160 permit holders

8. Have you contacted a statistician to review design? Yes!
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provides greater information per unit cost than simple ran-
dom sampling, because the sample is distributed uniformly 
over the entire population or study area. For random popu-
lations (i.e., no serial correlation, cyclic pattern, or long- 
period trend), systematic samples give estimates with the 
same variance as simple random samples.
 The major danger with systematic samples is they may 
give biased estimates with periodic populations (i.e., with 
regular or repeating cycles). For example, if  we were inter-
ested in estimating the number of  people using a wildlife 
management area, we might establish a check station and 
take a systematic sample of  days during the season. This 
procedure could yield extremely biased results if  we chose 
to take a sample of  one-seventh of  the days. If  the day sam-
pled fell during the workweek, we could obtain different re-
sults than if  it were during the weekend. Additionally, the 

estimate of  variance would likely be too small, leading us to 
conclude the estimate was much more precise than it is in 
reality. In this situation the population sampled obviously is 
periodic; in other situations the periodicity might be quite 
subtle. Thus, systematic sampling must be used with cau-
tion. The formal procedure is conducted by randomly se-
lecting one of  the first k elements to sample and every kth 
element thereafter. For example, if  we wanted to sample 
10% of  our population, k would equal 10, and we would 
draw a random number between 1 and 10. Suppose we se-
lected 3; we would then sample the 3rd element and every 
10th element thereafter (i.e., 13th, 23rd, 33rd, . . . element). 
At a check station we might use this strategy to sample 10% 
of  the deer hunters or birdwatchers who came through the 
station. When locating plots along a transect, we would ran-
domly locate the starting point of  the transect and then 
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Fig. 1.8. Examples of sampling designs: (A) simple random sample, (B) systematic sample, (C) stratified random sample, (D) cluster 
sample, (E) adaptive cluster sample. Examples of sampling methods: (F) point sampling, (G) plots along transects, (H) line transect,  
(I) road sampling.
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place plot centers at fixed intervals along the transect, such 
as every 100 m. Advantages and disadvantages of  random 
and systematic sampling have been reviewed by Thompson 
et al. (1998), Krebs (1999), and Morrison et al. (2008).

Stratified Random
In many situations, obvious subpopulations exist in the total 
population. For example, tourists, birdwatchers, and hunt-
ers are readily divided into residents and nonresidents. A 
study area can be divided into habitats. A population of  ani-
mals can be divided into age or gender groups. If  members 
of  these subpopulations are similar in terms of  the charac-
teristics we are estimating and the subpopulations them-
selves differ from one another in the characteristic of  inter-
est, a powerful design to use is stratified random sampling. 
Subpopulations are referred to as strata, and we draw a sim-
ple random sample of  members from each stratum. Strati-
fied random sampling also is useful if  we are particularly in-
terested in the estimates for the subpopulations themselves. 
The strata are chosen so they contain units of  identifiably 
different sample characteristics, usually with lower variance 
within each stratum. 
 For example, if  the objective of  a study of  moose (Alces 
alces) is to estimate moose density, we might define strata 
on the basis of  habitats (e.g., bogs and riparian willow [Salix 
spp.] patches, unburned forests, and burned forest). We then 
draw a simple random sample from each stratum (Fig. 1.8C). 
If  moose density is different among strata, variation in each 
stratum will be less than the overall variation. Thus, we will 
obtain a better estimate of  moose density for the same or 
less cost. If  strata are not different, stratified estimators may 
not be as precise as simple random estimators. In some in-
stances the cost of  sampling is less for stratified random 
sampling than for simple random sampling. A final advan-
tage of  stratified random sampling is that separate estimates 
for each stratum (e.g., moose density in willows or in for-
ests) are obtained at no extra cost. The formal procedure 
for stratified random sampling consists of  3 steps: (1) clearly 
specify the strata (they must be mutually exclusive and ex-
haustive), (2) classify all sampling units into their stratum, 
and (3) draw a simple random sample from each stratum. 
Formulas are available to calculate the sample size and opti-
mal allocation of  effort to strata (Krebs 1999, Scheaffer et al. 
2005). A pilot survey can be analyzed using ANOVA to learn 
whether stratification is indicated. If  cover types define strata, 
most GIS software will automatically select random coordi-
nates within cover types, making stratified random samples 
easy to select.

Cluster Sampling
A cluster sample is a simple random sample in which each 
sample unit is a cluster or collection of  observations (Fig. 
1.8D). This approach has wide application in wildlife biol-
ogy, because many birds and mammals occur in groups dur-

ing all or part of  the year. When we draw samples from 
such populations, we draw clusters of  observations (i.e., 
groups of  animals). Likewise, many wildlife user groups 
(e.g., waterfowl hunters and park visitors) occur in clusters 
(e.g., boats in wetlands and vehicles along highways). Clus-
ter sampling also is useful where cost or time to travel from 
one sample unit to the next is prohibitive. This situation is 
common in surveys of  animals and habitat. The formal pro-
cedure for cluster sampling consists of  3 steps: (1) specify 
the appropriate clusters and make a list of  all clusters, (2) 
draw a simple random sample of  clusters, and (3) measure 
all elements of  interest in each cluster selected.
 Making a formal list of  clusters is rarely possible or es-
sential. Instead, we emphasize obtaining a random sample 
of  clusters. If  the sample units are animals, which naturally 
occur in groups, the size of  the clusters will vary from 
group to group, depending on the social behavior of  the 
species. Cluster sampling of  habitat is performed by choos-
ing a random sample of  locations and then locating multi-
ple plots in a cluster at each location. In this case, the re-
searcher sets the cluster size. The optimal number of  plots 
(cluster size) depends on the pattern of  variability in habi-
tat. If  plots in a cluster tend to be similar (i.e., little variabil-
ity in a cluster), cluster size should be small. If  plots in a 
cluster tend to be heterogeneous (high variability within a 
cluster), it should be large. For other types of  cluster sam-
ples, such as groups of  animals or people in vehicles, cluster 
size is not under control, but is a characteristic of  the popu-
lation. For example, aerial surveys of  elk and deer on winter 
ranges result in samples of  animals in clusters. Estimates of  
herd composition (e.g., fawn:doe or bull:cow ratios) are read-
ily obtained by treating these data as cluster samples (Bowden 
et al. 1984).

Adaptive Sampling
Adaptive sampling differs from the methods discussed ear-
lier because the sample size is not set at the start of  the sam-
pling effort, but rather depends on the results obtained dur-
ing sampling. Thompson and Ramsey (1983) pioneered 
adaptive cluster sampling for gathering information on rare 
animals and plants, which are often clustered in occurrence. 
In adaptive cluster sampling an initial sample of  units is 
drawn by a random or other standard design, and neighbor-
ing units also are sampled for any unit that satisfies a crite-
rion, such as having more than x individuals present (Thomp-
son and Seber 1996, Williams et al. 2002a, Brown 2003, 
Thompson 2003). The initial sampling unit and neighbors 
(where sampled) form neighborhoods analogous to clusters 
and are treated as in cluster sampling. The size of  clusters does 
not need to be constant, nor is it known in advance. For spa-
tially clustered animals or plants, the neighborhood consists 
of  adjacent spatial sample units (Fig. 1.8E). Smith et al. 
(1995a) showed that adaptive cluster sampling would be rel-
atively more efficient than simple random sampling for esti-
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mating densities of  some species of  wintering waterfowl if  
the right sample unit size and criterion for further sampling 
in the neighborhood were chosen. The species for which it 
would be superior show more highly clustered distributions. 
For other species, conventional sampling designs with fixed 
sample sizes are superior. Numerous examples of  applica-
tions of  adaptive sampling under conventional sampling de-
signs and estimation methods, as well as applications based 
on maximum likelihood methods and Bayesian approaches 
can be found in Thomas et al. (1992), Thompson and Seber 
(1996), Smith et al. (2003b, 2004), and Noon et al. (2006). 
Thompson et al. (1998), Williams et al. (2002a), and Morri-
son et al. (2008) also review the basic concept and provide 
simple examples. 

Sequential Sampling
Sequential sampling differs from the classical statistical ap-
proach in that sample size is not fixed in advance (Wald 
2004). Instead samples are drawn one at a time, and after 
each sample is taken the researcher decides whether a con-
clusion can be reached. Sampling is continued until either 
the null hypothesis is rejected or the estimate has adequate 
precision. This type of  sampling is applicable to wildlife 
studies where sampling is performed serially (i.e., the result 
of  including each sample is known before the next sample is 
drawn; Krebs 1999). The major advantage of  this approach 
is that it usually minimizes sample size, thus saving time 
and money. After an initial sample of  moderately small size 
is obtained, successive samples are added until the desired 
precision is met, the null hypothesis can be rejected, or a 
maximum sample size under a stopping rule has been 
reached. This approach typically requires 33% the sample 
size required in a standard design (Krebs 1999:304). For ex-
ample, if  we wanted to survey deer on a winter range to en-
sure that harvest had not reduced buck abundance below a 
management guideline of  5% bucks, we would develop a 
graph (Fig. 1.9) and plot the results of  successive samples as 
shown (Krebs 1999:312). We must choose a level of  signifi-
cance for our test (e.g., α = 0.10) and a power for the test 
(1 – β = 0.90) and specify an upper rejection region (>10% 
bucks), above which we assume the population has not 
been adversely impacted by buck-only harvests. Once an ini-
tial sample of  50 deer has been obtained, sequential groups 
of  deer encountered are added and totals plotted on the 
graph until the line crosses one of  the upper or lower lines 
or the stopping rule is reached. For example, the lower re-
jection line is reached at a sample size of  140 (Fig. 1.9). At 
this point the null hypothesis that bucks constitute >5% of  
the herd would be rejected, and the conclusion would be 
there are 5% bucks remaining. An important constraint is 
the sample must be distributed throughout the entire popu-
lation, so that a simple random sample of  deer groups is ob-
tained. Achieving this sample would be most feasible using 
aerial surveys from helicopter or fixed-wing aircraft.

Other Sampling Designs
Many other sampling designs are available. For example, 
2-stage cluster sampling involves surveying only a portion 
of  the members of  each cluster drawn in the sample. This 
approach is efficient when clusters are large. Cluster sam-
pling is one version of  the more general method referred to 
as ratio estimation (Cochran 1963, Williams et al. 2002a). 
Related methods are regression estimation and double 
sampling (Scheaffer et al. 2005) that have great potential for 
wide application to wildlife research. The interested reader 
should consult a standard reference on sampling techniques 
(Scheaffer et al. 2005) and work with a statistician experienced 
in survey sampling. Stevens and Olsen (2004) proposed a new, 
efficient approach that combines the advantages of  spatially 
systematic designs with the proven unbiased nature of  ran-
dom sampling. They described this approach as a general-
ized random tessellation stratified (GRTS) design. GRTS 
uses a recursive approach that converts a 2-dimensional map 
into a 1-dimensional one while maintaining spatial closeness 
in original locations. This conversion allows a valid system-
atic sample to be drawn that meets the requirements of  ran-
dom sampling while distributing the sample across the entire 
spatial area. Theobald et al. (2007) have provided free tools 
(STARMAP Spatial Sampling tools; http://www.stat.colostate 
.edu/~nsu/starmap/), which make it feasible to apply GRTS 
to generating spatially balanced probability-based survey 
designs.

Sampling Methodology
Plots
Plots are widely used to sample habitat characteristics and 
count animal numbers and sign. Plots represent small geo-
graphic areas (circular, square, or rectangular) that are the 
elements of  the geographically defined population. The re-
search population size is the number of  these geographic 
areas (plots) that would cover the entire study area. Suffi-
cient time, money, and personnel to study an entire area are 
usually not available, and a subset of  plots is used with the 
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assumption that it is representative of  the area. Any of  the 
survey designs (simple random, systematic, stratified ran-
dom, cluster, etc.; Fig. 1.8) or more complicated designs, 
such as 2-stage designs, may be applied (Cochran 1963, Wil-
liams et al. 2002a). Selecting the best design requires in-
sight into the characteristics and patterns of  distribution of  
species across the landscape. One advantage of  using plots 
is that size of  the population is known and totals can be esti-
mated (Seber 1982). Selection of  plot size and shape, also  
an important consideration, has been reviewed by Krebs 
(1999).

Point Sampling
In point sampling a set of  points is established throughout 
the population, and measurements are taken from each 
sample point (Fig. 1.8F). A common measurement is distance 
from the point to a member of  the population (e.g., plant or 
calling bird). Examples include point quarter and nearest 
neighbor methods used widely to estimate the density of  
trees and shrubs (Mueller-Dombois and Ellenberg 1974), 
and the variable circular plot or point transect method of  
estimating songbird density (Reynolds et al. 1980). If  observ-
ers doing point counts for birds record the distance to each 
bird detected, as in the variable circular plot approach, 
transforming distances to areas makes it easy to apply the 
extensive methods and algorithms developed for line tran-
sects referred to as distance sampling methods (Buckland 
et al. 1993, 2001, 2004; Laake et al. 1994). Selection of  sam-
ple points usually follows a systematic design, but other 
sample designs can be used, as long as points are spaced suf-
ficiently far apart that few members of  the population are 
sampled more than once. Necessary sample size can be esti-
mated from formulas even if  population size is assumed to 
be large or unknown (Zar 1999).

Transects
A transect is a straight line or series of  straight line seg-
ments placed in the area to be sampled. Transects are used 
to organize or simplify establishment of  a series of  sample 
points or plots and as a sample unit themselves. Transects 
are widely used to obtain systematic samples of  spatially 
distributed populations (e.g., plants). In these situations, 
plots along transects are actual sample units (Fig. 1.8G) and 
should be treated as described for systematic sampling. 
Plots also can be placed along transects at random intervals. 
When transects are used as sample units, they are com-
monly referred to as line transects (Burnham et al. 1980, 
Williams et al. 2002a). Measurements of  perpendicular dis-
tance, or sighting distance and angle, to the sampled ele-
ments (e.g., flushing animals, groups of  animals, carcasses, 
and snags) are recorded (Fig. 1.8H). These distances are 
used to estimate the effective width of  the area sampled by 
the transect (Seber 1982; Buckland et al. 1993, 2001, 2004). 
Each transect is treated as an independent observation, and 

transects should be nonoverlapping according to established 
sampling designs (e.g., simple random, systematic, and 
stratified random). Transects are often easier to establish in 
rough terrain than are plots, but they must be established 
carefully with a compass or transit and measuring tape or 
with a GPS unit. Use of  transects is becoming more wide-
spread in aerial survey work because of  development of  
precise navigational systems (Patric et al. 1988, Anthony and 
Stehn 1994, Marques et al. 2006). The critical assumptions 
for transect methods for sampling such mobile objects as 
animals (i.e.,100% detection for objects directly on the line 
and no movement toward or away from the observer before 
detection) must be examined carefully before this sampling 
method is selected (Burnham et al. 1980, Williams et al. 
2002a). In certain cases, more sophisticated methods may be 
used to adjust counts for less-than-perfect detection on the 
line (Buckland et al. 1993, 2001, 2004; Manly et al. 1996; 
Quang and Becker 1996; Williams et al. 2002a) or near the 
points (Kissling and Garton 2006). A strip transect appears 
similar, but it is really a long, thin plot, because the method 
assumes all animals or objects in the strip are counted 
(Krebs 1999).

Road Sampling
Sampling from roads is a widely used method for obtaining 
observations of  species sparsely distributed over large areas 
or for distributing observations of  abundant species over a 
large geographic area. This sampling method is usually the 
basis for spotlight surveys of  nocturnal species, such as 
white-tailed deer (Boyd et al. 1986, Collier et al. 2007), black-
tailed jackrabbit (Lepus californicus; Chapman and Willner 
1986), grassland owls (Condon et al. 2005), brood and call 
counts of  upland game birds (Kozicky et al. 1952, Kasprzy- 
kowski and Golawski 2009), scent-station surveys (Notting-
ham et al. 1989, Preuss and Gehring 2007, Mortelliti and 
Boitani 2008), and the Breeding Bird Survey (Robbins et al. 
1986, Sauer et al. 2008). This approach involves drawing a 
sample from a population defined as that population occu-
pying an area within a distance x of  a road (Fig. 1.8I). The 
distance x is generally unknown and varies with any factor 
that would affect detection of  an animal, such as conspicu-
ousness, density, type of  vegetation cover, or background 
noise for surveys based on aural cues. 
 Roads rarely provide unbiased estimates for a region, be-
cause they are generally placed along ridges or valleys and 
avoid steep or wet areas. Furthermore, roads modify habitat 
for many species and may attract some wildlife. For exam-
ple, during snow periods some bird species will come to 
roads for grit and spilled grain. Thus, sampling along roads 
rarely provides a representative sample of  habitat (e.g., Ha-
nowski and Niemi 1995) or wildlife populations (Pedrana et 
al. 2009). Although this bias is well known, it is often ig-
nored in exchange for a method that is cost efficient and 
easy. As with all indices, every effort should be made to 
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standardize counting conditions along fixed, permanently 
located routes (Caughley 1977, Sauer et al. 2008); however, 
this alone does not guarantee reliable counts (Anderson 
2001, Thompson 2002b). Sampling along roads can be an ef-
ficient approach if  it is designed as a random sample from a 
stratum adjacent to roads that is one element of  a stratified 
random sample of  the entire area, including other strata dis-
tant from roads (Bate et al. 1999, Langen et al. 2009).

Dependent (Paired) and Independent Observations
If  we wish to make population comparisons, pairing obser-
vations is a powerful tool for detecting differences. If  there 
is a correlation between members of  a pair, treating them as 
dependent or paired observations can improve the power of  
tests for differences. For example, to compare diets of  adult 
female mountain sheep (Ovis canadensis) and lambs, we 
might treat a ewe with a lamb as a pair and measure the diet 
of  each animal by counting the number of  bites of  each 
plant they eat while foraging together. Treating these obser-
vations as pairs would sharpen comparisons between age 
classes, because it would compare animals foraging together 
and experiencing the same availability of  plants. Pairing is a 
powerful technique in other contexts for which there is de-
pendency between the observations. Pairing should be used 
only if  an association really exists, otherwise the power of  
comparison will be decreased.
 Pairing also can be used to help answer a different ques-
tion. For example, studies of  habitat selection are often 
made by locating areas used by a species (i.e., nest sites or 
radio locations) and measuring habitat characteristics at 
these use sites with sample plots. Available vegetation types 
are measured from random sample plots throughout the 
study area (Fig. 1.10A). A comparison of  use and random 
plots can identify characteristics of  areas selected by the  
species. An alternative approach involves pairing use and 
random plots by selecting a random plot within a certain 
distance of  the use plot (Fig. 1.10B). For analysis, use and 
random plots are paired (i.e., random plot locations are de-
pendent on use sites). This comparison could produce dif-

ferent results from the unpaired comparison, because it tests 
for habitat differences in areas used by the species (micro-
habitat selection). In contrast the unpaired comparison (e.g., 
independent plots) tests for habitat differences between ar-
eas used by the species and typical vegetation types available 
in the general study area (macrohabitat selection). Choosing 
a paired or unpaired design will depend on the objectives of  
the study, but both may be useful when applying a hierar-
chical approach to studying habitat selection (Wiens 1973, 
Johnson 1980, Cruz-Angón et al. 2008, Schaefer et al. 2008).

CONFRONTING THEORIES WITH DATA

Confronting theories with data involves evaluation and in-
terpretation, which is a creative phase, similar to hypothesis 
formulation. The quality of  conclusions drawn is dependent 
on the biologist’s past educational and professional experi-
ence as well as a willingness to consider standard and less 
traditional interpretations. One great danger in wildlife sci-
ence (and other fields) is that researchers often have a con-
scious or unconscious expectation of  results. This bias might 
begin with the development of  the overall research objec-
tive and carry through to the interpretation phase. This dan-
ger is so great that in some fields, such as medicine, experi-
ments are performed with a double-blind approach: neither 
researcher nor subjects know membership of  treatment and 
nontreatment groups. A scientist must not design research 
or interpret data in a way that is more likely to support pre-
conceived explanations of  biological systems. Biologists 
who are consciously aware of  their own biases and strive to 
keep an open mind to new ideas are most likely to make 
revolutionary discoveries.
 The objective is to organize, clearly and concisely, the re-
sults of  data collection, exploratory data analysis, and spe-
cific statistical analyses. These results must be transformed 
from a collection of  specific information into a synthesis 
explaining the biological system. Do statistical evaluations 
support one or more of  the theories and hypotheses and 
clearly reject others? Do the results provide a reasonable ex-

Fig. 1.10. Illustrative examples of (A) use () and random plots (), and (B) use plots paired with random plots.
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planation of  the biological system? Are there alternative  
explanations of  the data and statistical tests? Are there spe-
cific problems with the data that should be identified, such 
as inadequate sample sizes or unusual variation in specific 
variables measured? What could have introduced bias into 
the estimates? Are additional data required? These questions 
must be considered carefully, and if  concerns are identified, 
they must be noted in reports and publications.
 During this phase, the biologist usually reaches some 
conclusions based on the data and results of  statistical evalu-
ations. If  the data support the hypothesis, we cannot con-
clude the theory (model) is true, but only that it has not 
been rejected ( James and McCulloch 1985). The central is-
sue is that we do not prove a research hypothesis or theory 
to be correct—indeed some would argue that all hypotheses 
are to some degree incorrect. Instead, the credibility of  the 
hypothesis increases as more of  its predictions are sup-
ported and alternative hypotheses are rejected. We can as-
sist other biologists by carefully considering how broadly 
our conclusions can be generalized to other areas or popula-
tions and not allowing our conclusions to go beyond the 
data. Interpretation of  research data must clearly separate 
conclusions and inferences based on data from speculation. 
For example, if  we demonstrate that droppings from spruce 
grouse are most abundant under lodgepole pine (Pinus con-
torta) and Engelmann spruce (Picea engelmannii), we can 
conclude that grouse use both tree species for some behav-
iors, but the type of  behavior (e.g., roosting or feeding) is 
mere speculation without additional data (e.g., observations 
of  feeding activity and crop or fecal analyses). Likewise, 
replication of  studies across space and time “provides us 
greater confidence that certain relationships are general and 
not specific to the circumstances that prevailed during a sin-
gle study” ( Johnson 2002:930).

Data Collection
Most novice research biologists are anxious to initiate data 
collection because of  the attractiveness of  working out-
doors and the pleasure derived from observing wildlife- 
related phenomena. However, the design phase should not 
be rushed to initiate fieldwork more quickly. Successful re-
search biologists often spend about 40% of  their time in de-
sign and planning phases, 20% in actual fieldwork, and 40% 
in data analysis and writing publications. Data collection can 
be physically difficult and highly repetitious.
 All data should be recorded on preprinted data sheets or 
entered directly into a handheld data logger, computer, or 
personal digital assistant. This practice ensures that each 
field person collects exactly the same data, as consistent 
collection of  data simplifies analysis. Data sheets should be 
duplicated after each field day (e.g., computer entry, photo-
copies, or transcribed) and stored in a separate location 
from the original data set. Data entered electronically in the 
field should be downloaded daily and backed up for storage 

at another location. Transcription of  data (including com-
puter data entry) must be followed by careful proofreading, 
which is greatly facilitated by checking for valid entries by 
using database queries and spreadsheet scripts. All field per-
sonnel should receive careful instructions regarding data 
collection, and the principal researcher must check periodi-
cally to see that each person has similar skills and uses the 
same methods for observation, measurement, and record-
ing (Kepler and Scott 1981). The principal researcher is re-
sponsible for quality control, and the validity of  research  
results depends on the quality of  research design and data 
collection.

Pilot Study
A pilot study is a preliminary short-term trial through all 
phases of  a research project. Pilot studies are an important, 
but often neglected step in the research process. Informa-
tion can be obtained that will help the researcher avoid po-
tentially disastrous problems during or after the formal re-
search phase. Pilot studies often will disclose hidden costs or 
identify costs that were over- or underestimated. Optimal 
sample allocation (Scheaffer et al. 2005) incorporates cost 
estimates to maximize the benefits obtained from limited 
research budgets. Use of  a pilot study should reveal basic lo-
gistical problems, such as travel time among study plots be-
ing underestimated or expectations for overall sample sizes 
being infeasible without additional personnel and funding. 
Statistical procedures for estimating needed sample sizes re-
quire variance estimates of  variables that will be measured, 
and these variance estimates are often available only from 
data gathered in a pilot study. These preliminary data might 
disclose the variance of  the population is so large that ob-
taining adequate sample sizes will be difficult. It is far better 
to discover these problems before time, energy, personnel, 
and critical research dollars are committed to a research 
project doomed to fail. If  the research is part of  an ongoing 
project, or if  much research on the topic has been pub-
lished, costs, methodology, and variance estimates may al-
ready be firmly established.

Power Analysis
In descriptive studies, power analysis provides sample size 
requirements for obtaining an estimate of  desired precision 
and can be calculated after an estimate of  population vari-
ance is obtained from previous studies or a pilot study. For-
mulas for sample size are available for standard survey de-
signs (Thompson et al. 1998, Scheaffer et al. 2005) and for 
typical hypothesis tests (Zar 1999). In studies involving ex-
periments or other types of  comparisons, sample size is in-
creased to improve the power of a hypothesis test (defined 
as the probability of  detecting a real difference) and to pre-
vent erroneous conclusions. Power analysis for hypothesis 
tests depends on several factors, including sample size, level 
of  significance (α), variance in the populations, effect size 
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(the true change that occurred), and efficiency of  the test or 
design (Steidl et al. 1997). In contrast to this essential pro-
spective power analysis during the design phase, performing 
a retrospective power analysis after the data are collected, 
during the analysis phase, is controversial or contraindicated 
(Thomas 1996, Steidl et al. 1997). Retrospective power anal-
ysis is uninformative unless effect sizes are set indepen-
dently of  the observed effect (Steidl et al. 1997).
 To illustrate power of  a test, consider the following ex-
ample. Suppose we were using fawn:doe ratio as an indica-
tor of  production for a mule deer (Odocoileus hemionus) herd 
(i.e., the biological population is our research population). 
We want to know whether the fawn:doe ratio has declined. 
There are 4 possible outcomes from sampling the herd  
and testing for a decline in the fawn:doe ratio (i.e., the null 
hypothesis is there is no change; Table 1.3). We evaluate 
whether the fawn:doe ratio has declined by comparing the 
test statistic calculated from our data to a value for this sta-
tistic at the chosen level of  significance (α). The level of 
significance represents the chance of  concluding the ratio 
changed when in fact it did not. An α = 0.05 indicates that 
we would make this error only 5 times if  the population re-
ally did not decline and we tested it by drawing a sample 
100 times. This error is referred to as a Type I error. But, 
we could make another error. We could conclude the ratio 
had not changed when in fact it had declined. For the situa-
tion where we count 500 deer, we would fail to detect the 
decline in the fawn:doe ratio 50% of  the time (Table 1.3). 
This type of  error is referred to as Type II error, and its 
likelihood is measured by α. When we perform a test, we 
typically set α low to minimize Type I errors. But, Type II 
errors might be as important (Alldredge and Ratti 1986, 
1992) or even more important than Type I errors. Obvi-
ously, we want to detect a change when it occurs; the proba-
bility of  detecting a change is called the power of the test. 
The power of  the test is calculated as the probability of  not 
making a Type II error (1 – α).
 We cannot control natural variation in the population or 
the actual change that occurred, but we can control the 

other 3 factors (i.e., sample size, efficiency, and significance 
level). Parametric tests (based on a normal distribution, 
e.g., t-tests, F-tests, and Z-tests) have the highest efficiency 
for normally distributed populations and for large samples. 
Nonparametric tests (based on distributions other than the 
normal distribution, e.g., Mann-Whitney, Wilcoxon signed-
ranks tests) are superior when sample sizes are small (30) 
and populations are not normally distributed ( Johnson 1995, 
Cherry 1998). The power of  a test declines as the level of  
significance is made more stringent (decreasing α). In the 
example (Table 1.3), this problem is critical, because the Type 
II error (failing to detect declining production) is the more 
serious error than detecting a declining production when it 
is actually increasing. It would be preferable to increase α so 
that power of  the test could be increased. In other situations 
the Type I error will be more serious, and α must be kept 
low. Increasing sample size increases power of  the test. Cal-
culating sample size necessary for a desired level of  power is 
essential to designing a high quality study (Toft and Shea 
1983, Forbes 1990, Peterman 1990). However, such calcula-
tions should be based on meaningful effect sizes (i.e., one 
that constitutes a biologically significant result; Reed and 
Blaustein 1997, Cherry 1998, Johnson 1999).
 The importance of  sample size cannot be overempha-
sized. Sample size and experimental design are the major 
factors under the control of  the biologist that strongly influ-
ence power of  the test (i.e., the likelihood of  detecting a sig-
nificant difference when one really occurs). Inadequate sam-
ple size usually results from: (1) inadequate consideration of  
population variance; (2) inability to collect data (e.g., observe 
a rare species); or (3) insufficient funding, time, or person-
nel. Often a sample size problem is overlooked initially be-
cause of  failure to consider sample size reduction through-
out the study (i.e., we focus mostly on the initial sample size 
and not on the final sample size that represents the most im-
portant data for consideration of  a hypothesis). For exam-
ple, in a study of  mallard (Anas platyrhynchos) brood move-
ments almost 10 times as many nests were required to be 
found as the sample size of  broods indicated because of  an 

Table 1.3. Possible outcomes of a statistical test for declining production in a deer herd. Counts of 500 antlerless deer (adult 
does and fawns) were obtained each year, and tests of the null hypothesis of no change in the fawn:doe ratio were performed at 
the 5% level of significance (α = 0.05).

 Fawns per 100 does

 Actual herd value Count value
      Conclusion  Likelihood of  
Case 188 1989 Change 1988 1989 from test Result of  test this result (%)

1 60 60 None 61 59 No change No error 95 (1 – α)
2 60 60 None 65 50 Declined Type I error  5 (α)
3 65 50 Declined 65 50 Declined No error 50 (1 – α)
4 65 50 Declined 62 57 No change Type II error 50 (α)
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89% sample size reduction from nests located to actual 
brood data (Rotella and Ratti 1992a, b).
 Another common problem is fairly large overall data sets 
that are not sufficiently similar across years (or seasons) to 
combine, resulting in annual sample sizes that are too small 
for analysis. At the beginning of  a research project we often 
set our desired sample size based on combining data col-
lected over several continuous years. However, if  the char-
acteristic of  interest were different across study years, com-
bining the data would not be valid. For example, in a study 
of  habitat selection by red fox (Vulpes vulpes), habitat use 
might differ between mild and severe winters with heavy 
snow cover. In this example, combining the data would not 
be valid, yet the sample size in each year may be too small 
to detect selection (Alldredge and Ratti 1986, 1992).

Approaches to Data Analysis
At this point, researchers have developed well-planned and 
biologically meaningful hypotheses; decisions have been 
made regarding study, experimental, and sampling designs; 
and empirical data have been collected to shed light on the 
validity of  the hypotheses. Now researchers must decide on 
a statistical approach. Unfortunately, this decision has be-
come less clear over the past decade (Butcher et al. 2007). 
General approaches for data analysis include Bayesian ver-
sus frequentist paradigms with distinct differences in how 
probability should be interpreted (Cox 2006). Within the 
frequentist paradigm, one could choose null hypothesis sig-
nificance testing (NHST), point and interval estimation of  
effect sizes, likelihood-based and information theoretic meth-
ods, or some combination of  these (Läärä 2009). Unfortu-
nately, the statistical approach that is most familiar and 
widely used (i.e., NHST) in wildlife science has continued to 
be criticized (e.g., Yates 1951, Cherry 1998, Johnson 1999, 
Wade 2000, Fidler et al. 2006, Läärä 2009), causing confu-
sion and frustration for researchers (Butcher et al. 2007). We 
introduce these various approaches and point out some of  
the key differences while purposefully not recommending 
one over another. We think it is more important to expose 
researchers to the relevant discussions, so they can make an 
informed selection of  the best approach.
 Ellison (2004) summarized the main differences between 
Bayesian and frequentist approaches to statistical inference 
(also see Ellison 1996, Dennis 1996, Taper and Lele 2004, 
Hobbs and Hilborn 2006). The first is a difference in what is 
considered a random outcome. Frequentist inference con-
siders the model and the true parameter values to be fixed 
quantities, whereas the observed data are random outcomes 
from this process. Thus, frequentists refer to the probability 
of  the data (Y ) given a particular hypothesis (H), as defined 
by the model and parameters: Prob(Y|H ). In contrast, 
Bayesian inference treats both the data and model as ran-
dom, allowing quantification of  the probability of  a hypoth-
esis being true given the observed data: Prob(H|Y ). 

 This distinction brings up the second major difference 
between these approaches—the definition of  probability. Fre-
quentist inference defines probability as the relative frequency 
of  a particular outcome if  the process was repeated an infi-
nite number of  times. For example, the probability of  ob-
taining a heads with a flip of  a coin is the number of  times a 
head turns up divided by the number of  flips, where the 
number of  flips is repeated to infinity. Bayesian approaches 
define probability quite differently: it is the degree of  belief  
in the likelihood of  an event occurring. 
 Finally, the 2 approaches differ in the way prior knowl-
edge is incorporated. For Bayesian inference, it is required 
that prior knowledge is translated into a probability distribu-
tion, which is then combined with the sample data to make 
an inference. Frequentist inference generally uses only the 
observed data, although prior knowledge can be incorpo-
rated by combining likelihoods from previous studies with 
the likelihood of  the observed data (see Hobbs and Hilborn 
2006:10). Although the decision of  whether to use Bayesian 
versus frequentist approaches is often made on practical 
grounds (Lele et al. 2007), we end with a quote from Ellison 
(2004:517) that we believe is particularly relevant: 

Deciding whether to use Bayesian or frequentist infer-
ence demands an understanding of  their differing epis-
temological assumptions. Strong statistical inference de-
mands that ecologists not only confront models with 
data, but also confront their own assumptions about how 
the world is structured.

Hypothesis Testing
Significance testing as a statistical approach for confronting 
hypotheses with empirical data has been the subject of  fer-
vent debate in many disciplines (Fidler et al. 2004), including 
wildlife and ecological science (e.g., Anderson et al. 2000, 
Eberhardt 2003, Guthery et al. 2005, Lukacs et al. 2007, 
Steidl 2007, Stephens et al. 2007, Läärä 2009). Nonetheless, 
it remains a viable option for practicing wildlife researchers 
(Robinson and Wainer 2002, Butcher et al. 2007). Hypothe-
sis testing is rooted in the philosophical idea of  falsification, 
in which an attempt is made to disprove a hypothesis, leav-
ing the alternative to be tentatively accepted (Underwood 
1997). Johnson (1999) described the 4 basic steps of  statisti-
cal hypothesis testing that mirror the approach suggested by 
Underwood (1997). The researcher develops a hypothesis 
that reflects his or her ideas about a particular ecological 
process or the effects of  some treatment. The logical oppo-
site of  this hypothesis is usually taken as the null hypothe-
sis, and data are collected to assess the validity of  the null 
hypothesis. A statistical test of  it involves calculating a P-value, 
which is then used to decide the fate of  the null hypothesis. 
Strictly speaking, a P-value is the probability that if  the null 
hypothesis were true and the test were hypothetically re-
done, one would observe data at least as extreme as those 
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which were observed. Thus, a study that results in a P-value 
of  0.05 means that if  the null hypothesis were true and the 
study were repeated 20 times, you would expect only 1 of  
these 20 studies to produce results at least as different from 
the null hypothesis as your study. Obviously, the definition is 
quite cumbersome and likely has led to much confusion, 
misuse, and misinterpretation of  a statistical hypothesis test 
( Johnson 1999).
 To more fully understand the role of  hypothesis testing 
in wildlife science, it is helpful to have some historical per-
spective. Robinson and Wainer (2002) provide a concise de-
scription of  hypothesis testing as it was originally intended 
by the famous statistician R. A. Fisher, who used it to assess 
potential innovations in agriculture. A few key points from 
this description are:

1.  It is often legitimate to assume a particular innovation 
would produce no effect, and thus testing a null hy-
pothesis of  no effect is not considered trivial.

2.  No single test should be the end of  the discussion, be-
cause there is a chance (depending on the significance 
level for a particular test) that an effect can be sug-
gested even when there is none, an effect should only 
be accepted if  repeated studies continue to provide 
significant results.

3.  Hypothesis testing only makes sense if  continued re-
search seeks to identify the size and direction of  the 
effect.

 Given these original intentions, it is not hard to see why so 
many have been critical of  hypothesis testing in wildlife sci-
ence. Several have argued that it is exceedingly rare to legiti-
mately propose a zero effect or alternatively that some set of  
parameters are exactly equal (Cherry 1998; Johnson 1999; An-
derson et al. 2000, 2001a; Läärä 2009). These point null hy-
potheses are often deemed silly nulls, because they are almost 
certain to be false a prori. Additionally, although replication 
was a cornerstone of  Fisher’s approach, true replication in 
wildlife science is not the normal procedure, which instead 
relies on “single-shot studies” designed to reach conclusions 
based on a one-time interpretation of  a P-value (Robinson 
and Wainer 2002:265). Although replication is an important 
component of  the scientific method regardless of  the statisti-
cal approach used, because of  the definition of  a P-value, it 
is particularly relevant to hypothesis testing. These issues are 
especially problematic when hypothesis testing is applied  
to field studies without random assignment of  treatments. 
Many statisticians strongly object to performing hypothesis 
tests on observational data or recommend alternative ap-
proaches for evaluating the data, such as confidence intervals 
for estimates, information measures for models, or Bayesian 
confidence measures (Cherry 1998, Johnson 1999, Anderson 
et al. 2000, Hobbs and Hilborn 2006, Läärä 2009).
 Despite these criticisms, most statisticians agree that hy-
pothesis testing can play a valuable, but limited role in data 

analysis (Cherry 1998, Johnson 1999, Stephens et al. 2007), 
especially if  accompanied by estimates of  effect sizes and a 
measurement of  the precision of  these estimates (Robinson 
and Wainer 2002). One improvement might be for research-
ers to adopt a trinary decision approach that is likely a more 
productive route than interpreting results of  a hypothesis 
test ( Jones and Tukey 2000). Using this approach, the con-
clusions of  a hypothesis test are either µ1 > µ2, µ2 > µ1, or 
the direction of  the difference is undetermined. Using this 
language avoids the temptation to accept a null hypothesis 
that is likely untrue while stressing the need for continued 
research to determine the direction and magnitude of  the 
effect (Robinson and Wainer 2002).

Information-Theoretic Model Selection
Information-theoretic model selection offers a distinct al-
ternative to hypothesis testing, and the approach has seen 
widespread growth in wildlife and ecological sciences (Hil-
born and Mangel 1997, Burnham and Anderson 2002, John-
son and Omland 2004, Richards 2005). In contrast to hypoth-
esis testing, model selection seeks to identify the hypotheses 
that are closest to the truth out of  a set of competing ideas 
while fully acknowledging that all are wrong or incomplete 
characterizations of  the process. The philosophical basis for 
this approach is more in line with that of  Lakatos (1978:24): 
“All theories . . . are born refuted and die refuted. But, are 
they equally good?” He considered it nonsensical to retain 
only unfalsified hypotheses because of  the philosophy that 
hypotheses may never be truly falsified and, more impor-
tantly, science will keep a hypothesis that is known to be 
wrong if  there is not a better one available to take its place. 
Thus, a hypothesis is falsified only if  a better one with 
greater empirical support is available to replace it. The in-
formation-theoretic model selection approach also closely 
follows Chamberlin’s (1890, 1965) view of  science by advo-
cating the construction of  multiple working hypotheses that 
are subject to repeated confrontation with empirical data. 
Those supported by the data tend to be retained, whereas 
those with little support tend to be dropped from consider-
ation (Burnham and Anderson 2001).
 Using the information-theoretic model selection approach, 
several competing models are suggested to reflect different 
hypotheses about how a process works or the effects of  a 
particular treatment. An appropriate study is designed to 
collect empirical data that will be used as the arbiter in a 
contest among rival hypotheses. The metric for decid-
ing among hypotheses is how close each model is to the 
truth. Due to an explicit link with information theory (hence 
“information-theoretic”), Kullback-Leibler distance has been 
promoted as an appropriate measure of  the distance each 
competing model is from the true data-generating model 
(see Burnham and Anderson 2002:50–54). Several criteria 
may be used to estimate the relative expected Kullback-Leibler 
distance (Shibata 1989, Burnham and Anderson 2002), in-
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cluding Takeuchi’s information criteria; likelihood cross- 
validation criteria (Stone 1977); and Akaike’s information 
criteria (AIC; Akaike 1973), which are the most common in 
the wildlife and ecological literature. By focusing on the 
best explanation for an observed phenomenon, informa-
tion-theoretic model selection does not rely on a binary de-
cision process characteristic of  hypothesis testing, instead al-
lowing models to be differentiated according to the amount 
of  support they receive from the data. Several practical 
guidelines for using information-theoretic model selection 
approaches have been published (Anderson et al. 2001a, An-
derson and Burnham 2002, Richards 2005). In addition to 
the comprehensive treatment in Burnham and Anderson 
(2002), see Guthery et al. (2005) for a more critical review.

Effect Size and Interval Estimation
Most researchers agree that hypothesis testing and model 
selection are only one component of  statistical inference 
and that estimation of  effect sizes and measures of  their 
precision are at least as important ( Johnson 1999, Robinson 
and Wainer 2002, Stephens et al. 2007). Quinn and Dunham 
(1983:613) suggested: “The objective of  biological research 
typically is to assess the relative contributions of  a number 
of  potential causal agents operating simultaneously.” If  this 
is the case, then estimation of  effect sizes is of  primary im-
portance to wildlife science and these results should be em-
phasized in data analysis. Others have echoed this senti-
ment: “The very basic tools for statistical reasoning on the 
strength of  associations and the sizes of  differences and ef-
fects are provided by point estimates, their standard errors 
and associated confidence intervals” (Läärä (2009:152). Re-
porting effect sizes is not only important for practical inter-
pretation of  the focal study, but they also are the critical 
components for any subsequent meta-analysis (Gurevitch  
et al. 2001, Hobbs and Hilborn 2006). Läärä (2009) contains 
several practical recommendations for presenting and inter-
preting effect sizes that should be especially useful to prac-
ticing wildlife professionals.

Regression and General Linear Models
One of  the most flexible approaches to identifying predic-
tive and potentially causal relationships between wildlife and 
environmental or management characteristics involves use 
of  ordinary least squares to estimate parameters of  regres-
sion models or GLM (Fig. 1.11). Experimental manipula-
tions that produce different levels of  predictor variables are 
more readily analyzed by ANOVA, regression, or analysis of  
covariance versions of  GLM under a Fisherian philosophy 
(Fig. 1.11), named after R. A. Fisher, who pioneered a “spirit 
of  reasonable compromise, cautious, but not overly con-
cerned with pathological situations” (Efron 1998:99) in the 
analysis of  experiments. Designing a study to gather data on 
a variety of  potential causal variables rather than manipulat-
ing those variables through a designed experiment is an ap-

pealing alternative, but yields inferences of  much lower cer-
tainty (Fig. 1.5). Performing hypothesis tests on such data 
(e.g., testing point null hypotheses) is easily performed with 
modern regression programs. However, it may not be justi-
fied as an inferential approach and may readily lead into a 
“fishing expedition” doomed to failure due to high Type I 
errors. Many statisticians refuse to analyze such data by us-
ing hypothesis tests and instead encourage biologists to ap-
ply maximum likelihood and information-theoretic model 
approaches under a modeling perspective, that is, identify-
ing the most parsimonious model with good predictive abil-
ity (Milliken and Johnson 1984, Anderson et al. 2000, Burn-
ham and Anderson 2002).
 It is essential in designing manipulative or observational 
studies, if  one plans to estimate linear models, to strive to 
obtain observations throughout the full range of  the predic-
tive variables. It is especially important to obtain observa-
tions at both low and high values of  the predictive variable, 
because they set limits for the range of  values that can be 
used later for prediction. The values at the ends of  this 
range have the most leverage on slope estimates. If  too nar-
row a range is measured, a significant relationship may not 
be detected among the variability. However, a relationship 
may be linear only through a portion of  its range, such that 
beyond a certain level an increasing effect may turn into a 
negative effect at progressively higher levels. Such situations 
should be apparent from exploratory data analyses (Ander-
son 2001, Johnson 2002).

Bayesian Approaches
Bayesian data analyses are described as “practical methods 
for making inferences from data using probability models 
for quantities we observe and for quantities about which we 
wish to learn” (Gelman et al. 2003:3). One of  the primary 
appeals of  Bayesian statistics is that after sampling a popula-
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Fig. 1.11. Selecting analysis methods from 3 dominant statistical 
philosophies. GLM = general linear model, BIC = Bayesian 
information criteria, AIC = Akaike’s information criteria. Modified 
from Efron (1998).
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tion and calculating statistics, such as the mean, variance, 
and confidence interval for the mean, Bayesian analysis al-
lows us to state that we are 95% certain the true mean for 
the population is within this 95% confidence interval. John-
son (1999) provided an easily understood description of  the 
conceptual differences between the frequentist and Bayesian 
approaches (Fig. 1.11). A Bayesian analysis requires per-
forming 3 basic steps (Gelman et al. 2003).

1. Specify a probability distribution for all quantities (i.e., 
use prior studies and creative thinking to specify a particular 
prior probability for the parameter[s]). We begin by stating 
the range of  all possible values for the characteristics we are 
attempting to measure and make our best guess of  a proba-
bility distribution for a parameter (based on earlier studies 
and clear thinking) if  any values are more likely than others. 
This step is controversial, because it introduces subjective 
decisions into the process and has potential for misuse if  
one’s goal is to cook the books to produce a particular result 
(Dennis 1996). However, well-designed research should 
gather historical data, so that knowledge is available on the 
probability distribution of  the parameter(s) (Box 1.1) or fail-
ing that, it should specify minimum and maximum values 
with equal chances of  intermediate values (i.e., a flat prior). 

2. Use the observed data to calculate a posterior distri-
bution for the parameter of interest as a conditional 
probability distribution. This second step in Bayesian anal-
ysis follows data collection. We improve our prior guess of  
the value of  the characteristic by combining it with the new 
data gathered to state conclusively our best posterior guess 
of  the value of  the characteristic. This step is performed us-
ing Bayes’s rule, and this Bayesian estimate might be con-
sidered as a weighted average estimate based on the sample 
data and the assumed prior value, where weights are pro-
portional to the precision of  the observed and prior values 
(Gelman et al. 2003:43). As sample size increases, the Bayes-
ian value approaches the maximum likelihood estimate and 
any influence of  the prior probability vanishes. Markov chain 
Monte Carlo methods are used widely for these calcula-
tions (Fig. 1.11). 

3. Evaluate the fit of the model and the implications of 
the resulting posterior distribution. This step in Bayesian 
analysis (Gelman et al. 2003:3) consists of  “evaluating the fit 
of  the model and the implications of  the resulting posterior 
distribution: does the model fit the data, are the substantive 
conclusions reasonable, and how sensitive are the results to 
the modeling assumptions?”

Validating Parametric and Simulation Models
The validation and experimental phases of  the modeling 
process described earlier really constitute an effort to con-
front theories with data. The models express our theoreti-

cal understanding of  the system, its characteristics, and its 
processes. Validation and experimentation confront this the-
ory with data, especially when we conduct these activities in 
an adaptive management framework, where management 
actions are accompanied by monitoring to simultaneously 
validate the predictions of  the models (our theory or under-
standing of  the system) and probe the behavior of  the sys-
tem (Walters 1986:250). Comparing model predictions to 
data potentially completes the feedback loop that can be 
used to improve our understanding, but the natural ten-
dency of  managers and biologists is to break the loop by ig-
noring any inconsistencies detected. This tendency is natu-
ral because of  the considerable effort expended in developing 
the models and trade-offs in selecting management actions. 
Ignoring inconsistencies leads to passive adaptation rather 
than a probing through experimental management actions. 
“Conservative, risk-averse decision making creates a partic-
ularly difficult situation for learning” (Walters 1986:251), es-
pecially when the effects of  management are compounded 
with environmental changes and there are lags inherent in 
the responses. Where the desired outcome is a harvestable 
surplus of  a game species, the manager and biologist face 
substantial social, economic, and political pressure to find 
the “right” answer (see the section Adaptive Management: 
Connecting Research and Management below). Models are 
invaluable in efforts to ensure that management and ecolog-
ical understanding are based on valid estimates and relation-
ships rather than on wishful thinking, but their results are 
often attacked by the interested public, whose values and 
“gut instincts” are opposed to model predictions.

SPECULATION AND NEW HYPOTHESES

Rarely does a single research project provide the last word 
on any problem ( Johnson 2002). More commonly, research 
will generate as many questions as answers. Speculation, 
based on inconclusive or incomplete evidence, is one of  the 
most important aspects of  science. Speculation must be 
identified and should not be confused with conclusions 
based on data. But, speculation is the fuel for future research. 
Many facts of  nature have been discovered by accident—an 
unexpected result from some associated research effort. 
However, most research is directional (i.e., it attempts to 
support or falsify a theory reached by speculating from 
facts). New hypotheses can be considered a form of  specu-
lation, which is verbalized in a more formal fashion than 
speculation and has a specific testable format. For example, 
considering spruce grouse, we can formulate a basically un-
testable hypothesis that spruce grouse have evolved a prefer-
ence for use of  lodgepole pine and Engelmann spruce 
trees. This statement is too vague and requires historical 
data that cannot be collected. However, we can hypothesize 
that spruce grouse use lodgepole pine and Engelmann 
spruce trees for: (1) feeding or (2) roosting. Testing these  
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hypotheses, we might learn that 80% of  the spruce grouse 
diet is lodgepole pine, even though Engelmann spruce is 
more abundant. We may then speculate (i.e., hypothesize) 
that needles from lodgepole pine provide higher nutritional 
quality than needles from Engelmann spruce.

PUBLICATION

The final step of  the scientific method is publication of  re-
search. Unfortunately, many research dollars are wasted, be-
cause knowledge gained was not published and the informa-
tion is buried in file cabinets or boxes of  data sheets. The 
publication process is the most difficult phase for many bi-
ologists. Clear concise scientific writing is difficult, because 
most biologists have little formal training in or inclination 
for this activity. Peer review may damage the ego, because 
we must subject our work to anonymous critiques used by 
editors to judge whether the manuscript is acceptable for 
publication.
 Agency administrators often do not encourage or reward 
employees for publishing their work and discourage publi-
cation in some instances. Administrators are pressured with 
calls for immediate answers to management problems; thus, 
they devalue the long-term benefits of  the publication pro-
cess. Effective administrators recognize that peer review 
and publication will: (1) correct errors and possibly lead 
to a better analysis, (2) help authors reach the most sound 
conclusions from their data, (3) make it easier to defend 
controversial policies, (4) help their personnel grow as sci-
entists by responding to critical comments and careful con-
sideration of  past errors (which may have been overlooked 
without peer review), and (5) make a permanent contri-
bution to wildlife management by placing results in a litera-
ture format available to other agencies, researchers, and 
students.
 Publication is essential to science. Peer reviews normally 
improve the quality of  a manuscript, but some research may 
not be suitable for publication. This observation emphasizes 
the importance of  careful planning, design, data collection, 
etc. Rarely would any research effort that is properly planned, 
designed, and executed (including a well-written manuscript) 
be unpublishable. However, the revision process (i.e., re-
sponding to criticisms from the editor and referees) may be 
painful and frustrating to authors. Overall, the system is 
necessary to ensure quality publications, and authors should 
not be discouraged by the necessity to defend their work 
and revise manuscripts. Research is not complete and does 
not make a contribution to knowledge and sound manage-
ment of  wildlife resources until results are published in a 
way that effectively communicates to the scientific commu-
nity and user groups (e.g., wildlife managers). In addition to 
publication in peer-reviewed journals, research findings will 
improve wildlife management immediately if  they are com-
municated in other forums, such as professional meetings, 

workshops, seminars, general technical reports, informa-
tional reports, and articles in the popular press.

COMMON PROBLEMS TO AVOID

Procedural Inconsistency
Procedural inconsistency is another common problem that 
can be prevented with proper research design. Problems of  
this type occur from seemingly minor variations or altera-
tions in methodology. For example, if  a project is dependent 
on field personnel to accurately identify songs of  forest pas-
serine birds, the data set may be biased by identification er-
rors (Cyr 1981). In this situation, the magnitude of  the bias 
will depend on the rate of  errors by individuals, differences 
in the rate of  errors among individuals, and relative propor-
tion of  data collected by each individual. Research method-
ology should be defined with great detail, and all individuals 
collecting data should have similar skills and knowledge of  
the methods used (Kepler and Scott 1981). If  inconsistencies 
cannot be eliminated through selection and training of  field 
workers, the design must incorporate double sampling or 
similar procedures to remove inherent biases (Farnsworth  
et al. 2002). One unfortunate aspect of  biases of  this type is 
they are often overlooked (or ignored) as potential problems 
and are seldom reported in research publications. 

Nonuniform Treatments
A common bias stems from nonuniform treatments. This 
problem is illustrated by considering 2 previous research ex-
amples. In the discussion of  crossover experiments, we de-
scribed a 2-year study on pheasant nest success, in which 
mowing on treatment areas was delayed until after 4 July. 
Assume that in the first year of  this study, all treatment ar-
eas were mowed between 4 and 7 July, as planned. But, dur-
ing year 2 of  the study, a 3-day rainstorm began on 4 July, 
and the treatment areas were not cut until 9–12 July. Al-
though this 5-day difference in mowing the treatment areas 
may seem insignificant, the impact on the results and inter-
pretation of  our experiment is really unknown—and may 
be serious. Thus, the second year of  the experiment should 
be repeated. Because dates of  pheasant nesting and plant 
growth varies from year to year in response to tempera-
ture and rainfall patterns, a better way to set the date for 
the mowing treatment might be based on the cumulated  
degree-days widely published in farm journals.
 In the second example, we want to evaluate effects of  
sharp and feathered edges on nest success of  forest birds. If  
we had used both clearcuts and road ways as sharp edges, 
we might have hopelessly confused the treatment results be-
cause of  differences in the attractiveness of  sharp edges 
near roads, where carrion is an abundant attractant to such 
generalist predators as ravens. High variability between rep-
licates in nonuniform treatments substantially reduces our 
power to detect biologically significant effects.
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Pseudoreplication
Pseudoreplication occurs when sample or experimental 
units are not independent (i.e., they are really subsamples 
rather than replicates, but are treated as though they were 
independent samples or experimental units). This problem 
is widespread in field ecology (Hurlbert 1984) and should be 
avoided when possible. Experimental units are independent 
in manipulative experiments only if  we can randomly as-
sign treatments to each unit. In field studies, a simple test 
for pseudoreplication is to ask whether the values for 2 suc-
cessive observations are more similar than values for 2 ob-
servations drawn completely at random from the research 
population (e.g., Durbin and Watson 1971). If  so, the suc-
cessive observations are probably not true replicates and the 
research should be redesigned, or this lack of  independence 
must be treated correctly in the analysis. This treatment can 
be done by using cluster sampling, adjusting the degrees of  
freedom for tests (Porteus 1987, Cressie 1991), or applying 
Monte Carlo approaches to evaluate test statistics (as is widely 
done for spatially correlated data; Dale and Fortin 2002).
 There must be a direct tie between the sample or experi-
mental unit and the research population. If  the research 
population consists of  1 meadow in Yellowstone National 
Park, then 2 or more samples drawn from that meadow 
would be replicates. In this example, our inferences or con-
clusions would apply only to that single meadow. If  our re-
search population consisted of  all meadows in Yellowstone 
National Park, then 2 plots in the same meadow would not 
constitute true replicate samples. Also, repeated sampling 
of  the same radiomarked animal often constitutes a form of  
pseudoreplication (e.g., if  our research population consisted 
of  moose in one ecoregion, repeated observations of  habi-
tat use by a single animal would not be true replicates; a 
similar problem would arise if  2 radiomarked animals were 
traveling together, so their habitat selection would not be 
truly independent). The data would have to be summarized 
into a single value, such as the proportion of  observations 
in a certain habitat, for statistical analysis. This compression 
would reduce the sample size to the number of  radiomarked 
moose. Treating repeated observations as replicates is strictly 
justified only when the individual animal is the research 
population. In this situation, tests for serial correlation 
(Swihart and Slade 1985) should be conducted to ensure 
that observations are not repeated so frequently they are 
still pseudoreplicates. 

ADAPTIVE MANAGEMENT: CONNECTING 
RESEARCH AND MANAGEMENT

Wildlife management programs should be developed from 
the application of  scientific knowledge based on research 
(i.e., we should apply scientific facts and principles resulting 
from research on specific topics, e.g., population ecology, 
habitat selection, or behavior). Initially, this practice is a 

sound one for the development of  a new management pro-
gram. The logic behind formulation of  a management  
program is similar to the formulation of  a research hypoth-
esis: both provide opportunity for predictive statements. 
Our management prediction is that our plan of  action will 
achieve a desired result. However, a major problem with 
nearly all wildlife management programs throughout the 
world is the lack of  research on the effectiveness of  pro-
grams (Macnab 1983, Gill 1985). Seldom is the question “does 
our management lead to the desired result?” addressed in 
formal, well-designed, long-term research projects. For ex-
ample, research indicates that spinning-wing decoys make 
mallard breeding populations more vulnerable to harvest 
(Szymanski and Afton 2005). A potential long-term manage-
ment response would be to create more restrictive hunting 
regulations as the use of  spinning-wing decoys increases. 
The assumption is that if  using spinning-wing decoys in-
creases mallard harvest rates, then hunting regulations are 
needed to ensure mallard populations over the long term do 
not shrink with increased vulnerability. However, we should 
consider several important questions. Does increased vul-
nerability translate to increased harvest? What segments of  
the mallard populations are most vulnerable to the use of  
spinning-wing decoys? Will mallards become accustomed to 
spinning-wing decoys over time and thereby decrease their 
vulnerability to harvest? These questions and more should 
be addressed, because imposing more restrictive hunting 
regulations could backfire if  the answers to these questions 
do not support it.
 A second common example is prescribed burning as a 
management practice to increase deer and elk populations. 
The effectiveness of  this management has not been ad-
dressed directly, and most evaluations have only noted in-
creases in browse forage species and changes in animal dis-
tributions (Stewart et al. 2002, Van Dyke and Darragh 2007, 
Long et al. 2008a, b). Increased population levels in response 
to prescribed burning have not been adequately documented 
or thoroughly studied (Peek 1989).
 A third example is the use of  population indices to moni-
tor changes in population levels (e.g., ring-necked pheasant 
crowing counts, lek counts, track counts, catch-per-unit- 
effort, and aerial surveys). The primary assumption for use 
of  a population index is the index is directly related to den-
sity. Although nearly every wildlife management agency 
uses trend data from population indices for management de-
cisions, only a few examples of  index validation exist (e.g., 
Rotella and Ratti 1986, Crête and Messier 1987, Marchan-
deau et al. 2006, Forsyth et al. 2007). Some studies have dis-
closed that index values are not related to density (Smith et al. 
1984, Rotella and Ratti 1986, Nottingham et al. 1989, Rice 
2003).
 Walters (1986) proposed a systematic solution to these 
problems, which he called adaptive management. It in-
volves a more formal specification of  management goals 
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and responses to management actions through the use of  
predictive models (Table 1.2) based on multiple working 
hypotheses, which can be compared to actual system re-
sponses through detailed monitoring (Thompson et al. 1998, 
Sauer and Knutson 2008, Conroy and Peterson 2009). Man-
agement actions are treated as experiments, which must be 
monitored carefully to ascertain whether goals were met 
and to identify errors in understanding the dynamics of  the 
natural systems being managed. Actual responses to man-
agement actions are compared to predictions from our 
models based on current knowledge and assumptions (e.g., 
adaptive harvest management; Williams and Johnson 1995, 
Williams et al. 1996, Johnson and Williams 1999, Johnson  
et al. 2002). Adaptive resource management is an interac-
tive process in which learning over time improves manage-
ment as long as a monitoring program provides feedback to 
both our understanding of  the system and the effects of  
management (Conroy and Peterson 2009).
 Adaptive resources management is a specific case of  
structured decision-making, a process that addresses com-
plexity, uncertainty, multiple objectives, and different per-
spectives to achieve management objectives (Clemen 1996, 
Clemen and Reilly 2001). Structured decision-making has 
multiple steps: problem definition, objectives, alternatives, 
consequences, trade-offs, uncertainty, risk tolerance, and linked 
decisions (Conroy et al. 2008). The basic strength of  this de-
cision-making approach is that it allows wildlife scientists to 
make effective decisions more consistently and to provide 
guidance for working on hard decisions (Clemen 1996, 
Clemen and Reilly 2001). Wildlife scientists are faced with 
difficult decisions regarding both the management and con-
servation of  wildlife. For example, how can bison be restored 
to their former range, which would benefit other threat-
ened prairie species, while also considering the economic 
and social impacts to cattle ranchers if  brucellosis spread 
from bison to cattle? Both structured decision-making and 
adaptive resource management are being used increasingly 
often by wildlife scientists (Conroy et al. 2002, Johnson et al. 
2002, Dorazio and Johnson 2003, Regan et al. 2005, Moore 
and Conroy 2006, McCarthy and Possingham 2007, Martin 
et al. 2009). Both these approaches differ from scenario 
planning (Kahn 1965, Chermack et al. 2001), practiced in 
business and other organizations to make flexible long-term 

plans based on considering multiple assumptions about the 
future. Such future assumptions are developed from a com-
bination of  established facts and multiple plausible forecasts 
of  future changes, especially social changes. Scenario plan-
ning by the U.S. National Park and Fish and Wildlife Ser-
vices in crisis situations, such as British Petroleum’s Deep-
water Horizon spill of  4.9 million barrels of  oil into the 
Gulf  of  Mexico in 2010, should provide a foundation for a 
more measured adaptive management process to restore 
the damaged wetlands and marine ecosystems.
 If  wildlife agencies have the responsibility for manage-
ment of  wildlife populations and their habitats, they also 
have the responsibility to conduct research on the effective-
ness of  management programs. Wildlife agency administra-
tors should strive to develop well-designed, long-term man-
agement-research programs as a basic component of  annual 
agency operations.

SUMMARY

Carefully designed wildlife research improves the reliabil-
ity of  knowledge that is the basis of  wildlife management. 
Research biologists must rigorously apply the scientific 
method and make use of  powerful techniques in survey 
sampling, experimental design, and information theory. 
Modeling is an effective tool for predicting the consequences 
of  management choices, especially when it is based on 
carefully designed field studies, long-term monitoring,  
and management experiments designed to increase under-
standing. More effort should be dedicated to the design 
phase of  research, including obtaining critiques from other 
biologists and statisticians and avoiding common prob-
lems, such as insufficient sample sizes, procedural incon-
sistencies, nonuniform treatments, and pseudoreplication. 
When possible, we must move from observational to ex-
perimental studies that provide a more reliable basis for in-
terpretation and conclusions; these studies need to be rep-
licated across space and time. Wildlife biologists have a 
tremendous responsibility associated with management of  
animal species experiencing increasing environmental deg-
radation, loss of  habitat, and declining populations. We 
must face these problems armed with knowledge from 
quality scientific investigations.
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INTRODUCTION

THE GENER AL FOCUS in this chapter is on outlining the range of  op-
tions available for the management and analysis of  data collected during 
wildlife biology studies. Topics presented are inherently tied to data analy-

sis, including study design, data collection, storage, and management, as well as 
graphical and tabular displays best suited for data summary, interpretation, and 
analysis. The target audience is upper-level undergraduate or masters-level gradu-
ate students studying wildlife ecology and management. Statistical theory will only 
be presented in situations where it would be beneficial for the reader to understand 
the motivation behind a particular technique (e.g., maximum likelihood estima-
tion) versus attempting to provide in-depth detail regarding all potential assump-
tions, methods of  interpretation, or ways of  violating assumptions. In addition, po-
tential approaches that are currently available and are rapidly advancing (e.g., 
applications of  mixed models or Bayesian modeling using Markov Chain Monte 
Carlo methods) are presented. Also provided are appropriate references and pro-
grams for the interested reader to explore further these ideas. 
 The previous authors (Bart and Notz 2005) of  this chapter suggested that before 
collecting data, visit with a professional statistician. Use the consultation with a 
professional to serve as a time to discuss the objectives of  the research study, out-
line a general study design, discuss the proposed methods to be implemented, and 
identify potential problems with initial thoughts on sampling design, as well as to 
determine what statistical applications to use and how any issues related to sam-
pling will translate to issues with statistical analysis. Remember, no amount of  sta-
tistical exorcism can save data collected under a poor study design.

NATURE OF KNOWLEDGE

The primary goal of  science is to accumulate knowledge on what reliable state-
ments regarding the state of  nature can be made. However, defining “knowledge” 
and “reliable” with respect to science has proven to be a difficult task (Kuhn 1996). 
Epistemology is the branch of  philosophy that focuses on determining what con-
stitutes knowledge and how knowledge is acquired. It draws contrasts between the 
2 primary methods of  knowledge acquisition—rationalism and empiricism. Ratio-
nalists argue that reason alone is sufficient for knowledge accrual (Morrison et al. 
2008:4). Conversely, knowledge acquired through experience underlies the empiri-

Management and Analysis  
of  Wildlife Biology Data
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cist perspective of  knowledge acquisition. Scientific research 
in general and wildlife ecology in particular tends to rely 
most heavily on empiricism. 
 Judgment of  reliability is another matter. Most wildlife 
ecologists use the process of  induction (generalizing from 
specific results; Guthery 2008) or take the results from a sin-
gle or group of  studies and apply those results widely. Op-
posed to induction is deduction, or generalizing a principle 
to occurrence of  a specific event or events. A good example 
of  deduction might be that all animals are mortal, deer are 
animals, and thus deer are mortal (Morrison et al. 2008:11). 
Retroduction occurs when deductions are used to deter-
mine what conditions might have lead to the observed re-
sult (Guthery 2008). Retroduction is common in discussion 
sections of  publications, where scientists try to determine 
what mechanism lead to the observed results. For example, 
Dreibelbis et al. (2008) used retroduction from a set of  ob-
servations (missing egg shell fragments, no evidence of  scat 
or hair) to deduce that a snake was the most likely predator 
of  turkey nests under this set of  observations. 
 In the inductive framework, analyzing data serves to gen-
eralize data collected from the samples for use as surrogates 
for describing the population as a whole (Romesburg 1981, 
Guthery 2008). Inference is made because there is some bio-
logically, socially, or politically motivated interest in what 
characterizes a population and what makes it different from 
other populations, and because knowledge of  this difference 
would be beneficial to management. 

REQUIREMENT FOR STATISTICAL INFERENCE

One of  the first issues all ecologists are faced with during 
the initial stage of  study development is determining how 
data of  interest will be collected. In the rush to start field 
work, adequate time and resources may not be assigned to 
evaluating potential analytical approaches and combining 
those approaches with sampling designs to address ques-
tions of  interest. However, appropriate sampling procedures 
are paramount, because researchers cannot make direct ob-
servations of  every unique individual in the population (e.g., 
a census). In practice, the objective of  sampling is to gener-
alize population processes based on data collected from a 
subset of  the population of  interest (Cochran 1977, Thomp-
son 2002a, Morrison et al. 2008). Although it is nearly always 
impossible to census populations, by taking a sample ecolo-
gists can make inferences about the population in question. 
 The importance of  appropriate sampling cannot be over-
emphasized when considering data analysis. Predictive mod-
els, and hence predictions, will be more accurate and useful 
when data collection is based on an appropriate sampling 
design (Harrell 2001). The relationship between analysis and 
sampling design is clear: population-level inferences require 
data that represent the population of  interest. Consider the 
situation wherein the sampled population is not equivalent 
to the target population (e.g., because of  the sampling de-

sign used, certain elements of  the target population have 
probability zero of  being included in the sampled popu-
lation; Williams et al. 2001). In this case it may be possible 
to develop a predictive model that seems to provide an accu-
rate representation of  population processes. However, the 
model is unreliable, as it only predicts to a subset of  the 
overall (sampled) population. If  inferences are to be made 
to the target population in this case, then auxiliary data  
must be collected that shows a consistent relationship be-
tween the sampled and target populations (for further dis-
cussion see Williams et al. 2002a, Morrison et al. 2008). 
The framework for all analysis approaches discussed in this 
chapter hinge on appropriate sampling designs. Therefore,  
a professional statistician should be consulted before 
study implementation. Additionally, readers are referred 
to Chapter 1, This Volume) for a discussion of  sampling in 
ecological studies and to the literature cited in this chapter 
for books and articles addressing sampling designs and sta-
tistical inference.

DATA COLLECTION

What to Collect
To begin a wildlife ecology study, first consider what data to 
collect to make the study as fruitful as possible. It is impera-
tive to “look before you leap” when deciding on the relevant 
data. Time spent collecting data that have limited impact on 
the question of  interest should be avoided (e.g., ground lit-
ter type when you are estimating canopy bird abundance). 
Also, data should not be collected that is of  different resolu-
tion than the question of  interest (e.g., hourly precipitation 
information when interested in estimates of  annual elk [Cer-
vus canadensis] survival). Data collection is a delicate balancing 
act requiring care to include potentially useful data for ex-
plaining the biological process being studied while omitting 
irrelevant information. Collect data with future analysis in 
mind, remembering current time and money limitations.

How to Collect
Without a doubt one of  the most important yet unappreci-
ated aspects of  wildlife research is the choice of  collection 
instrument. Rarely does data sheet development get dis-
cussed in data analysis chapters. Yet data collection proto-
cols and instruments should be given as much consideration 
as other parts of  study development, as they are a critical 
link in a chain connecting the study subjects with the study 
results, the failure of  which could compromise the reliabil-
ity of  any knowledge drawn from the research. 
 There are several considerations that students and scien-
tists need to take into account when developing data proto-
cols. As an example, consider a 2-year masters project, dur-
ing which data collection will occur over several seasons and 
the study species will undergo several phenological changes. 
When developing data protocols, determine whether a sin-
gle data sheet for species-specific data collection across all 
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seasons (e.g., breeding or wintering) will be used, or are 
separate sheets needed for each season? Will 1 data sheet 
per individual per day be used, or will individuals (or sample 
units) be lumped by day onto a single data sheet? Will the 
same data sheets for each period under study be used? Will 
data collection occur during a single season over several 
years, or will data collection be continuous over several sea-
sons, requiring different data types to be collected? Will  
explanatory data (e.g., vegetative measurements) be col-
lected on the same data sheet as response data (live–dead 
checks using radiotelemetry), or will multiple sheets be re-
quired for each type of  data being collected? To assist in an-
swering these questions, a pilot study may be useful to eval-
uate the appropriateness of  the methods used for data 
collection (transect surveys, point counts, etc.) and to test 
how the proposed methods for field data collection work in 
practice. 
 Although there are keys available to assist with study de-
sign (see Thompson et al. 1998), here we provide a short 
key for data sheet development:

 1. Outline study question.
 2. Define response variable (e.g., nest survival).
 3.  Define explanatory and/or descriptive variables that 

might affect response (e.g., vegetation cover).
 4. Define steps for minimizing missing data.
 5. Outline data collection approach.
 6.  Design initial data collection instrument specific to 

response or explanatory variables.
 7. Conduct field test of  protocols and data instruments.
 8. Evaluate efficiency of  data instruments. 
 9.  Repeat steps 2–8 if  necessary due to logistical difficul-

ties.
10. Initiate data collection.

 There is a wide variety of  options available for collecting 
field data, and not all rely on toting around binders filled 
with data sheets. Logging data electronically while in the 
field (Laake et al. 1997) can reduce the additional effort of  
incorporating those data into electronic storage and can po-
tentially reduce transcription errors. However, whereas 
computers break and electronic systems fail, batteries never 
die in a paper notebook. Too often researchers let enthusi-
asm for the latest electronic gadget drive their selection of  
study protocols. Data should be collected during field stud-
ies using a method the collector is most comfortable with 
and that accomplishes the study objectives. In the end, the 
selection of  the tool for collection is purely a personal mat-
ter, as there is no one right way to collect field data.

When to Collect
Once a question has been defined, a study design deter-
mined, and a data instrument selected, thought should next 
turn to the basics of  data collection. Data collection proto-
cols are as important to analysis as choosing the appropri- 
ate statistical technique. For example, consider the situation 

wherein there is interest in evaluating how prescribed fire 
influences avian survival over the course of  an 8-week 
breeding season. Initially, determine how frequently surveys 
will be conducted (perhaps through radiotracking). If  inter-
ested only in basic survival, then locate all the radiotagged 
individuals at the end of  the eighth week, and the number 
still alive divided by the number radiotagged at the begin-
ning of  the study is the estimate of  period survival. But, if  
interested in potential factors that might influence survival 
over the breeding season, such as determining how nesting 
activities (nest building, incubation), influence survival 
(Martin 1995, Dinsmore et al. 2002), data should be col-
lected on when these events occurred and whether the bird 
survived or died before, during, or after those events. In this 
situation, tracking should be increased to once per day or 
more frequently. If  there is interest in estimating the im-
pacts of  weekly precipitation on survival, then the sampling 
period would have to be at least weekly and so forth. Ideally, 
measurement frequency relates back to study objectives, 
but a rule of  thumb is to collect data at the lowest possible 
measurement frequency, because further aggregation of  
those data can occur at later times, but pooled data cannot 
be summarized to a lower level than at which it was col-
lected. Note, however, that measurement frequency also  
applies to the timing of  data collection to coincide with fac-
tors that might impact the response of  interest. For example, 
insect abundance has been shown to be important for 
breeding birds (Rotenberry et al. 1995). If  interest is focused 
on determining how insect abundance affects avian repro-
ductive success, then data on insect abundance should be 
collected concurrent with reproduction data. Consider the 
situation where an event that drives availability for capture 
(e.g., food availability) is more likely to occur immediately 
following a change to another species phenology (e.g., bat 
arrival and deposition of  guano; Fenolio et al. 2006). Finally, 
consider conducting research to determine dietary prefer-
ence of  a wildlife species. In this case, diet data must be col-
lected at the same time as data on availability of  potential 
food items to make comparisons between usage and avail-
ability (Gray et al. 2007). If  events of  interest are dependent 
on other events, then measurement frequency should be 
tied to the determining event.

Data Management
Data entry should occur as soon as possible after data col-
lection. Scientists often spend weeks or months collecting 
field data, only to return from the field with a stack of  field 
data and no recollection of  what notes, jargon, or mistakes 
or cross-outs meant for the day in question. Data entry near 
the day of  collection, combined with data proofing, prefera-
bly by someone other than the individual who entered it, is 
beneficial, as most problems with initial data analysis are 
tied to the data entry process. 
 There are a number of  ways to categorize data. For ex-
ample, data can be either qualitative or quantitative. Qual-
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itative data are data that are nonnumeric. Nonnumeric data 
includes information like study sites or species lists. How-
ever, qualitative data can be ordered (e.g., high, medium, or 
low), and can be used for comparative purposed (grassland, 
woodland, etc). Quantitative data are numeric and can be 
broken into 2 more specific categories, discrete and contin-
uous. Discrete data have a finite number of  potential values. 
For example, the number of  nests a sparrow attempts can 
be 1, 2, or 3 (not 2.65), the number of  fox offspring can be 1, 
2, or 3 (not 1.45). Continuous data have an infinite number 
of  potential values in any given numerical range. Examples 
of  continuous data include individual weights, lengths, and 
home range sizes. 
 Another standard way of  categorizing data is as 1 of  the 
following 4 scales of  data measurement: nominal, ordinal, 
interval, and ratio. Nominal (from the Latin for “name”) 
data consist of  data that are differentiated only by name. 
Data carrying the same name have certain characteristics in 
common that differentiate them from data with different 
names. No order or ranking is implied by the names. Exam-
ples of  nominal data include gender and species. Although 
nominal data can be assigned a code in which numbers rep-
resent the names (0 = male and 1 = female; or 1 = Aves, 2 = 
Mammalia, 3 = Reptilia, etc.), these codes are simply values 
that can counted, but not ordered. Ordinal data have a dis-
tinct order (ascending or descending), but the difference be-
tween the measurement levels is not meaningful. For exam-
ple, short, medium, and tall are ordinal scale data, in they 
imply an order, but they provide no insight into the degree 
of  difference between each category. Interval data, in con-
trast, have constant differences, but no natural zero point. 
The common example is temperature measured on the Cel-
sius or Fahrenheit scales (0� Fahrenheit does not mean there 
is no temperature). Note, however, this limitation is a char-
acteristic of  the scale on which temperature is measured, 
not of  temperature itself. Temperature measured on the 
Kelvin scale does, in fact, have a true zero point; but 0 Kel-
vin does mean there is no temperature. In other words, 
these data are ratio data. Ratio data are interval data that do 
have a natural zero point. Other examples include birth 
weight (e.g., a weight of  0 means nonexistence), height (a 
2-m-tall animal is twice as tall as a 1-m-tall animal), and age 
(a 2-year-old animal is half  as old as a 4-year-old animal). 
 Data can be categorized as quantitative or qualitative 
while also being nominal, ordinal, interval, or ratio. Thus, 
sex is both nominal and qualitative, whereas temperature 
Celsius is both interval and quantitative. It also is worth re-
membering that data do not always fit neatly into a cate-
gory. Moreover, the same data may be categorized differ-
ently, depending on circumstances (Zar 1999).
 What do these ideas have to do with data collection? The 
structure of  data is tied directly to the various approaches 
used for data analysis. Sooner or later, data need to be for-
matted for useful storage, retrieval, and analysis. Then data 
management systems come into play. 

 Most ecologists will be familiar with the “flat file” for-
mat for data storage. Flat files are simply files containing all 
the data collected, usually a single record per line. For sim-
plicity’s sake, a record is defined as data collected on a sin-
gle individual during a single survey session. A record also 
could be a summary of  data from multiple surveys, or from 
multiple individuals, depending on the question you are in-
vestigating. Common examples of  flat files are files with 
data arranged in a tabular format, having columns of  ex-
planatory data specific to the data record and rows repre-
senting each data record. Flat files can be of  any type, but 
are usually electronic files saved as either text or spreadsheet 
files. 
 The most common form of  a flat file in wildlife biology 
research is a spreadsheet file using a program like Microsoft 
Excel® or Open Office’s Calc®. Spreadsheets are used for 
several purposes, including data storage, entry, manipula-
tion and summary, statistical analyses, and graphic construc-
tion (Morrison et al. 2008:67). Spreadsheets are the most 
common tool used for entering and storing data, likely due 
to the widespread availability and inherent simplicity of  
data entry and manipulation. However, spreadsheets have 
some drawbacks: they are known to be fraught with consid-
erable mathematical inaccuracies (McCullough and Wilson 
1999, 2002, 2005; Almiron et al. 2010) and thus should not 
be used for intensive data summarization or analyses.
 An alternative option for data storage and management 
is use of  a database management system (DBMS). DBMSs 
control data development, organization, maintenance, and 
use; they provide users with the ability to extract or retrieve 
data with the structure of  the data still intact (Kroenke 
2000). The advantages of  using a DBMS are many, but the 
primary advantage is that it allows for use of  data relation-
ships (hence the name relational databases) to define how 
the system is structured (Codd 1970). Relational structure 
assists with data integrity, as scientists can minimize the 
amount of  redundant data required. The functionality of  a 
DBMS can be considerable and can be developed to allow 
for data entry and manipulation, queries to extract informa-
tion into specific formats for future analysis, summariza-
tion, report creation, and linkages relating field-collected  
biological data to spatial data in Graphical Information Sys-
tem (GIS) or Global Positioning System (GPS) programs. 
Although the initial learning curve is steep, knowledge of  
the range of  functions of  DBMSs for supporting biological 
data collection would benefit any scientist.

DATA PRESENTATION AND  
GRAPHICAL ANALYSIS

Tables
The primary function of  tables is to present numerical data 
in a format that simplifies the time it takes the reader to 
evaluate and determine whether specific results or conclu-
sions are supported. In general, tables should present data in 
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an unambiguous manner and should be interpretable with-
out any need to reference the discussion in the accompany-
ing text (Morrison et al. 2008:69). Tables have several uses, 
including presentation of  frequency data on captured or 
measured individuals, presentation of  summary data from 
statistical analyses, or categorization of  data into scientifi-
cally relevant sections. Table columns are usually used for 
separating data into several classes or groups, whereas rows 
often present the summary data, but this structure is vari-
able, based on the table’s function. Table row and column 
headings should clearly define what the data in each table 
entry signifies. Table legends should be clear and consistent 
and should provide the source for the data.

Graphs
An alternative approach used to evaluate and summarize 
data has historically been the graph (Playfair 1786, 1801; 
Tufte 1983, 2001). Few approaches to visualizing and evalu-
ating data are as powerful as a graph (Chambers et al. 1983), 
but the use and misuse of  graphics is common in wildlife 
ecology, as there is no general or standardized theory for 
graph creation (Fienberg 1979), although basic standards for 
wildlife ecology have been suggested (Collier 2008). 
 The function of  graphs is simple: illustrate the data co-
herently and at several levels while inducing the viewer to 
think on the substance of  the data rather than on the specif-
ics of  the graph construction (Tufte 2001, Collier 2008). 
However, not all graphs are equally useful or applicable, 
and is it not necessary to limit the presentation of  certain 
data types to a single type of  graph. Rather, any graph de-
sign should be considered that will provide the viewer with 
an unbiased evaluation of  the data under question; hence 
there may be several graphical options for showing the 
same dataset and no single option is always optimal. But, 
there are graphs and graphic effects that should be avoided 
during data evaluation. Collier (2008) and citations provided 
therein give an overview of  the basic graph types used in 
wildlife ecology. 
 The purpose of  a graph is to display data, but even the 
basics of  graph construction and use can cause frustration 
for ecologists, as graphs that are difficult to understand or 
interpret are useless. Consider single parameter graphs, or 
those graphs showing the relationship between data col-
lected on one specific measurement. Probably the most rec-
ognized single parameter graph is the pie chart (not shown). 
The debate regarding the use and misuse of  pie graphs has 
continued for nearly a century with the current state of  
though being that pie graphs are inefficient for data inter-
pretation and should not be used (Collier 2008 and refer-
ences therein). When showing single parameter data, the 
best choice is the bar graph (Fig. 2.1). Bar graphs are one of  
the most frequently used graphics in ecological science; 
hence they are more prone to poor usage (Collier 2008). Bar 
graphs should be used to show relative or absolute fre-
quency data (e.g., counts), never estimates of  means and 

variances. A point graph or a dot plot would better serve 
the purpose of  describing parameter estimates (Figs. 2.2 and 
2.3, respectively). When determining whether there is gen-
eral evidence for relationships between variables, scatter plots 
are often used to show how a response varies across a vari-
able expected to influence the response (Fig. 2.4). 
 Historically graphs have been underused in ecological 
sciences for data analyses. Instead they are used to summa-
rize data and/or results from statistical analyses. However, 
few tools are as powerful as the graph, and considerable in-
formation about the structure and relationships between 
data can be garnered through appropriate use of  a graph 
(Collier 2008). Consider the example by Anscombe (1973), 
who used a simple dataset to show how important graphical 
evaluation of  relational data is to appropriate inference. The 
simple premise was that data analysis ≠ data truth. Ans-
combe (1973) showed that if  ecologists (or anyone) were to 
rely specifically on the results from a regression analysis to 
interpret data, then each of  the datasets shown had identical 
summary statistics, regression parameters, residuals, and 
model fit statistics. However, the data tell a much different 
story in both form and structure (R Development Core 
Team 2009; Fig. 2.5). The moral of  the story is to use data 
when deciding on an analysis, as the only error more egre-
gious than looking at the data before analyzing it is not 
looking at it at all (Harrell 2001).
 Good graphs do not force the reader to spend inordinate 
time trying to understand the data in the graph. Axes should 
be scaled so they do not change mid-graph (although there 
are exceptions to this rule, for example, semi-log graphs). 
Graphs without true zeroes do not need to have intersect-
ing x- and y-axes (e.g., graphs showing how temperature 
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Fig. 2.1. Example of a bar graph showing the counts of individuals 
in each of 6 groups.
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Fig. 2.2. Example of a point graph showing the predicted 
probability of detection for each of 4 paired thermal-imaging (TI) 
and spotlight (SL) surveys for white-tailed deer. From Collier et al. 
(2007).
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deer weight and antler size for each individual.
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Fig. 2.5. Example using Anscombe’s (1973) regression data sets, 
showing that although the data structure differs, the resultant 
regression curve (linear line) remains the same. Data from Anscombe 
(1973).
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changes by date never have a [0, 0] point). They should not 
be complicated by moiré effects (repetitive use of  shading 
or patterns used to distinguish among categories; Collier 
2008). Graph legends should be clear and consistent in both 
size and font, borders should be crisp and muted, and size 
should be scaled to the audience and presentation mode. In 
addition, graph descriptions should be well thought out and 
detailed, so there is no question as to what the graph is de-
scribing: an individual looking at the graph should be able 
to understand the graph without any other reference mate-
rial necessary.

Hypothesis and Model Development
The essence of  data analysis is to develop a model that accu-
rately and effectively predicts the phenomenon of  interest 
across a wide range of  conditions. One would hope that a 
biological model would exhibit generality, or the model 
would define and use a set of  unique biological conditions 
that are equally relevant across many different ecological sit-
uations and hold true both within and across ecosystem 
boundaries. However, ecologists by and large have deter-
mined the identification of  general models in ecological sys-
tems is difficult, and models reported are often invalidated 
by the processes that operate at different spatial, temporal, 
or organismal scales (Dunham and Beaupre 1998). These 
limitations do not negate the usefulness of  models, as a 
thoughtful and well-developed model can provide some 
benefit to wildlife biology and management. The focus in 
this section is on how scientists should think about model-
ing wildlife ecology data.
 Not all data analysis is tied to a predictive model (e.g., re-
gression model) per se. When appropriate hypotheses are 
suggested, strong inferences can be made using descriptive 
statistics (mean, median, mode; Guthery et al. 2005); plots 
showing the distribution of  the data (Loncarich and Kre-
mentz 2004); or simple test statistics, such as the t-statistics 
for comparing means or the chi-square test statistics for test-
ing frequency (count) data (Moore and McCabe 1993, Agresti 
1996). Assuming that a nontrivial hypothesis has been sug-
gested (e.g., no silly null hypotheses, where the answer is al-
ready known; Cherry 1998; see Chapter 1, This Volume), 
the objective of  statistical modeling is to reduce the chance 
of  finding statistically significant effects that are spurious or 
finding effects that are statistically significant, but are not a 
function of  the biological process being studied (Anderson 
et al. 2001a). 
 Underlying model development is the formulation of  hy-
potheses relative to the question or system of  interest. 
Whether models represent competing scientific hypotheses 
(Burnham and Anderson 1998, 2002) or competing ap-
proaches to data explanation (Guthery et al. 2001) is debat-
able, but the following discussion should hold for both 
cases. The research hypotheses should specify the under- 
lying set of  predictors to be used in the model (Harrell 

2001). Various combinations of  those predictors also will 
come into play during model development, as there are log-
ical arguments for the use of  models with additive effects 
versus those with interactive effects, or of  models including 
polynomial terms of  various dimensions (which can allow 
for curvature in the relationships between response and pre-
dictor variables). 
 Modeling is as much an art in some cases as it is a sci-
ence. Model selection (Burnham and Anderson 2002) is the 
process by which the ecologists develops a set of  models be-
lieved to describe the system of  interest and uses the set for 
data analysis and interpretation. Rarely in wildlife ecology 
can all potential variables be identified; nor can all the rela-
tionships between various predictors be determined. “All 
models are wrong, but some are useful” (Box 1979:2). In a 
modeling exercise, an attempt is made to develop models, 
using the appropriate number of  parameters, that provide 
precise estimates of  the parameters of  interest for the data 
at hand. The basic concept is one of  parsimony, or how 
much bias will be accepted relative to the amount of  vari-
ance accepted (Burnham and Anderson 2002). As parame-
ters are added to the models, the model fit gets better (less 
bias), but the amount of  variability also increases as well. 
 In an extremely simple outline of  the vagaries of  model 
development in wildlife ecology, consider a typical masters’ 
study, in which a student is interested in estimating sur-
vival of  some species of  mammal. Assume the student has 
planned to capture, tag, and track a number of  these mam-
mals, at 2 different study sites over 2 years and collect a suite 
of  data considered important in predicting survival. 
 Using one approach to modeling wildlife data, the stu-
dent and advisor would develop a detailed list of  the poten-
tial variables that they hypothesize, based on literature and 
previous work, have been shown to predict survival. Then 
after the field work, the student would come back to cam-
pus and diligently summarize, look at graphical representa-
tions of  the data, evaluate relationships via scatter plots or 
simple t-test and/or contingency table analysis, and use that 
information to help inform what variables should be used in 
a predictive model (or models) to predict survival. Using a 
different approach to modeling wildlife data, the student 
would sit down with their advisor, develop a detailed list of  
the potential variables that they hypothesize, based on liter-
ature and previous work, have been shown to predict sur-
vival. The student then would develop a model set, nested 
in a global model that includes all factors, relationships, and 
interactions of  interest. At the end of  field work, the stu-
dent would come back to campus and diligently analyze the 
data collected using only the set of  models previously devel-
oped. Models would be ranked. Those with lower rankings 
would have less weight than those with higher rankings, 
and the formal interpretation of  those models would weight 
the survival estimates based on the evidence garnered from 
the competing models.
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 These 2 scenarios represent the extremes of  model devel-
opment, and in truth the optimal scenario lies somewhere 
in the middle. Some ecologists suggest that model develop-
ment should be conducted before study implementation, ar-
guing that anything else amounts to failing to think before 
you act. Others believe a well-informed analysis cannot pos-
sibly be based solely on models developed before a study be-
gins, as too many factors can change in the interim. 
 When developing models, the primary question the ecol-
ogist needs to ask is “will this model actually be used?” 
(Harrell 2001:4; also see Harrell [2001:79–83] for a detailed 
summary of  modeling strategies). For models to be useful, 
they must be usable: development of  an unused model 
wastes precious resources (and pages in theses and disserta-
tions). In their simplest form useful models should fit the 
structure of  the data in the model in such a way the data are 
used efficiently and appropriately (Harrell 2001:7). Useful 
models should then have their mettle tested on datasets in-
dependent of  the data used to build the predictive model, al-
though this practice is rare in wildlife biology. 

Maximum Likelihood Estimation
The workhorse of  classical approaches to statistical infer-
ence is the likelihood, or the probability of  the observed 
outcome over a particular choice of  parameters (Royall 
1997). The objective is to find the value of  the parameters 
that maximizes the likelihood (makes it as large as possible) 
and to use those values (maximum likelihood estimates) as 
the best guess for the true value of  the parameters (Bolker 
2008). Simply put, assuming a known statistical distribution 
(model) for the sample data, these data can be substituted 
into the known distribution and then that probability 
viewed as a function of  the unknown parameter values one 
is interested in estimating (Mood et al. 1974, Agresti and 
Caffo 2000, Agresti et al. 2000, Williams et al. 2002a). The 
maximum likelihood estimate is thus the parameter value 
maximizing the probability of  the observed data. The bino-
mial f(x) = (n

x)pxqn–x, where q = (1 – p), is one of  the more 
common distributions used in wildlife sciences and will 
serve as a simple example of  how maximum likelihood esti-
mation works. The basic process for maximum likelihood 
estimation is to define the likelihood function, take the log 
of  the likelihood function, take the derivative of  the likeli-
hood function with respect to the parameter of  interest, 
and set it equal to zero and solve for the parameter of  inter-
est. As an example, assume a random variable is a distrib-
uted binomial with the above probability density function. 
Then the likelihood function L is defined as

L = pΣxi(1–p)(n–Σxi).

The next step in determining the maximum likelihood esti-
mate is to use a little calculus to take the log of  L

ln(L(p)) = Σxi ln(p) + (n – Σxi)ln(1 – p)

and then take the derivative of  this equation with respect to p,

 dL(p) Σxi (n – Σxi)——— = —— + ———— ,
 dp p 1 – p

and set it equal to zero and solve for p:

 Σxi (n – Σxi)—— + ———— = 0
 p 1 – p

(1 – p)Σxi – p(n – Σxi) = 0

Σxi – pΣxi – np + pΣxi = 0.

Canceling out the pΣxi from the equation leaves 

 1 ΣxiΣxi = np ⇔ p = — Σxi ⇔ —— = p, n n

which shows, not surprisingly, the value solved for p also is 
the mean for x̄ the data collected. Following the fairly 
straightforward example put forth in different contexts by 
Agresti (2007) and Williams et al. (2002a), assume there are 
10 individuals on which are recorded successes and failures 
and of  these 10 individuals, 6 are successes and 4 are fail-
ures. The likelihood function for the 6 successes would be 

 10L(p|y = 6) = (  )p6(1 – p)4, 6

using calculus and algebra gives

 6 4— – ——— = 0,
 p (1 – p)

which gives p̂ = 0.6 or the maximized value for the parame-
ter p based on the data collected.

INFERENCE ON FIELD DATA

Descriptive Statistics
The primary focus of  wildlife population studies is the esti-
mation of  parameters (attributes of  the population) for the 
biological unit of  interest. Common estimates of  parame-
ters are the sample means, variances, and other measures of  
central tendency and precision (Cochran 1977). These esti-
mators are common to a wide variety of  ecological studies, 
so only a few important idiosyncrasies will be noted con-
cerning their use and interpretation. There are several po-
tential summary statistics that can be used to describe eco-
logical data. For example, consider the data in Table 2.1, 
collected on the measurement of  interest (centimeters of  
antler of  male white-tailed deer [Odocoileus virginianus]). A 
glance at the table indicates that data have a distribution and 
there is a need to show the pattern and amount of  variation 
of  that distribution.
 The first question is: where is the center of  the distribution 
of  the data collected? As there are n = 20 observations, the 
arithmetic average (mean) of  the data can be determined by:
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 1x̄ = — (x1 + x2 + · · · + xn), n

which is equal to

 1x̄ = — Σxi. n

 However, it is important to note the mean is not resistant 
to outliers in the dataset. For example, if  the data includes 
one extreme value (e.g., consider adding the number 400 to 
the response values in Table 2.1), then the mean will be 
pulled toward 400 (x̄ = 175 versus x̄ = 185.7). Thus, another 
option for evaluating centrality of  a data distribution is to 
look at the median M, or the midpoint of  the data distribu-
tion. Computation of  the median is a fairly simple process; 
first, order the data from lowest to highest. If  the total num-
ber of  data values is odd, then the median is just the center 
observation located using the formula (n + 1)/2 = 181.5. If  
the total number of  data values is even, then the location of  
the median used the previous formula, but is the average of  
the 2 center observations in the ordered dataset.
 In the above examples the data distribution is based on 
continuous data. However, sometimes the data of  interest 
can be continuous, nominal, or ordinal. Another measure 
of  central tendency that can be used across a variety of  data 
types is the mode. The mode of  a data distribution is the 
value that occurs most frequently in the data. Distributions 
can be unimodal, having a single value that occurs most 

frequently, or multimodal, having several values that occur 
frequently (also known as a nonunique mode). Modes are 
valuable for summarizing nominal data as well. For exam-
ple, a sample of  trees in plots from the forest, might show 
that oak is the predominant species; hence, oak would be 
the mode of  the sample. 
 These types of  point estimates are commonly used for 
summarizing a distribution of  data. These estimates provide 
some insight into the distribution; however, it is often desir-
able to accompany the point estimate with some measure 
of  variability in the data. For example, when using the mean 
to describe the data distribution, there also is a need to 
quantifying the amount of  spread in the distribution. One 
common measure of  data spread is the variance

 1σ2 = ——— [(x1 – x̄)2 + (x2 – x̄)2 + ⋅ ⋅ ⋅ + (xn – x̄)2] ⇔ 
 (n – 1)

 1 ——— Σ(xi – x̄)2 = 626.6
 (n – 1)

for the example.
 Note that due to the squaring, the sum of  (xi – x̄) will not 
always be zero and the unit of  measurement is not the same 
for the mean and the variance. The square root of  the vari-
ance √σ

——
2 is the standard deviation σ (= 25.03 in this exam-

ple), which is a measure of  dispersion about the mean in the 
appropriate scale (Moore and McCabe 1993). 
 In practice there is interest in determining the upper and 
lower bounds for the range of  the point estimate. The most 
common approach is to develop confidence intervals (CIs). 
CIs are an interval with width estimated from the data, 
which would be likely to include an unknown population 
parameter. There is a variety of  approaches for estimating 
CIs for point estimates that are situation and data depen-
dent, but consider the simple example of  a population with 
known mean and variance sampled from a continuous data 
distribution. Assuming a critical value of  0.05 for a standard 
normal distribution (Moore and McCabe 1993), the bounds 
of  the CI for a mean can be estimated as 

x̄ – 1.96 SE

for the lower CI and

x̄ + 1.96 SE

for the upper CI, where SE represents the standard error. 
The assumption when using CIs is if  the population of  in-
terest were sampled an infinite number of  times, for 95% of  
the samplings their mean would fall between the upper and 
lower bounds of  CI (assuming unbiased sampling) as con-
structed above (Hoenig and Heisey 2001). 
 Descriptive statistics have a wide array of  uses in wildlife 
studies. Primarily, descriptive statistics are used to guide fu-
ture research questions and/or data analyses. Frequently,  
descriptive statistics are provided in the “results” section of  

Table 2.1. Simulated data on antler size (from base to tip of 
largest antler) of male white-tailed deer with predictor 
variables representing parasite presence, hoof length, and 
body weight

Size of  Parasite presence Hoof  length Body weight 
antler (cm) (yes = 1; no = 0) (mm) (kg)

122 1 6.56 30.30
183 0 41.31 61.23
196 1 33.13 62.54
147 1 33.67 39.61
145 0 26.73 41.22
152 0 28.25 36.90
155 0 28.42 47.56
201 0 56.91 61.54
165 1 36.46 56.96
175 0 45.40 56.13
163 0 31.84 39.97
185 0 44.82 54.04
188 0 42.61 51.89
145 0 28.93 45.54
180 1 41.46 43.85
206 1 48.70 62.25
183 1 45.41 56.79
185 1 41.85 58.06
211 1 60.04 68.15
213 0 60.22 69.18
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Table 2.2. Cross classification of herbicide treated and 
control plots on species presence

 Species presence

Treatment Yes No Total

Herbicide 621 1,840 2,461
Control 193 2,965 3,158

manuscripts as either text or graphical summaries (Collier 
2008). Graphical summaries are useful to look at the range 
of  the data distribution and perhaps to assess whether data 
from different groups or classes differs across the range of  
the data in question. Thus, there are many uses for general 
descriptive statistics (Guthery 2008). Sometimes there is 
valuable information to be learned just by looking at the 
data collected rather than immediately conducting analyses 
(Anscombe 1973, Harrell 2001).
 Descriptive statistics also can include other basic summa-
ries of  interest. For example, data collected by ecologists is of-
ten represented by discrete counts. Often these counts are 
stratified according to some response factor of  interest (e.g., 
study area or age), and there is interest in evaluating the asso-
ciations between these variables. Contingency tables are one 
common application for evaluating these summary relation-
ships between variables. For example, consider the situation 
where some plots are treated with herbicide and others are 
untreated, and species are determined to be present or ab-
sence on each plot. Data from this study could be evaluated 
using a contingency table analysis as shown in Table 2.2.
 In this case, the response variable (species presence) has 2 
categories. Perhaps there is interest in the odds ratio as an-
other descriptive statistic. Following the example in Agresti 
(1996:24), for treatment plots the odds of  species presence is 
0.337 (621/1,840), whereas for the control plots the odds of  
species presence is 0.065 (193/2,965). Thus, the sample odds 
ratio is 5.18 (0.337/0.065), showing the odds of  species pres-
ence in treated locations was approximately 5 times higher 
than the odds value of  the control group. In addition to 
odds analysis, there are several other contingency table anal-
ysis approaches, including looking at differences in propor-
tions, relative risk, and chi-squared or likelihood-ratio tests, 
all of  which work for 2 × 2, 3-way, and higher level contin-
gency tables (see Agresti [1996, 2007] for additional details 
on categorical data analysis).

Comparative Analyses
Wildlife field studies often focus on comparing responses 
from different groups and determining whether there is a 
relationship between there groups. The chi-squared test χ2 
is a statistic evaluating how well the data conform to expec-
tations under the null hypothesis that no association be-

tween the observed and expected data (row and column 
variables) exist. The chi-squared test statistic is the sum of  
the squared differences between the observer and expected 
data divided by the expectation data: 

 Σ(Observed – Expected)2

χ2 = ———————————— .
 Expected

Consider the data in Table 2.2 showing the relationship be-
tween counts of  species being present in treatment and con-
trol study plots. A simple chi-squared test on these data pro-
vided a test statistics of  406.72 on 1 degree of  freedom and a 
P-value of  0.05; thus, the null hypothesis of  no relationship 
between the row and column data is rejected. Nearly all sta-
tistical textbooks cover chi-squared testing in detail, so no 
further elaboration on the methodology is given here. 
 As discussed above, scientists classify data based on some 
set of  characteristics that are deemed important. Some of  
these classifications could include things like vegetation type 
(woodland or grassland) or areas that have undergone treat-
ments, such as prescribed burning the previous year (yes, 
no). Additional classifications could be based on characteris-
tics specific to individuals in the population (e.g., age of  in-
dividuals, sex of  individuals, and reproductive status). Often 
the interest is in determining whether biologically signifi-
cant differences exist among individuals in different classes. 
As a simple example, consider the data in the Length col-
umn shown in Table 2.1. Assume, for the sake of  an exam-
ple, the first 10 records are a simple random sample from 
population A, and the second 10 are a simple random sam-
ple from population B. The hypothesis is there is no differ-
ence between the 2 populations. Thus, it would be appro-
priate to use a 2-sample t-statistic to evaluate whether the 
means were statistically (and biologically) different: 

 (x̄1 – x̄2
)

t = ——————— ,
 (s1

2) (s2
2)

 [—— + ——] √ n1 n2

where x̄i is the estimated mean for population i, si
2 is the esti-

mated variance for population i, and ni is the sample size for 
population i (i = 1, 2). Using the data discussed above, the 
t-statistic is –2.0635 with a CI of  –22.06 to 0.0025, which 
overlaps zero, indicating the null hypothesis, H0:µ1 = µ2

 or 
the 2 means were different, could not be rejected. There is a 
variety of  t-statistic procedures for equal and unequal vari-
ances, 1- and 2-tailed tests that can be found in most statisti-
cal texts (e.g., Moore and McCabe 1993). 
 A corollary to using a simple t-test to evaluate differences 
between population means also could be to use a one-way 
analysis of  variance (ANOVA; Moore and McCabe 1993, 
Venables and Ripley 2002). ANOVA is used to evaluate the 
null hypothesis that all (≥2) population means are equal ver-
sus the alternative—they are not equal. Thus, ANOVA could 
be used to compare the means from several populations and 
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test the statistical hypothesis there is no difference in the 
means of  several populations. In the simple case described 
in the t-test example, use of  an ANOVA would provide the 
same result as the t-test, for the t-test is the same as an ANOVA 
comparing only 2 means. One should use a t-test if  only 2 
means are compared and an ANOVA when 3 or more means 
are compared. Never use a t-test to compare more than 2 
means. ANOVA should be used cautiously: inferences should 
not focus on whether differences exist, because those hypothe-
ses are spurious ( Johnson 1999), but the magnitudes of  those 
differences are relevant. ANOVA is a widely used statistical 
procedure both in and outside of  wildlife ecology and also can 
be found in most general statistical texts. Thus no further elab-
oration on ANOVA approaches is presented here. 
 Sometimes it is not germane to examine whether 2 vari-
ables are the same, but whether they show a positive or neg-
ative relationship. For example, interest may be in whether 
age and antler growth are positively correlated over the life 
cycle of  a white-tailed deer (Koerth and Kroll 2008), or 
whether mate choice and reproductive success of  long-tailed 
paradise whydah (Vidua interjecta) is related to such charac-
teristics as tail feather length (Oakes and Barnard 1994). A 
statistical correlation provides insight into whether the rela-
tionship between 2 variables is positive or negative and the 
strength of  that relationship. Positive correlation occurs when 
2 variables change in the same direction; a negative correla-
tion occurs when 2 variables change in opposite directions, 
such that an increase in one is accompanied by a decline in 
the other. Correlation is often measured using the correla-
tion coefficient r:

 (nΣxy – [Σx][Σy])
r = —————————————— .

 √n(Σx 2) – Σ(x)2  √n(Σy2) – Σ( y)2

 As seen from the formula, the correlation coefficient’s 
ranges from –1.0 to 1.0 and provides an indication of  the 
strength of  the relationship between the variables. The closer 
to –1.0 or 1.0 the value of  r is, the stronger is the relation-
ship is between the variables. There is a variety of  rules of  
thumb for interpreting correlation coefficients, but values 
–0.5 and >0.5 are considered to indicate fairly strong rela-
tionships between the variables. Note, however, that corre-
lation coefficients should not be used to detail causation 
(e.g., the value of  y is predicted by the value of  x). Variables 
can be correlated and not have a predictive relationship. For 
determining predictive relationships between variables, see 
the section on linear regression later in the chapter. 
 It is important to discuss covariance, because correlation 
and covariance do not provide the same value. Although 
both measure the extent to which 2 variables vary together, 
covariance is defined as 

Cov(x, y) = E[(X – µx) – E(X – µy)],

where Cov(x, y) measures the linear relationship between x 
and y, but its magnitude does not have meaning, as it de-

pends on the variability in x and y (Mood et al. 1974). The 
correlation coefficient is the covariance divided by the prod-
uct of  the standard deviations of  x and y, and it thus pro-
vides a better, albeit unitless, measure of  the linear relation-
ship between x and y. Note that when 2 random variables 
are independent, the covariance is zero, but the inverse does 
not hold as a covariance of  zero does not imply indepen-
dence (e.g., when x and y vary in a nonlinear fashion; Mood 
et al. 1974).

Linear Regression
Ecological variables can be correlated, such as relationships 
between vegetative communities and soil types, or age and 
body size, but the 2 variables should not be expected to be 
entirely dependent on each other. When it is reasonable to 
assume functional dependence between 2 variables (Zar 1996), 
linear regression becomes an option ecologists can use to 
evaluate relationships between the variables. In linear re-
gression the response or dependent variable is assumed to 
be a function of  the predictor variable(s) (also called explan-
atory, covariate, independent, or descriptive variables; Har-
rell 2001). Thus, a general interest in linear regression is de-
termining how changes in the response variable are predicated 
on changes in the predictor variable. 
 Consider the relationship in the data shown in Table 2.1 
and the resulting scatter plot in Figure 2.4. The coupled mea-
surements ( y1, x1), ( y2, x2), . . . , ( yn, xn) were made on the 
same experimental unit, leading to the belief  these data 
warrant further examination focusing on the general ques-
tion: how much does the value of  Y (column vector of  re-
sponse data) change for a 1 unit change in X (column vector 
of  explanatory data)? The typical model form used to evalu-
ate this type of  data is a simple linear regression model:

Y = β0 + β1(X) + ε,

where β0 is the model intercept, β1 is the model slope (for 
the linear line), and ε is the model residual (error) term. For 
this model, the values of  β0, β1, and ε are all unknown quan-
tities, however, β0 and β1 are fixed values and can be esti-
mated based on the data in Table 2.1. Thus, the objective is 
to use the data collected to estimate the regression parame-
ters. By inserting these regression parameters into a linear 
regression model,

Ŷ = β̂0 + β̂1X + ε̂,

the mean value of  Ŷ across a range of  values for X can be 
predicted. Estimating the regression parameters is a fairly 
simple task that requires a bit of  calculus and basic algebra. 
Following the examples outlined in Draper and Smith 
(1998) and Harrell (2001), the method of  least squares is one 
approach to estimating these regression parameters. For ex-
ample, given all the underlying assumptions (see below), 
the sum of  squares for the deviation from the true regres-
sion line (sum of  squares function) is given by



  bret  a .  collier  and thomas  w.  schwertner

 n n

C = Σε1
2 = Σ(Yi – β0 – β1Xi)2,

 i=1 i=1

Using calculus and following Draper and Smith (1998:23–
24), C is differentiated with respect to β0 and β1:

 ∂C n ∂C n

—— = –2Σ(Yi – β0 – β1Xi) and —— = –2ΣXi(Yi – β0 – β1Xi).
 ∂B

0 
i=1 ∂B

1 
i=1

Setting the resulting values equal to zero gives

 n n

Σ(Yi – β̂0 – β̂1Xi) = 0 and ΣXi(Yi – β̂0 – β̂1Xi) = 0,
 i=1 i=1

which can be solved for β̂1 by using algebra:

 (ΣXiYi – [(ΣXi)(ΣYi)]/n) Σ(Xi – X̄)(Yi – Ȳ )
β̂1 = —————————— = ——————— .

 Xi
2 – (ΣXi)2 Σ(Xi – X̄)2

 (Σ —————)  n

Knowing β̂1 one can solve for β̂0:

β̂0 = Ȳ  – β1X̄ .

 As an example of  linear regression, consider the data in 
Table 2.1 relating the size of  white-tailed deer antlers with 
the deer’s body weight. A quick perusal of  these data sug-
gests a positive relationship between deer weight and antler 
size that follows a straight (linear) trend (Fig. 2.4). One way 
to examine these data is by using linear regression analysis, 
where β̂0 is the intercept along the y-axis and β̂1 is the slope 
of  the linear line. The hypothesis being tested supposes the 
slope of  the line is statistically equal to zero (a flat line): 
therefore, there is no predictable relationship between body 
weight and antler size. Thus, the alternative hypothesis (HA: 
β̂0 ≠ 0) posits there is such a relationship. The method of  
least squares seeks to find an appropriate equation for a 
straight line that minimizes the square of  the vertical dis-
tances between each data point and the predicted line 
(Draper and Smith 1998; Fig. 2.6). Using the data outlined in 
Table 2.1, values for the intercept (β̂0 = 67.70) and the slope 
(β̂1 = 2.056) are estimated. 
 The value for the intercept is an estimate of  the mean 
size of  antlers given a body mass of  zero. A weight of  zero 
means nonexistence, but it is important to show what can 
go wrong (this model predicted 67 cm of  antler on an indi-
vidual weighing 0 kg). It is important to recognize that ex-
tending the predictive model beyond its data can lead to 
nonsensical results (Guthery and Bingham 2007). In this 
case a zero-intercept model likely should have been devel-
oped, where the regression line is forced through zero 
(Draper and Smith 1998). 
 The sign on the slope parameter is positive, so an in-
crease in weight results in increased in antler size. In addi-
tion, given the resulting t-statistic for evaluating the hypoth-
esis HA:β̂1 ≠ 0 (t = 5.498, P <0.05) there is evidence the slope 

is not equal to zero, indicating a relationship between antler 
size and weight. 
 General approaches to linear regression and tests of  hy-
potheses regarding slopes have been the workhorses of  wild-
life ecology studies. Hundreds (if  not thousands) of  papers 
and books have been published focused on methods associ-
ated with regression techniques, so no further technical de-
tails are discussed here. 

Multiple Regression
Approaches used for simple linear regression also can be ap-
plied to multivariable models (often called multiple or multi- 
variate regressions). Multivariable models are defined as a 
regression in which ≥2 predictor (x) variables are used in a 
model having the form 

Ȳ  = β̂0 +  β̂1X1 + β̂2X2 + ε̂,

where the regression parameter definitions are the same as 
previously described: the multiple values for β̂i represent the 
predicted rate of  change in the response variable for a 1-unit 
change in the predictor variable xi when all other values of  xi 
are held constant. Note the column vector X is now sub-
scripted to have >1 column of  data; hence it is now a matrix 
containing the data collected in the field. The β̂i in a multiple 
regression are interpreted the same way as in a univariate lin-
ear regression: they represent the effect of  the predictor vari-
able on the response of  interest. Using a multiple regression, 
the researcher has the ability to construct (often very) com-
plex models that represent hypotheses relating the predictor 
variables to the response. Consider the data in Table 2.1. Us-
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Fig. 2.6. Example of a regression line showing the minimized 
vertical distance between each data point and the regression line.
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ing a multiple regression framework, the response (antler 
size) can be modeled as an “additive effect” of  2 predictor 
variables (deer weight, hoof  length):

Ŷ = β̂0 + β̂1weighti
 + β̂2lengthi

 + ε̂.

Substituting the estimated parameters for the intercept 
77.79), slope for the effect weight (1.07), and slope for the ef-
fect of  length (1.004) into this equation gives

Ŷ = 79.77 + 1.07 weighti
 + 1.004 length

i
.

 Using the above formula, the effect of  weight on antler 
size can be predicted, assuming a fixed value for length or 
vice versa. Biological reasons suggest an additive effect, but 
there also may be an interactive effect: 

Ŷ = β̂0 + β̂1weighti
 + β̂2lengthi

 + β̂3weighti
 lengthi

,

from which parameters for the main effects (weight and 
length) and the interactive effect β̂3 of  weight times length 
can be estimated. Note, when dealing with an interactive ef-
fect, the necessity of  modeling and interpreting main effects 
is unimportant (Venables 1998). The variables interact in 
some form, so the potential impacts of  one predictor by it-
self  on the response of  interest is uninteresting, as the data 
show the interaction exists and is biologically important. 
Tests of  main effects when interactive effects are present are 
unwise and likely will give spurious answers. The potential 
range of  predictor variable structure is wide, as there are  
biological reasons to model univariate, multivariate, or per-
haps polynomial effects in the regression function (quad- 
ratic or cubic models; Guthery and Bingham 2007) to better 
understand the relationship between predictor variables and 
biological response. Regression modeling in wildlife sciences 
is more complex than presented here (for example, non- 
linear regression models are not discussed). For the inter-
ested reader, Draper and Smith (1998), Harrell (2001), and 
Venables and Ripley (2002) are recommended. Each covers a 
wide array of  regression modeling approaches, including 
detailed discussion of  regression assumptions and specific 
diagnostics for model checking and validation. 

Some Vagaries of Regression
It is important to mention that regression is not an end, but 
rather a means to an end. There is a wide variety of  as-
sumptions used in regression analysis (Draper and Smith 
1998, Harrell 2001), many of  which can affect the accuracy 
of  the inferences made from regression modeling. Although 
it is one of  the powerful tools in the ecologist’s toolkit, if  
used improperly, it can provide spurious results (Guthery 
and Bingham 2007). As shown above, in many cases regres-
sion can give improper answers even when the model is ap-
propriate, but there is, in theory, a true zero. Zero-intercept 
regression models, or models that do not estimate the y-
intercept (commonly shown in regression equations as β̂0) 
are applicable when the response variable y must be 0 when 

the predictor variable x = 0 (e.g., our example above). How-
ever, note that regressions that enforce a zero intercept do 
not conform to the standard assumptions of  minimizing the 
square of  the distances between the regression line and the 
individual data points used to determine the line; hence sta-
tistics like R2 are inappropriate. Thus, this model requires 
some additional study regarding the general assumptions of  
regression-based modeling, which is beyond the scope of  
this chapter.
 What information should be presented when providing 
results from a modeling exercise in which regression model-
ing of  some sort was used? Often it is not enough to just 
show or discuss the general form of  the model used (e.g., “I 
used regression analysis to evaluate the effects of  insect 
abundance on avian body mass”), or in the case of  compet-
ing candidate models, to only show a table with associated 
model selection statistics (Burnham and Anderson 2002). 
Obviously a one-size-fits-all approach would be ill advised, 
but there should be a minimum amount of  information re-
garding regression modeling results provided. First, a com-
plete description of  the model(s) used and the logic behind 
why each model was chosen should be given. This informa-
tion should include the biological reasoning behind why 
certain relationships (additive, interactive, polynomial, etc.) 
were used. Output from the model should include esti-
mates of  the model coefficients β̂

i
 and associated standard 

errors or CIs, or in the case of  a set of  models, model-aver-
aged estimates of  the regression parameters and associated 
unconditional standard errors. In addition, as reproducibil-
ity of  research results is the essence of  the science method, 
the range (min, max) of  the data used to estimate the re-
gression parameters should be provided, which would en-
sure inferences are not being made from a model outside 
the viable range of  the data (Harrell 2001, Guthery and 
Bingham 2007, Guthery 2008). Although often not shown, 
plots of  regression diagnostics (Harrell 2001, Venables and 
Ripley 2002) can be used as supporting evidence for regres-
sion assumptions.

Generalized Linear Models
Data collected in wildlife biology studies often do not con-
form to the standard normal distribution assumed when im-
plementing ANOVA or linear regression models. Thus, the 
focus should be on generalized linear models. Generalized 
linear models aggregate a wide variety of  approaches, such 
as linear regression and ANOVA for continuous responses 
(as seen above), as well as models for categorical data, in-
cluding binary responses and count data (logistic regression 
and log-linear models respectively; see below). Agresti (1996: 
72–73) and Venables and Ripley (2002:183) noted that gener-
alized linear models have 3 components: 

1.  a random component that specifies the distribution of  
the response variable
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2.  a systematic component that specifies the explanatory 
variables to be used to predict the response, and

3.  a link function that specifies the relationship between 
the random and systematic components. 

 Linear regression and ANOVA models for continuous re-
sponses are special cases of  generalized linear models, so no 
time will be spent on them here (see Agresti 1996:73). In 
short, if  a Gaussian (normal) distribution is assumed for the 
random component and an identity link for the link func-
tion, then a generalized linear model is equivalent to using a 
standard linear regression model. 
 If  the data were nonnormal (binomial, counts, ordinal, 
etc), generalized linear models can be used to evaluate the 
effect of  predictor variables on the response. Nonnormal 
data fall in a wide range of  categories, but for the sake of  
this discussion, we consider categorical data and couch the 
examples as categorical data analysis. Although perhaps not 
immediately obvious to most wildlife ecologists, categorical 
data analysis, especially logistic regression, and associated 
statistical theory underlie a wide range of  approaches to pop-
ulation parameter estimation. 
 Categorical data can exist in several forms. For example, 
it can be information on the presence or absence of  a spe-
cies at a given location or binomial data on whether the 
study subject is alive or dead. It might be represented simply 
as zeroes and ones. Categorical data also can include fre-
quency of  occurrence, such as counts of  individuals over 
time (which theoretically have Poisson distributions), or stages 
of  various ecological systems relative to some value of  in-
terest (emergent, senescence, etc.; Morrison et al. 2008). 
Categorical data can be either nominal (order is unimport-
ant) or ordinal (order is important), and models constructed 
for nominal data can be applied to ordinal data, but not the 
reverse. Categorical data are often considered as qualitative 
(rather than quantitative) data, because categorization does 
not imply quantitative data. 
 The nature of  wildlife research ensures that most infor-
mation collected by ecologists is structured in a categorical 
framework. Hence most of  these data analyses rely on the 
application of  generalized linear models wherein the re-
sponse and predictor variables are related via a link function 
(Agresti 1996). Using a linear regression model (as described 
previously), the approach is to model the effect of  some pre-
dictor variables X on the response Y, where the expected 
value of  Y is a linear function of  X (Hosmer and Lemeshow 
2000, Harrell 2001). However, when the response values fall 
between 0 and 1, as do most parameters of  interest in wild-
life ecology, other modeling options are needed. The logis-
tic regression (a specific form of  generalized linear models) 
function for binary (0, 1) responses and quantitative predic-
tor variables is

 π(x)
logit[π(x)] = log (———— ) = α + β(x).

 1 – π(x)

 Logistic regression is used for capture–mark–recapture 
and survival analysis (wherein the response of  interest is bi-
nomial: capture or not, alive or dead), resource selection 
and habitat use evaluations (Boyce and McDonald 1999, 
Manly et al. 2002), and distribution studies (MacKenzie et al. 
2006), among many others. Using this formula, the proba-
bility will either increase or decline as a function of  the lev-
els of  the predictor variable X. For example, consider some 
data of  interest in determining whether weight at capture 
affects fawn survival over some predetermined period (Lomas 
and Bender 2007, Pojar and Bowden 2004). Using a logistic 
regression on a set of  hypothetical data, parameters for the 
intercept (0.3) and the slope (0.6) are estimated. The logistic 
equation for these parameters is

 e(α+βx)

π(x) = ————— ,
 1 + e(α+βx)

where π(x) is the predicted probability (of  survival) based 
on the β estimate from the regression equation. Using the 
above parameter estimates and assuming a value for weight 
(which is the predictor variable) of  3 kg, then estimate the 
probability of  survival is

 e0.3+0.6(3)
π(x) = ————— = 0.8909.

 1 + ε0.3+0.6(3)

 Using this equation, π(x) increases as X increases (Fig. 
2.7). Logistic regression also is amenable to the use of  sev-
eral explanatory variables (multiple logistic regression), where 
both quantitative (e.g., weight or length) and qualitative 
(e.g., site or species) variables can be used for evaluation 
(Agresti 1996). 
 In addition to the analysis of  binary data, logistic regres-
sion also can be used for evaluation of  unordered and or-
dered multicategory data. These multicategory logit models 
assume the response (Y) values have a multinomial distribu-
tion and describe the results as the odds of  response in one 
category instead of  a different category (Agresti 1996). For 
ordered data, the interest is in the probability the response Y 
falls in some category j or below, where the cumulative 
probabilities reflect the category ordering (see Agresti [1996, 
2007] for a detailed discussion of  multicategory analysis in a 
logistic framework). 
 Many ecological studies have count data as the response 
of  interest, such as number of  individuals heard or seen 
during a survey, number of  parasites found on captured in-
dividuals, or number of  offspring successfully recruited each 
year. Analysis of  these data types is typically accomplished 
using Poisson regression (Agresti 1996). In this case, the count 
data are assumed to follow a Poisson distribution, which is 
unimodal and has a positive parameter that is both the 
mean and variance of  the distribution (Venables and Ripley 
2002). Poisson regression models define the log of  the mean 
using the log-link function, although an identity link also 
can be used (Agresti 2007). For a simple overdispersion pa-
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rameter D (which summarizes the amount of  dispersion rel-
ative to a standard Poisson regression using 1 predictor vari-
able), the Poisson model has the form

log µ = α + βx,

where a increase of  1 unit in the predictor variable has a 
multiplicative effect. For example, exponentiating the above 
formula (following Agresti 2007) gives

µ = eα(eβ)x,

which shows if  β > 0, then eβ > 1, so the mean of  Y increases 
as X increases, and if  β  0, then the mean of  Y decreases as 
X increases. Note that count data exhibit greater variability 
than would be expected if  the true underlying distribu- 
tion were known, a phenomenon called overdispersion. 
One method for evaluating overdispersion is to use negative 
binomial regression, wherein an additional parameter is avail-
able, allowing the variance to exceed the mean (Cox 1983). 
 Outside a purely predictive framework, certain approaches 
to categorical analysis can be used to evaluate patterns of  
association among categorical variables (Agresti 2007). Log-
linear models are useful for the analysis of  contingency ta-
ble that cross-classify individuals into several categorical 
groups. Interested readers should see books by Agresti (1996, 
2007) for details on log-linear modeling approaches and pa-
rameter evaluation. These models are useful when ≥2 vari-
ables are considered to be response variables, such as how 
various vegetative characteristics, fire effects (e.g., charring 
height), food abundance, and avian foraging behaviors are 
associated under different fire regimes (Pope et al. 2009) or 
the relationships between wetland size, isolation, and forest 
cover (Pearce et al. 2007).
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Bayesian Analysis
A more recent entrant into the field of  wildlife biology is 
the application of  Bayesian methods (Gelman et al. 2003, 
Lee 2004, Albert 2007, Congdon 2007) to the analysis of  
biological data (Link and Barker 2009, Kery 2010). Bayes-
ian analysis differs from the classical approach to analysis 
in several ways; however, in many cases results from either 
analysis will be approximately equal. Classical approaches 
as outlined in this chapter view biological data as the ob-
served realization of  stochastic systems. Classical (fre-
quentist) statistics assume the parameters used to de-
scribe data are fixed and unknown and that uncertainty 
can be evaluated based on long-run assumptions about the 
distribution of  the data based on hypothetical repeated ex-
periments. In contrast, Bayesian approaches estimate the 
conditional probability distribution of  a parameter of  in-
terest, given the data and a model, and base statements re-
garding uncertainty on the posterior distribution of  that 
parameter. Likely, the simplest explanation comes from 
Bolker (2008:15): “Frequentist statistics assumes there is a 
‘true’ state of  the world . . . which gives rise to a distri- 
bution of  possible experimental outcomes. The Bayesian 
framework says the experimental outcome (what actually 
happened) is the truth, while the parameter values of  hy-
potheses have probability distributions.”
 The foundation for Bayesian inference is Bayes’s theo-
rem, which relates the probability of  occurrence for one 
event with the probability of  occurrence for a different 
event. For example, assume 2 events, A and B: what is the 
probability of  event A occurring given that event B has oc-
curred? The theorem states the probability of  A occurring, 
given that B has occurred, is
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 P(B|A)P(A)
P(A|B) = ————— .

 P(B)

 But, what does this mean? Here is an example to help ex-
plain. When working on Bayesian statistics, it is sometimes 
easier to think about the conditional probabilities as hypoth-
eses (Lee 1997, Bolker 2008). Adopting that idea here and re-
writing the above theorem gives 

 P(d|H)P(H)
P(H|d) = ————— ,

 P(d)

where H is the probability of  the hypothesis occurring and d 
is the set of  data collected. Now assume there are 2 compet-
ing hypotheses H1 and H2: which is most likely (Hi|d), given 
the data? When using a Bayesian analysis, the assumption is 
made that P(Hi) is the prior probability of  the hypothesis, or 
the belief  in the probability of  that hypothesis before field 
data collection. For now assume the hypotheses are equally 
likely and thus set the prior probability for both at 0.50. As-
sume that some data have been collected in the field and 
based on these data, the probability of  d occurring if  H1 is 
true is 0.15, and the probability of  d occurring if  H2 is true is 
0.25. Using the above formula, the posterior probability of  
H1 occurring given d is

 (0.15 × 0.5) 0.075
P(H1|d) = —————————— = ——————— 

 [(0.15 × 0.5)(0.25 × 0.5)] (0.075 + 0.125)

 0.075 = ——— = 0.375,
 0.20

and the posterior probability of  H2 occurring given d is

 (0.25 × 0.5) 0.125 
P(H2|d) = —————————— = ———————

 [(0.25 × 0.5)(0.15 × 0.5)] (0.125 + 0.075)

 0.125 = ——— = 0.625.
 0.20

The sum of  the posterior probabilities is 1 (0.375 + 0.625), 
because the value of  P(d) (the unconditional probability of  
observing the data) is actually the sum of  the probabilities 
of  observing the data under any of  the posited hypotheses 
(Bolker 2008). Thus, one way to look at P(d) is as

 Hi

ΣP(d|H
i
)P(H

i
),

 h=1

or the sum of  the likelihood of  each hypothesis P(D|Hi) 
times the unconditional probability of  that hypothesis oc-
curring P(Hi) (Lee 1997). Interestingly, one of  the primary is-
sues historically associated with Bayesian statistics was the 
difficulties estimating the denominator P(d), because in most 
common applications this term contains intractable high- 
dimensional integrals (Gelman et al. 2003). Thus, other ap-
proaches are needed so that Bayesian theory can be applied 
to general problems in wildlife biology. Luckily, such an ap-

proach exists in Markov chain Monte Carlo methods (MCMC; 
Casella and George 1992; Spiegelhalter et al. 2003, 2004). 
MCMC sampling is a complex topic requiring special soft-
ware (e.g., WinBUGS; Spiegelhalter et al. 2004) and an intui-
tive knowledge of  how to algebraically structure and code 
appropriate statistical models beyond the scope of  this  
chapter. For the interested reader, Bolker (2008), Royle and 
Dorazio (2008), Link and Barker (2010), and Kery (2010) 
provide a unique perspective on Bayesian analysis for eco-
logical studies.

Survival Analysis
In its most general sense population dynamics is a function 
of  3 variables: population size, survival of  individuals in the 
population, and recruitment of  young into the population. 
Repeated measures of  population size over time may pro-
vide insight into the population trajectory, but they do not 
provide information on what biological processes are driv-
ing variability in the population and contributing to changes 
in its size over time (Williams et al. 2002a). Considering the 
wide variety of  research wildlife ecologists conduct, the 
topic that occurs most frequently is species demography—
more specifically, species survival. Statistical estimation of  
survival has a rich history in wildlife ecology and has seen a 
variety of  methodological approaches developed for sur-
vival estimation (see Williams et al. [2002a] for a review of  
methods typically used in wildlife; also see Kleinbaum [1996], 
Hosmer and Lemeshow [1999], and Therneau and Grambsch 
[2000] for additional approaches).
 Survival analysis, or time-to-event modeling, is a set of  
statistical methods for evaluating how various factors affect 
the length of  time it takes for an event to occur (Kleinbaum 
1996, Hosmer and Lemeshow 1999). Events in models can 
include not only mortality, but also speed of  return to a lo-
cation (e.g., site fidelity), time taken for growth to occur af-
ter a habitat treatment, or time needed for incidence of  dis-
ease to occur or go into remission, or any other experience 
that may affect an individual (Morrison et al. 2008:182). The 
primary focus in wildlife research is estimation of  survival Ŝ 
or apparent survival φ for the time frame of  interest. The 
first survival estimate (Ŝ: the probability that an individual 
survives a specific time period) differs from the second (ap-
parent survival φ:  the probability the individual survives a 
specific time period and is available for relocation in the 
study area of  interest). Survival estimates typically come 
from populations that are studied using radiotelemetry 
(White and Garrot 1990), for which the probability of  relo-
cating and correctly classifying the state (alive or dead) is 1. 
In contrast, apparent survival estimates typically occur in 
studies using capture–mark–recapture designs, for which 
the probabilities for relocation, state assignment, and recov-
ery are less than 1. 
 Studies of  survival in wildlife ecology typically rely on data 
collected from radiotagged individuals (Winterstein et al. 
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2001); thus, analysis of  those data is the focus of  the rest of  
this section. However, the approaches described here are 
equally applicable to any time-to-event modeling in which 
the probability of  locating the individual is 1, including anal-
yses of  such topics as nest survival (Dinsmore et al. 2002). 
There is a wealth of  literature available for evaluating sur-
vival under capture–mark–recapture designs, so these de-
signs will not be covered here in any detail. The interested 
reader can review Williams et al. (2002a) and Thomson et al. 
(2009).
 There are 3 basic survivorship functions that are used in 
analysis of  time-to-event data (Venables and Ripley 2002). 
Each function is related, and all rely on the random variable 
T, which indicates the length of  time before a specific event 
(e.g., death) occurs. Each survivorship function is impor-
tant, because modeling can be conducted with each func-
tion in mind. These 3 survivorship functions are (Venables 
and Ripley 2002, Morrison et al. 2008:183):

•   S(t) = Pr(T > t) is the most common survivorship func-
tion. It describes the probability that an individual sur-
vives longer than time T, estimated as the proportion 
of  individuals surviving longer than t. 

•   f(t) = 1 – S(t) or f (t) – dF(t)/dt = –dS(t)/dt. This func-
tion is the probability density function for the time un-
til an event occurs, usually referred to as the failure time 
distribution.

•   h(t) = f (t)/S(t). This function is the hazard function 
and is usually interpreted as the conditional probability 
of  failure rate.

 Following the example in Morrison et al. (2008:183), the 
estimator probably best known to ecologists is the basic Ka-
plan-Meier product limit estimator (Kaplan and Meier 1958, 
Pollock et al. 1989):

 J diŜ(t) = Π(1 – —),
 α=1 

r
i

which is the product of  J terms for which a < t, given that aj 
are discrete time points ( j) when death occurs, dj is the 
number of  deaths at time j, and rj is the number of  animals 
which are at risk at time j. Estimating the probability of  sur-
viving from time 0 to a1 (where a1 is the interval during 
which the first death occurs) is 

 d1Ŝ(a1) = 1 – (—), r1

and the probability of  surviving from the time period of  the 
first event a1 to that of  second event a2 is simply 1 – d2/r2. 
Therefore, Ŝ(a2

), or survival until the end of  the second time 
period, is simply the product of  these 2 terms:

 d1 d2Ŝ(a1) = (1 – —)(1 – —), r1 r2

which can then be expanded to an occasions. A simple graph 
can then be constructed showing the Kaplan-Meier survival 
curve, also known as a step function (Fig. 2.8).
 These studies focus on whether there are significant 
(based on biological or statistical criteria) differences in sur-
vival between 2 or more groups (e.g., age, sex, and loca-
tion). A log-rank test is usually used in this approach to eval-
uate whether survival differs among groups, although 
several other tests are available (Kleinbaum 1996, Hosmer 
and Lemeshow 1999). 
 Another approach gaining favor in wildlife sciences is the 
use of  regression modeling for survival data. Available in 
many forms, regression modeling of  survival data is useful 
as “biologically plausible models may be easily fit, evalu-
ated, and interpreted” (Hosmer and Lemeshow 1999:1). 
The Kaplan-Meier approach focused on the probability of  
surviving past some time t, in other words, the probability 
of  not failing. For regression modeling, the focus shifts to 
the hazard function: the rate at which failure is expected to 
occur, given the individual has survived to time t (Hosmer 
and Lemeshow 1999, Therneau and Grambsch 2000). The 
hazard function h(t) is related through the abovementioned 
survivorship functions to S(t): when survival goes up, haz-
ard will decline (Kleinbaum 1996). The Cox proportional 
hazard model (Cox 1972, Cox and Oakes 1984) is a nonpara-
metric modeling approach to survival analysis in which the 
hazard of  mortality at some time t is a product of  2 statisti-
cal quantities: the baseline hazard function h0(t) and the ex-
ponential expression e( Σ

n

i=1
βi

x
i), where the summation is over

the n explanatory variables (Kleinbaum 1996, Therneau and 
Grambsch 2000). The baseline hazard is a function of  time 

S
u

rv
iv

a
l 
p

ro
b

a
b

ili
ty

Time

0 10 20 30 40 50 60

0.0

0.2

0.4

0.6

0.8

1.0

Fig. 2.8. Example of a Kaplan-Meier step function survival curve 
for 2 sexes (shown as dotted and solid lines).
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t, whereas the exponential expression is a function of  the 
explanatory data, but not time. Under this model, measur-
ing the effect of  the explanatory data on the hazard function 
uses the ratios of  the βs for individuals with one specific set 
of  predictors relative to individuals with a different set of  
predictors. The Cox proportional hazard approach to re-
gression modeling of  survival data is fairly complex. How-
ever, it has been at the forefront of  much survival analysis in 
a wide variety of  fields, and new approaches and extensions 
to the theory are now being developed. For those interested 
in detailed discussions of  this approach, outside the peer- 
reviewed literature, Kleinbaum (1996) provides a nice initial 
review with examples; Hosmer and Lemeshow (1999) and 
Therneau and Grambsch (2000) delve into the mathemati-
cal and theoretical details and provide a wide discussion 
ranging from model development to time-dependent co-
variate modeling. 
 A few general remarks about survival analysis in wildlife 
ecology are in order. Certain criteria must be met for data 
analysis to be appropriate. Several are presented here, and 
interested readers should consult Pollock et al. (1989), Tsai 
et al. (1999), and Williams et al. (2002a) for further informa-
tion. First, the radiotagged individuals being monitored 
must be randomly selected from the population of  interest. 
It is assumed the survival times of  individuals are indepen-
dent of  one another and the marks (radiotags) do not affect 
survival. Second, survival should be estimated for a biologi-
cally relevant time frame. It makes little sense to estimate 
daily survival (time step of  1 day) for a study on elephant 
survival covering 25 years, because most daily survival esti-
mates will be 1.00. The model will be overparameterized 
(too many parameters for too little data), and the results 
will be unwieldy. Rather, survival studies should be de-
signed such that at least 1 event (mortality) is expected in 
each sampling period under study. Third, the concept of  
censoring (Tsai et al. 1999) also must be addressed. Censor-
ing occurs when the information collected from an individ-
ual is incomplete. Hence, censoring occurs when survival 
times are not known exactly. There are 3 types of  censoring 
—right, middle, and left censoring (Morrison et al. 2008:182), 
each addressing a time period in which complete informa-
tion on the individual in question is not available. Potential 
causes of  censoring are various, ranging from radiotag fail-
ure or loss to temporary or permanent emigration (Morri-
son et al. 2008). Careful study design, especially involving 
the use of  pilot studies, can help identify areas where cen-
soring may be more likely and can help investigators decide 
on the best course of  action for reducing the effects of  cen-
sored observations. 

Mixed Effects Models
Mixed effects models are a class of  models that allow for the 
analysis of  data displaying some correlation in their struc-
ture. Mixed effects models are so named because they incor-

porate both a fixed effect and a random one (Venables and 
Ripley 2002, Pinheiro and Bates 2004). Fixed effects are those 
whose levels in an analysis represent all potential levels of  
interest in making inferential statements. Random effects 
are defined as those whose levels in an analysis represent 
what is expected in a random subset of  all plausible levels of  
the effect. Usually mixed effects models are used when data 
are collected by using repeated measures on the same sam-
pling units (measurements of  individual growth over time, 
counts of  species at specific locations over time, etc.). 
 There are 3 general model structures: linear mixed- 
effects models, nonlinear mixed-effects models, and general-
ized linear mixed-effects models. Linear mixed-effects mod-
els are similar to the previously mentioned linear models, 
except that linear mixed-effects models incorporate addi-
tional random effects terms for when data are collected re-
peatedly on the same experimental unit (Pinheiro and Bates 
2000). General linear mixed-effects models typically have 
the form

Y = Xβ + Zµ + ε,

where µ and ε are ∼N(0, A) and ∼N(0, C), where A and C 
represent the variance-covariance matrices for the µ and ε 
terms (Breslow and Clayton 1993, Pinheiro and Bates 2004). 
 For some datasets, we are unable to characterize the 
variation using traditional linear modeling methods; thus, 
nonlinear mixed-effects models provide an option when the 
relationship between the response and predictive variables 
varies nonlinearly (Pinheiro and Bates 2004). Nonlinear mixed-
effects models are appropriate when there is variation in the 
overall mean, as well as within and between individuals on 
which data are being collected. A good example of  the use 
of  nonlinear mixed-effects models comes from tree growth 
(Gregoire and Schabenberger 1996). Measurements are taken 
repeatedly on tree bole size over time. Trees grow at differ-
ent rates and show a nonlinear S-shaped growth curve. Given 
they reach a stable size at various times, this nonlinear indi-
vidual growth pattern is easily modeled using nonlinear 
mixed-effects models (also see Littell et al. 2006). 
 When the response variable may not follow a normal 
distribution, rather than use methods transforming the data 
for use with general linear methods, there is the option to 
model the data directly with generalized linear mixed-effects 
models (GLMM). GLMMs are an extension of  generalized 
linear models (see above), in which the response variable is 
related via a link function to the various predictor variables 
(Pinheiro and Bates 2004). GLMMs are most useful when 
the response data are either binary (e.g., 1, 0) or are count 
data, as these nonnormal data types are easily handled via 
link functions and with the relationship within the exponen-
tial family of  distributions (Bolker et al. 2008). Mixed-effects 
modeling is an extremely complicated and often misused 
approach (see Bolker et al. [2008], who found that 58% of  
authors used GLMMs inappropriately); hence caution is sug-
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gested when considering using any such model. The litera-
ture is rapidly advancing with respect to GLMMs (Pinheiro 
and Bates 2004), including likelihood estimation, random ef-
fects modeling, various estimation methods, and Bayesian 
approaches (Kery 2010; see Bolker et al. [2008] for an excel-
lent review of  GLMM applications in ecology).

Community Analysis
Most wildlife research, and thus most wildlife data analysis, 
is focused on measuring and comparing attributes of  indi-
viduals (e.g., mass) or populations of  a single species. How-
ever, biologists often wish to examine the characteristics  
of  wildlife communities composed of  a number of  species. 
Community statistics are useful for this type of  work.
 Many community ecology studies seek to address the 
questions: What is the diversity of  a community (or com-
munities)? How does it change across time, space, or both? 
Although there is some disagreement as to the true ecologi-
cal importance of  biodiversity, increased biodiversity is gen-
erally viewed as a positive community attribute. From this 
foundation, biologists can address several practical questions. 
What will be the effect on biodiversity of  a given manage-
ment activity or environmental perturbation? Which com-
munities should be given highest conservation priority? 
 Magurran (2004) offers a very thorough treatment of  spe-
cies diversity measures. Krebs (1999) also describes several 
species diversity measures and their relative merits. Here we 
discuss some of  the more common techniques and their ap-
plication in wildlife studies.

Species Richness
The most basic approach to assessing diversity is to estimate 
species richness. Species richness is defined as the number 
of  different species in a given community (McIntosh 1967). 
Although the concept is straightforward, its application is 
somewhat more complicated. For the simplest communi-
ties, a complete enumeration of  species may be achieved. 
However, in most circumstances, a complete list of  species 
in a community is rarely possible, given limited time, per-
sonnel, and budget. Moreover, all species richness measures 
are strongly influenced by sample size (i.e., the number of  
individual animals collected from a community). This sensi-
tivity comes about because species are usually not equally 
abundant in a community: a few species are abundant whereas 
most are rare. Thus, as sample size increases, there is greater 
opportunity to capture individuals of  the rare species, in-
creasing the observed species richness. This phenomenon 
makes comparison among communities (or studies) sam-
pled unequally especially difficult, and at the very least, it 
demands that sample size be reported and thoroughly ex-
plained in all species richness studies. Even without these 
limitation, it is usually impossible to determine when all 
species have been identified in a community, leaving even 
the best estimate of  species richness uncertain. 

Species Enumeration
By far the most common method of  estimating species rich-
ness in the wildlife literature is a simple enumeration of  the 
species observed, captured, or detected during the study. In-
explicably, enumeration is often used in cases where rather 
sophisticated analytical methods are used for other aspects 
of  the study. Enumeration provides the minimum number 
of  species present in the community, and thus it will almost 
always underestimate the true richness of  the community. 
Although the degree to which it underestimates the com-
munity richness parameter decreases as sample size increases, 
Hellmann and Fowler (1999) concluded that it was more 
negatively biased than other common richness estimates. 
Although this method may have some value when compar-
ing samples in the same study if  sampling effort is equal 
among sites, it is crude. Most studies could be easily im-
proved employing a more analytically rigorous estimate of  
species richness. 

Richness Indices
Species Indices
Because the number of  species in a sample tends to rise as 
the sample size increases, the first step in developing a use-
ful index of  species diversity is to account for sample size. 
Assume the number of  species S in a sample generally in-
creases approximately linearly as a function of  log N (where 
N is the number of  individuals in the sample; Hayek and 
Buzas 1997). Margalef  (1957) developed the following sim-
ple index of  richness d that takes into account sample size: 

 S – 1d = ——— .
 ln(N)

 Chettri et al. (2005) used Margalef ’s index to compare 
species richness of  bird communities among various forest 
vegetation types in the Himalayas of  India to assess effects 
of  human disturbance on bird diversity. In South Carolina 
Metts et al. (2001) assessed species richness of  herpetofauna 
communities at beaver ponds and unimpounded streams us-
ing this index, finding that beaver activity tended to reduce 
species richness.
 It is important to remember Margalef ’s d is an index of  
species richness, not a richness estimate. As such, it cannot 
be compared with other indices or richness estimates. More-
over, although the use of  ln(N) in the calculation Margalef ’s 
index moderates the effect of  sample size, the index remains 
strongly influenced by N. However, its intuitive nature and 
ease of  use make it suitable for some applications, and it is a 
significant improvement over simple enumeration.

Richness Estimates
Species richness data often are composed of  a number of  
discrete sampling units (e.g., quadrats), in which organisms 
are (hopefully) completely enumerated. Heltshe and For-
rester (1983) stressed that such data are not random samples 



  bret  a .  collier  and thomas  w.  schwertner

of  individuals, but are instead random samples of  spatial 
units. The species richness estimator chosen depends on 
whether the data were collected as one large sample or as a 
number of  smaller samples. Although collecting numerous 
smaller samples is almost always superior to collecting a sin-
gle large sample, below are a number of  richness estimators 
that address each of  these situations in turn. 

Data Collected or Pooled as a Single Sample
Rarefaction
Biologists often want to compare species richness among 
communities by using samples of  different sizes. Because 
species richness increases as a function of  sample size, spe-
cies richness estimated from smaller samples will tend to be 
underestimated relative to those communities from which  
a larger number of  individuals are collected. Rarefaction 
(Sanders 1968) is a method of  standardizing sample size 
among all samples to derive a richness estimate comparable 
among samples. By using the rate at which the species 
count increases as individuals accumulate in a sample, it is 
possible to estimate the species richness had sampling been 
halted at any sample size n smaller than the actual N. 
 Wildlife studies often result in samples of  unequal size, 
because the number of  individuals captured or detected  
in each unit often varies, despite equal sampling inten-
sity. For example, Kissling and Garton (2008) sampled bird 
communities in southeastern Alaska. Because the number 
of  bird detections varied among sampling blocks, they 
standardized species richness to the number of  species per 
100 detections and compared richness between managed 
and control blocks. 
 Although first proposed by Sanders (1968), Hurlbert (1971) 
and Simberloff  (1972) modified the rarefaction algorithm to 
the correct form used today (Krebs 1999): 

 S
  (N – Ni) nE(Ŝn) = Σ [1 – ————],

 (N ) 
i=1

  n

where E(Ŝn) is the expected number of  species in a random 
sample of  n individuals, S is the total number of  species in 
the entire sample, Ni

 is the number of  individual of  species i 
in the entire sample, N is the total number of  individuals in 
the entire sample, n is the sample size for which E(Ŝn) is to 
be estimated (n ≤ N), and (N) is the number of  combina-  n
tions of  n individuals that can be chosen from a set of  N in-
dividuals and is defined as

 N!  ———— . (N)n  = n![N – n]!

Chao 1 Method
Chao (1984) developed a simple estimator of  species rich-
ness using abundance data. This estimator (the Chao1 method) 

is especially useful when the dataset is dominated by rare 
species. It is calculated by using the ratio of  species repre-
sented by a single individual in the dataset to species rep- 
resented by exactly 2 individuals:

 F1
2

S = Sobs
 + —— , 2F2

where S
obs

 is the total number of  species observed in the 
community, F1

2 is the number of  species represented by ex-
actly 1 individual, and F2 is the number of  species repre-
sented by exactly 2 individuals.

Data Collected as a Series of Samples
Chao 2 Method
The Chao 1 estimator requires abundance data, at least to 
the extent of  determining which species are represented by 
exactly 1 or 2 individuals. However, a modification of  the 
Chao 1 method (the Chao 2 method) allows for the estima-
tion of  species richness by using presence–absence data, as 
long as data are collected as a series of  samples (quadrats, 
seine hauls, etc.; Magurran 2004). In this case, the variables 
of  interest are not the number of  species represented by 1 
or 2 individuals, but the number of  species that occur in ex-
actly 1 or exactly 2 samples:

 Q1
2

S = Sobs + —— ,
 2Q2

where S
obs

 is the total number of  species observed in the com-
munity, Q1

2 is the number of  species present in exactly 1 sam-
ple, and Q2 is the number of  species present in exactly 2 
samples.

Jackknife and Bootstrap Estimates
The idea of  using a jackknife procedure to reduce bias 
and estimate confidence in a statistic was first introduced 
by Tukey (1958). Jackknifing refers to the process of  esti-
mating a statistic by systematically removing one sample 
from a dataset of  size n and computing the estimate, then 
returning the sample to the data, removing the next sam-
ple and recomputing the estimate, and so on through n 
iterations. The jackknife procedure has been used to esti-
mate several ecological parameters (Krebs 1999), including 
species richness.
 Heltshe and Forrester (1983) developed a jackknife esti-
mator of  species richness called the first-order jackknife, 
because it is based on the number of  species that occur in 
exactly one sample. It is similar to the approach taken by 
Burnham and Overton (1978) to develop jackknife estimates 
of  population size using mark–recapture data. First-order 
jackknife species richness Ŝ is estimated using the equation

 n – 1Ŝ = y0 + (———)k1, n
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where n is the total number of  samples, y0 is the total num-
ber of  species observed across all samples, and k1 is the 
number of  species occurring in exactly 1 sample.
 Smith and van Belle (1984) modified the first-order jack-
knife procedure by including not only those species occur-
ring in exactly 1 sample, but also those species occurring in 
exactly 2 samples. Thus, the second-order jackknife species 
richness is estimated as

 k1(2n – 3) k2(n – 2)2

Ŝ = y0 + [————— – —————], n n(n – 1)

where n is the total number of  samples, y0 is the total num-
ber of  species observed across all samples, k1 is the number 
of  species occurring in exactly 1 sample, and k2 is the num-
ber of  species occurring in exactly 2 samples.
 Efron (1979) introduced the concept of  the bootstrap as 
an improvement over the jackknife, and Smith and van Belle 
(1984) extended the bootstrap procedure to the problem of  
estimating species richness. Like the jackknife, the bootstrap 
also is derived by resampling the original dataset and is 
suited to data collected as a series of  samples:

 S0 Y⋅j
 n

Ŝ = S0 + Σ(1 – ——),
 j=1 

n

where n is the total number of  samples, S0 is the total num-
ber of  species in the original sample, and Y·j

 is the number 
of  quadrats in which species j is present.
 Hellmann and Fowler (1999) showed when n  25% of  the 
community, the second-order jackknife was less biased than 
the first-order one. However, for larger sample sizes the 
first-order jackknife was the least biased of  the 2, although 
both showed a tendency to overestimate S. Smith and van 
Belle (1984) compared the jackknife and bootstrap estimates 
and determined the jackknife performed better for small 
sample sizes, but for larger sample sizes the bootstrap was 
superior.

Species Heterogeneity
Although species richness is an important measure of  spe-
cies diversity, it may fail to fully capture important aspects 
of  the community. For example, suppose 2 communities are 
composed of  100 individuals representing 5 species. In com-
munity A, individuals are evenly distributed among the 5 
species, so that each species is represented by 20 individuals. 
In community B, however, although the same 5 species are 
present, individuals are unevenly distributed among species, 
such that 1 species is represented by 80 individuals, whereas 
each of  the remaining 4 species are represented by only 5 in-
dividuals each. In this instance, it might be expected the com-
munities would function differently, despite having identical 
species richness. 

 The degree to which individuals in a community are 
evenly distributed among species is referred to as species 
heterogeneity. Although not as intuitive as richness, hetero-
geneity carries important potential ramifications for diver-
sity and ecosystem function. Several measures of  species di-
versity that incorporate both richness and heterogeneity 
have been developed. We discuss 2 of  the more commonly 
used ones here. 

Shannon–Weiner Function
One of  the most popular indices of  diversity is the Shan-
non–Weiner function (Magurran 2004). This function is 
based on information theory, which attempts to measure 
the amount of  disorder in a system—for example, the 
amount of  disorder (i.e., uncertainty) associated with the 
information contained in a message. Specifically, the Shan-
non–Weiner function was developed to measure the 
amount of  uncertainty associated with the next bit of  in-
formation in a data stream. If  the data stream were com-
posed of  a series of  identical bits, there would be no un-
certainty associated with the next bit, and the system would 
be perfectly ordered. However, as the stream becomes 
more complex (i.e., disordered or diverse), uncertainty 
increases.
 In the case of  wildlife communities, disorder is analo-
gous to species diversity, with more diverse communities 
having a higher degree of  disorder. By way of  example, sup-
pose a biologist is sequentially collecting individuals from a 
given community. Further assume the community is com-
posed of  a single species. This monotypic community can 
be viewed as being highly “ordered”: there would be little 
uncertainty associated with the species identity of  the next 
individual to be captured. That is, if  the community were 
composed of  only one species, then the next individual cap-
tured would be of  that species. However, as the number of  
species in a community and the degree to which individuals 
are evenly distributed among these species increases, so 
does the uncertainty associated with the identity of  the next 
individual and thus with the “disorder” of  the system. 
 The Shannon–Weiner function H′ is 

 s

H′ = Σpi
 ln(p

i
)

 i = 1

where s is the total number of  species observed in the com-
munity, and pi

 is the proportion of  the total sample belong-
ing the species i.
 H′ can have a minimum value of  0, indicating a community 
composed of  only one species. Although theoretically without 
an upper bound, the index rarely exceeds 5 in practice (Wash-
ington 1984). However, interpretation of  the Shannon–Weiner 
function is not intuitive, and thus can be problematic. Mac- 
Arthur (1965) introduced a modified form of  the Shannon–
Weiner function N

1, calculated as N1 = eH′. This function repre-
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sents the number of  equally common species that would be 
required to generate the same diversity as H′, thus, making in-
terpretation more straightforward.
 Note that H′ can be calculated using any logarithm base, 
but comparisons can only be made among values calculated 
using the same base. Moreover, if  a base is used other than 
e, then the appropriate base must be substituted for e when 
calculating N1.
 Jobes et al. (2004) used Shannon’s index to compare bird 
community diversity among forest stands subjected to dif-
ferent logging regimes. Lande (1996) noted that although 
the Shannon–Weiner function is popular, it is prone to seri-
ous bias. This bias is most pronounced in communities with 
a large number of  species. He recommended Simpson’s in-
dex (see below) as a superior alternative.

Simpson’s Index
The first measure of  biological diversity was developed by 
Simpson (1949) (Krebs 1999). Simpson’s index is a straight-
forward and intuitive measure of  diversity. It is based on the 
probability that 2 individuals drawn at random will be of  
the same species. Despite its vintage and simplicity, it is con-
sidered by many to be the best measure of  species diversity 
(Lande 1996, Magurran 2004).
 As originally formulated, the index was calculated as  
D = Σpi

2. However, many authors have suggested the com-
plement of  Simpson’s index (1 – D) as a more intuitive mea-
sure. Possible values of  this form range from 0 to almost 1, 
with 0 representing a community with the lowest possible 
diversity (i.e., containing a single species) and 1 representing 
a highly diverse community. Because both formulations are 
commonly used in the literature, it is important to specify 
which form is used when reporting results.
 Simpson’s index is one of  the most widely used measures 
of  diversity in the wildlife literature. It has been used to 
characterize species diversity of  amphibians (Ward et al. 2008), 
reptiles (Hampton et al. 2010), birds (Hurteau et al. 2008), 
and mammals (Phelps and McBee 2009). Magurran (2004) 
considered Simpson’s index to be one of  the most meaning-
ful and robust diversity measures. Lande (1996) also found 
the approach to superior to other methods.

“WHAT SHOULD I USE FOR  
DATA ANALYSIS?”

Earlier we discussed what the researcher could use for col-
lecting, storing, and managing data from a wildlife study, 
but the programs available for analyzing data from a wildlife 
study were not discussed. There are many programs avail-
able for conducting statistical analysis of  wildlife data (Table 
2.3). Each program has advantages and disadvantages (Mor-
rison et al. 2008:67–68); however, in most cases all statistical 
software listed will conduct standard analyses in a similar 

fashion. Although most are commercial and thus have non-
trivial costs associated with them, usually student versions 
are subsidized by universities and licenses can be purchased 
for a small fraction of  the overall program costs. In an effort 
to look at the range of  programs (Table 2.3) used by practic-
ing wildlife scientists, we conducted a survey of  volumes 72 
and 73 (2008–2009) of  the Journal of  Wildlife Management 
(n ≈ 384 articles, excluding editorial articles) and determined 
which programs were used primarily for wildlife data analy-
sis in these volumes. The most frequently used statistical 
program was Statistical Analysis System (SAS), used in 28% 
and 29% of  articles in 2008 and 2009, respectively. The sta-
tistical programs SPSS (4% and 8%, respectively), R (5% and 
5%, respectively), S-Plus (1% and 0%, respectively) and Win-
BUGS (1% and 1%, respectively) also were used. An “other” 
category, consisting of  programs with a specific, as opposed 
to general, applicability (e.g., MARK, Presence, Distance, 
and various genetic programs) was used 20% and 27% of  
the time, respectively. Surprisingly, 10% and 5%, respec-
tively, of  articles reporting analytical results did not provide 
citations on what programs were used—a serious breach of  
accepted publication practices.

CONCLUSION

We consider The Wildlife Techniques Manual to be a fluid doc-
ument that is continually being updated. Thus, we have 
added some techniques to this chapter since its last printing 
(Bart and Notz 2005). The dictates of  brevity and the exis-
tence of  a multitude of  books written on each and every 

Table 2.3. Commonly used statistical programs for analysis 
of wildlife biology data

Program  
namea Source Primary web link

SPSS Commercial www.spss.com
SAS Commercial www.sas.com
S-Plus Commercial spotfire.tibco.com
R Open source/ cran.r-project.org 
  freeware 
Systat Commercial www.systat.com
MatLab Commercial www.mathworks.com
Maple Commercial www.maplesoft.com
Mathematica Commercial www.wolfram.com
WinBUGS  Freeware www.mrc-bsu.cam.ac.uk/bugs/ 
 (Bayesian)
ADMB Open source/ admb-project.org 
  freeware 
OpenBUGS  Open source/ mathstat.helsinki.fi/openbugs/ 
 (Bayesian)  freeware
Minitab Commercial www.minitab.com

a ADMB = Automatic Differentiation Model Builder; SAS = Statistical Analysis 
System; SPSS = Statistical Package of  the Social Sciences.
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data analysis method available precludes a detailed presenta-
tion of  a wide variety of  statistical procedures in this chap-
ter. We have chosen to leave out classification analysis and 
stepwise regression, not because of  certain peculiarities  
and shortcomings of  these approaches (Rexstad et al. 1988, 
Harrell 2001, Burnham and Anderson 2002), but because as 
the manual evolves, its focus should remain on techniques 
now in common use by students of  wildlife ecology. Non-
parametric approaches also have been omitted, because when 

appropriate sampling is used, parametric approaches will 
usually suffice ( Johnson 1995, Stewart-Oaten 1995). We have 
chosen to include information on approaches to survival 
analysis, Bayesian analysis, and a significant amount of  com-
munity diversity statistics, as these topics have become 
more prevalent in the wildlife literature. For those inter-
ested, we have cited the literature extensively, covering a va-
riety of  primary literature that should be considered when 
preparing to develop a wildlife study.
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INTRODUCTION

THE ART OF CAPTUR ING wild animals for food and clothing is as old 
as human existence on earth. However, in today’s world, reasons for catch-
ing wild species are more diverse. Millions of  wild animals are captured 

each year as part of  damage and disease control programs, population regulation 
activities, wildlife management efforts, and research studies. Many aspects of  ani-
mal capture, especially those associated with protected wildlife species, are highly 
regulated by both state and federal governmental agencies. Animal welfare con-
cerns are important regardless of  the reason for capture. In addition, efficiency (the 
rate at which a device or system catches the intended species) is a critical aspect of  
wild animal capture systems. 
 Successful capture programs result from the efforts of  experienced wildlife biol-
ogists and technicians who have planned, studied, and tested methods prior to 
starting any new program. State regulations related to animal capture vary widely, 
and licenses or permits, as well as specialized training, may be required by state 
wildlife agencies for scientists, managers, and others engaging in animal capture for 
research, damage management, or fur harvest. Institutional Animal Care and Use 
Committees, required at universities and research institutions by the Animal Wel-
fare Act (U.S. Department of  Agriculture 2002), often question whether scientists 
capturing animals for research have ensured that pain and distress are minimized by 
the techniques used. The information in this chapter will assist wildlife manage-
ment practitioners to identify appropriate equipment and obtain the necessary ap-
provals for its use. Researchers are encouraged to consult Littell (1993) and Gaunt 
et al. (1997) concerning guidelines and procedures relating to capture and handling 
permits. 
 Major reviews of  bird capture techniques include Canadian Wildlife Service and 
U.S. Fish and Wildlife Service (1977), Day et al. (1980), Davis (1981), Keyes and 
Grue (1982), Bloom (1987), Bub (1991), Schemnitz (1994), and Gaunt et al. (1997). 
Detailed coverage of  mammal capture methods include Day et al. (1980), Novak  
et al. (1987), Schemnitz (1994), Wilson et al. (1996), American Society of  Mammalo-
gists (1998), and Proulx (1999a). Mammal capture usually becomes more difficult as 
animal size increases. Thus, observational techniques and mammalian sign are of-
ten more efficient for obtaining both inventory and density information ( Jones  
et al. 1996). Several new techniques to capture mammals ranging in size from small 
rodents to large carnivores have been developed in recent years. Some of  these rep-

Capturing and Handling  
Wild Animals
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resent either improved or modified versions of  traditional 
capture methods. Most animals are captured by hand, me-
chanical devices, remote injection of  drugs, or drugs admin-
istered orally in baits. The emphasis in this chapter is on 
methods and equipment other than remotely injected drugs 
used for capture. Scott (1982), Heyer et al. (1994), Olson et al. 
(1997), and Simmons (2002) have compiled comprehensive 
capture references for amphibians.
 This chapter is a revision of  Schemnitz (2005) and in-
cludes additional citations and new methods for the capture 
and handling of  wild animals. Users of  this chapter are en-
couraged to refer to the series on wildlife techniques by 
Mosby (1960, 1963), Giles (1969), Schemnitz (1980), Book-
hout (1994) and Braun (2005). Mammal researchers are en-
couraged to consult Gannon et al. (2007). They stress the 
need when live-trapping to provide adequate food, insula-
tion, and avoidance of  temperature extremes.

CAPTURING BIRDS

Use of Nets
Dip and Throw Nets
The common fish dip net has been used for capture or re-
capture of  radiotagged birds for many years (Table 3.1). Un-
like commercial nets, dip nets used to capture wildlife are 
usually constructed by the investigator. Constructed nets 
usually have a larger diameter hoop (≥1.5 m) and a longer 
handle (3–4 m), with mesh size being dependent on the type 
of  animal being captured. Radiotagged birds are first located 
at night using a “walk in” technique. The bird is located by 
gradually circling it and then using a flashlight to temporar-
ily blind the bird. A long-handled, large-diameter dip net is 
then placed over the bird. If  several birds roost together (es-
pecially a hen with brood), a radiotagged bird can be used 
to locate a flock, and several other birds also can be trapped. 
Dark nights with light rain worked best when night lighting 
birds. This technique can be used on nonradiotagged birds, 
such as those roosting on roadsides, located on nests, non-
flying young on nests or flushed from nests, and birds roost-
ing on water (collected by using boats and long-handled dip 
nets). The use of  dip nets for capturing wildlife is limited 
only by the investigator’s imagination. 
 Drewien and Clegg (1991) had great success capturing 
sandhill and whooping cranes (scientific names for birds, 
mammals, reptiles, and amphibians can be found in Appen-
dix 3.1) using a portable generator mounted on an alumi-
num backpack frame and a 28-volt spotlight mounted on a 
helmet to locate them (Table 3.2). Cranes were then cap-
tured using long-handled (3.0–3.6 m in length) nets, with 
best success on dark overcast nights when they were roost-
ing in small flocks during summer. Well-trained pointing 
dogs and 2–3-m-long handled nets have been used to cap-
ture nesting and broods of  American woodcock (Ammann 
1981). Drewien et al. (1999) captured trumpeter swans using 

night lighting to locate them from a lightweight (180 kg) air-
boat during severe winter weather. King et al. (1994) suc-
cessfully captured roosting double-crested cormorants using 
night lighting from a boat at winter roosts in cypress trees 
(Taxodium distichum; Fig. 3.1). Cormorants were captured 
with a long-handled net in shallow water. Whitworth et al. 
(1997) combined the use of  dip nets from small boats at sea 
to capture Xantus murrelets. Mitro et al. (2008) used night 
lighting to capture adult common loons with chicks. Gill et 
al. (1970) and Bugoni et al. (2008) described the use of  a cast 
net thrown by hand from a fishing boat to capture scaveng-
ing pelagic sea birds attracted by bait thrown into the water. 
 Bowman et al. (1994) successfully used night lighting to 
survey, capture, and band island-nesting American white peli-
cans, double-crested cormorants, and California gulls. Distur-
bances to birds while night lighting was minimal, and there 
was no predation by gulls on eggs or chicks. Night lighting 
was more effective for capturing young than for capturing 
adults. Snow et al. (1990) night-lighted common eiders during 
the summer in shoal waters using deep hoop nets 46–61 cm 
in diameter attached to 3.7–4.3-m-long handles. 
 Wakkinen et al. (1992) modified night spotlighting tech-
niques by using binoculars in conjunction with a spotlight 
to locate greater sage-grouse. Binoculars allowed greater 
detection in 55 of  58 (95%) instances. Capture success in-
creased by >40%. 
 Throw nets have been used to capture wildlife, but more 
skill is involved with this technique. These cast-nets are usu-
ally used with night lighting to capture birds. Cast-nets also 

Table 3.1. Dip and throw nets used to capture wildlife

Group/speciesa Reference

Birds
 American white pelican Bowman et al. 1994
 California gull Bowman et al. 1994
 Common loons Mitro et al. 2008
 Cormorants Bowman et al. 1994, King et al. 1994
 Cranes Drewien and Clegg 1991
 Doves Morrow et al. 1987, Swanson and Rappole 
  1994
 Eiders Snow et al. 1990
 Greater prairie-chicken Robel et al. 1970
 Greater sage-grouse Wakkinen et al. 1992
 Murrelets Whitworth et al. 1997
 Nightjars Earlé 1988
 Pelagic sea birds Gill et al. 1970, Bugoni et al. 2008
 Swans Drewien et al. 1999
Mammals
 American beaver Rosell and Hovde 2001
 Jackrabbit Griffith and Evans 1970
 Nutria Meyer 2006
Amphibians and reptiles
 Aquatic amphibians Wilson and Maret 2002, Welsh and Lind  
  2002

a Scientific names are given in Appendix 3.1.
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can be used to capture birds on water by using night light-
ing techniques. Earlé (1988) combined night lighting and a 
cast-net to capture nightjars (Caprimulgidae) along gravel 
roads. The 85-cm diameter, circular cast-net had handles to 
facilitate throwing it 

Mist Nets
The number of  papers describing the use of  mist nets to 
capture birds or bats are too numerous to include in this 
chapter. Here we provide the reader with examples of  vari-
ous methods to deploy mist nets and papers that caution 
the reader on how to use data obtained from this method.
 Mist nets continue to be an effective method for sam-
pling bird populations. Ralph and Dunn (2004) summarized 
and recommended commonly used protocols for monitor-
ing bird populations using mist nets. They discussed a vari-
ety of  key factors, including annual photography and vege-
tation assessment at each net site to document vegetation 
height and density, exact net placement and locations, and 
type of  net used (e.g., net material, mesh size, dimensions, 
methods used to measure birds, fat scores, and frequency of  

net checks), thereby allowing comparison of  results among 
independent studies. Length of  netting seasons should fol-
low standardized procedures. Mist-netting studies should 
be carefully planned to ensure that sampling design and esti-
mated sample size will allow clearly defined study objectives 
to be met. Remsen and Good (1996) urged caution in the di-
rect use of  mist-net data to estimate relative bird abun-
dance. Corrections should be based on detailed knowledge 
of  the ecology and behavior of  the birds involved. Ralph  
et al. (1993) emphasized the importance of  setting nets in 
locations of  similar vegetation density and terrain. Jenni et al. 
(1996) reported the proportion of  birds avoiding mist nets 
without entering a net shelf  depended on the extent of  
shading and net-shelf  height, but not on species, wind speed, 
or habitat. Dunn et al. (1997) reported that annual capture 
indices of  13 songbird species based on standardized autumn 
mist netting were significantly and positively correlated 
with breeding bird survey data from Michigan and Ontario, 
Canada. Their results suggested that mist netting could be a 
useful population monitoring tool. Wang and Finch (2002) 
noted consistency between the results of  mist netting and 
point counts in assessing land-bird species richness and rela-
tive abundance during migration in central New Mexico. 
 Meyers and Pardieck (1993) developed a lightweight, low 
canopy (1.8–7.3 m) mist-net system using adjustable alumi-
num telescoping poles. Sims (2004) and Burton (2004) de-
scribed improvements in net poles and a tool for raising and 
lowering mist nets. Stokes et al. (2000) perfected a method to 
deploy mist nests horizontally from a canopy platform in 
30-m-tall forests. A connecting wooden bridge can be built be-
tween platforms. The nets and net poles were suspended 
from a support cable and pulled along the cable by a control 
cord and pulley. This system allowed comparisons of  mist net 
capture rates between forest canopy and understory levels. 
 Albanese and Piaskowski (1999) perfected an inexpensive 
($35.00) elevated mist-net apparatus that sampled birds in 

Table 3.2. Night-lighting methods and equipment used to 
capture wildlife

Group/speciesa Reference

Birds
 Greater rhea Martella and Navarro 1992
 American white pelican Bowman et al. 1994
 Double-crested cormorant Bowman et al. 1994, King et al. 1994,  
  2000
 Waterfowl Glasgow 1957, Lindmeier and Jessen  
  1961, Cummings and Hewitt 1964,  
  Drewien et al. 1967, Bishop and  
  Barratt 1969, Merendino and  
  Lobpries 1998
 Trumpeter swan Drewien et al. 1999
 Common eider Snow et al. 1990
 Ruffed grouse Huempfener et al. 1975
 Greater sage-grouse Giesen et al. 1982, Wakkinen et al. 1992
 Greater prairie-chicken Labisky 1968
 Northern bobwhite Labisky 1968
 Ring-necked pheasant Drewien et al. 1967, Labisky 1968
 Shorebirds Potts and Sordahl 1979
 Sandhill crane Drewien and Clegg 1991
 Whooping crane Drewien and Clegg 1991
 Yellow rail Robert and Laporte 1997
 American woodcock Rieffenberger and Ferrigno 1970, Shuler  
  et al. 1986
 California gull Bowman et al. 1994
 Common nighthawk Swenson and Swenson 1977
Mammals
 Cottontail rabbit Drewien et al. 1967, Labisky 1968
 Jackrabbit Griffith and Evans 1970
 Muskrat McCabe and Elison 1986
 Mule deer Steger and Neal 1981

a Scientific names are given in Appendix 3.1.

Fig. 3.1. Jon-boat showing positioning of night-lighting equipment 
(bow rails, lights, converter box, and generator) and personnel. 
From King et al. (1994).
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vegetation strata from ground level to a height of  8.5 m. 
The equipment consisted of  metallic tubs, clothesline cord, 
and single and double pulleys, and it required only 1 person 
to operate the system. Bonter et al. (2008) evaluated bird 
capture success with paired mist nets set at ground level and 
at elevated heights. They found significantly higher capture 
rates in nets set at ground level. Meyers (1994a) captured 
orange-winged parrots by using mist nets in a circular con-
figuration around roost trees. Live parrot decoys were placed 
within the circle of  mist nets and supplemented with play-
back vocalizations. Catch rate was increased by flushing par-
rots as the observer rushed toward the nets. Sykes (2006) 
clustered 3 short mist nets in a triangular array around a 
heavily baited bird feeder. Observers rushed the feeder, 
flushing ground-feeding painted bunting into the surround-
ing mist nets. Wilson and Allan (1996) captured prothonotary 
warblers and Acadian flycatchers in a forested wetland by 
placing a mist net in a V-shaped configuration, mounted on 
a boat. A decoy study mount was placed close to a mist net 
pole. Barred owls were successfully captured by Elody and 
Sloan (1984) using 3 mist nets set in an A-shaped configura-
tion with a live barred owl placed in the center as a decoy, 
along with an outdoor megaphone speaker and cassette tape 
player broadcasting a recorded call of  a barred owl. 
 Lesage et al. (1997) modified mist net techniques to cap-
ture breeding adult and young surf  scoters. They placed 2 
nets at scoter feeding sites, extending perpendicular from 
the shore and using copper poles painted black and pushed 
firmly into the lake bottom. A boat was used to herd the 
scoters into the net. Capture was successful when nets were 
placed both above and below the water surface. Breault and 
Cheng (1990) used submerged mist nets to capture eared 
grebes. They set the nets in waist-deep (1.5 m) water and 
used 7-g fishing weights attached to the net bottom at 1.5-m 
intervals to sink the net. Nets were attached to wooden 
poles. Grebes were driven into the nets by personnel walk-
ing or canoeing from behind the birds toward the sub-
merged nets. Avoidance of  drowning was achieved by im-
mediate removal of  any captured birds from the nets. Bacon 
and Evrard (1990) successfully captured upland nesting 
ducks by holding a mist net in a horizontal position over the 
nest. When the hen flushed, she became entangled in the 
net mesh. The net was attached between 3-m sections of  
conduit. Kaiser et al. (1995) placed an array of  3 mist nets 
floating on rafts to catch marbled murrelets as the birds 
flew through narrow coastal channels. They used aluminum 
tubing to support the nets. Nets were set against a forested 
background to reduce their visibility to approaching mur- 
relets. Pollock and Paxton (2006) devised a technique for 
capturing birds over deep water by using mist nets sus-
pended between poles kept afloat on compact buoys. Paton 
et al. (1991) used a large mist net consisting of  5 nets sewn 
together, elevated by pulleys 45 m into the forest canopy 
(Fig. 3.2) to capture marbled murrelets. Netting sessions were 

conducted during the main activity periods, 60 minutes be-
fore to 60 minutes after sunrise. When not in use, the net 
was wrapped with a plastic tarp to avoid entanglement with 
woody debris. 
 Hilton (1989) used taped fledgling alarm calls along with 
mist nets near active blue jay nests to successfully capture 
blue jays. The taped calls were broadcast from a portable 
tape recorder placed beneath the center of  the net. Airola  
et al. (2006) had more capture success of  purple martin with 
fixed mist nets than with hand-held hoop nets at nest cavity 
sites. They suggested that a combination of  both types of  
nets might be ideal. They also used purple martin distress 
calls of  captured birds to enhance capture rates. Jones and 
Cox (2007) efficiently mist netted male Bachman’s sparrows 
during the breeding season by using playback recordings. 
 Silvy and Robel (1968) placed mist nets at a 45° angle on 
the ground (Fig. 3.3) to intercept greater prairie-chickens 
walking to booming grounds and found these nets caused 
fewer behavioral problems with displaying males than did 
cannon nets. This method also was more efficient for cap-
turing female prairie-chickens. Skinner et al. (1998) combined 
pointing dogs and mist nets attached to galvanized pipe 
poles to capture juvenile willow ptarmigan. After the dogs 
located and pointed the birds, the mist nets were arranged 
in a V-shaped pattern ahead of  the covey. The ptarmigan 
were then flushed into the nets and captured. Geering (1998) 
used playback tapes during the breeding season to attract 
birds to be captured in mist nets. Bull and Cooper (1996) 
presented 4 new techniques for capturing pileated wood-
peckers and Vaux’s swifts in roost trees. They camouflaged 
traps with tree bark or lichens set above the entrance hole. 
A person on the ground released the trap by pulling a taut 
line as soon as the bird entered the hole. The lichen-covered 
trap closed to the side of  the hole. Both the bark and the  
lichen-covered plastic netting were taped to a frame. They 
also used 2 designs, a mist net on a frame and a mist net sus-
pended between 2 trees (Fig. 3.4) and positioned 3–5 m in 
front of  a nest cavity to capture swifts. Hernandez et al. 
(2006) tested several capture techniques for Montezuma quail 
and found a modified (portable) mist net method to be the 
most successful.
 Steenhof  et al. (1994) successfully used a tethered great 
horned owl 1 m behind 2 mist nets to capture American 
kestrels. Nets were placed 20 m from nest boxes occupied 
by American kestrels with >5-day-old young. They recom-
mended placement of  the nets and a live owl near trees 
when possible to provide shade and so reduce heat stress on 
the lure owl. Gard et al. (1989) reported that breeding Ameri-
can kestrels responded less aggressively to taxidermy mounts 
of  great horned owls than to live owls. Rosenfield and Biele-
feldt (1993) suggested modifications to Bloom et al. (1992) 
methods for trap-shy breeding Cooper’s hawks. They ad-
vised using an elevated great horned owl set, 10–13 m above 
ground, rather than at or within 0.5 m of  the ground, to en-
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Fig. 3.2. Schematic of mist net used to capture marbled murrelets in the forests of northern California. Branches were on all sides of both 
trees and were not removed. Diagram not drawn to scale. From Paton et al. (1991).
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Fig. 3.3. Diagram of erected mist net set at a 45° angle to the ground. The elevated edge of the net should face the path of approaching 
birds. From Silvy and Robel (1968).



c a p t u r i n g a n d h a n d l i n g w i l d a n i m a l s   69

hance trapping success. They also advised pre-incubation 
trapping at or near dawn. Hawks were trapped in mist nets, 
bow nets, or bal chatris baited with European starlings or 
ringed turtle doves. Jacobs (1996) reported high trapping 
success (69% overall) with mist nets set next to a mechani-
cal, mounted great horned owl decoy used to attract red-
shouldered, Cooper’s, and sharp-shinned hawks (Table 3.3). 
 Blackshaw (1994) devised a method to secure closed and 
rolled mist nets that prevented unrolling, tangling, and sag-
ging. She used a 61-cm length of  sisal or braided nonslick 
twine attached to the net and to a long stick placed verti-
cally in the ground near the center of  the net. Sykes (1989) 
used strips of  asphalt-saturated, 13.6-kg roofing felt under 
each tightly furled mist net to prevent accidental capture of  
birds, small mammals, and large insects, such as beetles, in 
unattended nets. A chainsaw was used to cut rolls of  roof-
ing felt at 22.9-cm intervals. 

Dho Gaza Nets
A dho gaza net is a large mist net between 2 poles; the net 
detaches as a bird hits the net and falls to the ground with 
the bird caught in it. A fixed dho gaza has a similar mecha-
nism, but the net does not disconnect from poles; instead it 
falls in as the whole set. Bierregaard et al. (2008) combined a 
unique training response that attracted barred owls to a 
squeaking mouse and then captured them with a dho gaza 
net. Zuberogoitia et al. (2008) used a combination of  a dho 
gaza and mist net plus an owl lure to capture 13 species of  
European raptors. 
 Bloom et al. (1992) evaluated the effectiveness of  the dho 
gaza net baited with a live, tethered great horned owl (Fig. 
3.5) as a lure for 11 species of  diurnal raptors and 3 species 
of  owls. The technique was most successful when targeting 
a territorial pair during the reproductive cycle. Playback of  
audiotaped recordings of  great horned owls reduced the 

time necessary for capture. Net poles should be concealed 
and the owl lure placed in the shade.
 Knittle and Pavelka (1994) simplified attaching a dho gaza 
net to poles by using fabric hooks and self-adhesive Velcro® 
as loop fasteners. McCloskey and Dewey (1999) improved 
success trapping northern goshawks by using a mounted 
great horned owl decoy that was moved manually while 
held upright within 1 m of  a dho gaza net. The trap- 
per, covered with camouflage netting and holding the 

Fig. 3.4. Mist net erected between 2 live trees and positioned in 
front of a nest cavity. From Bull and Cooper (1996).

Table 3.3. Decoys and enticement lures used to 
capture birds

Group/speciesa Reference

Waterfowl
 Mallard Sharp and Lokemoen 1987
 Gadwall Blohm and Ward 1979
 Northern pintail Grand and Fondell 1994, Guyn and Clark  
  1999
 Northern shoveler Seymour 1974
 Blue-winged teal Garrettson 1998
 Canvasback Anderson et al. 1980
 Lesser scaup Rogers 1964
 Barrow’s goldeneye Savard 1985
Galliformes
 Ruffed grouse Chambers and English 1958, Naidoo 2000
 Greater prairie-chicken Anderson and Hamerstrom 1967, Silvy  
  and Robel 1967
 Sharp-tailed grouse Artmann 1971
 Northern bobwhite Smith et al. 2003c
 Ring-necked pheasant Smith et al. 2003c
 Raptors Berger and Hamerstrom 1962, Bloom  
  1987, Bloom et al. 1992, Plumpton et al.  
  1995, Jacobs 1996
 Northern goshawk Meng 1971, McCloskey and Dewey 1999
 Cooper’s hawk Rosenfield and Bielefeldt 1993
 Red-tailed hawk Buck and Craft 1995 
 Northern harrier Hamerstrom 1963
 Crested caracara Morrison and McGehee 1996
 American kestrel Bryan 1988, Gard et al. 1989, Steenhof   
  et al. 1994
 Merlin Clark 1981
Other birds
 Yellow rail Robert and Laporte 1997
 Virginia rail Kearns et al. 1998
 Sora Kearns et al. 1998
 American woodcock Norris et al. 1940
 Band-tailed pigeon Drewien et al. 1966
 Northern saw-whet owl Whalen and Watts 1999
 Tawny owl Redpath and Wyllie 1994
 Spotted owl Bull 1987, Johnson and Reynolds 1998
 Pileated woodpecker York et al. 1998
 Brown-headed cowbird Burtt and Giltz 1976
 American robin Dykstra 1968
 Loggerhead shrike Kridelbaugh 1982
 Red-winged blackbird Burtt and Giltz 1970, 1976; Picman 1979
 American magpie Wang and Trost 2000
 Regent honeyeater Geering 1998

a Scientific names are given in Appendix 3.1.
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mounted owl, uttered the 5-note territorial hoot of  the great 
horned owl. 

Bal Chatri, Noose Mats, and Halo Traps
A bal chatri trap is small wire cage with a rock dove or 
mouse inside. The cage is covered with monofilament 
nooses, which twine and trap the raptor’s feet. Wang and 
Trost (2000) caught American magpies with a bal chatri trap 
baited with a female American magpie and placed under a 
nest tree. Bierregaard et al. (2008) used a bal chatri noose 
trap to capture barred owls. Thorstrom (1996) reviewed the 
methodology used for capturing birds of  prey in tropical 
forests. Baited bal chatri traps (Fig. 3.6) were the most effec-
tive and versatile and the simplest to set. He described a 
modified bal chatri, called an envelope trap, which used as 
bait the food left behind by a flushed raptor. The bait was 
enclosed on a semi-flat wire cage with nooses that were tied 
to the ground. Miranda and Ibanez (2006) successfully used 
a modified bal chatri trap with horizontal nooses attached 
to a cage containing a live rabbit to capture Philippine  
eagles. Crozier and Gawlick (2003) had success using plastic 
flamingo decoys to attract wading birds. Jacobs and Proud-
foot (2002) designed an elevated dho gaza net assembly they 
used in combination with a great horned owl decoy to cap-
ture 5 species of  nesting raptors. The owl decoy had a 
moveable head as described by Jacobs (1996). The net trap 
was attached to a 2–8-m telescoping pole to allow adjust-
ment to the nest site height and was set within 50 m of  the 
nest tree. Great horned owl vocalizations also were used to 
attract nesting raptors to the net system. 
 Smith and Walsh (1981) modified a bal chatri trap for 
eastern screech owls by placing a 3-mm Plexiglas™ top on a 
rectangular hardware cloth base. Taped calls were used to 

Fig. 3.5. Large dho gaza trap with a tethered great horned owl as 
an attractant may be used to catch territorial adult raptors. The 
inset shows a clothespin attachment to a tape tab on a mist net 
loop. From Bloom (1987).

Fig. 3.6. Bal chatri traps can be made in a variety of shapes. The 
box-shaped bal chatri functions well for accipiters, buteos, and 
owls, whereas the cone-shaped trap functions best on kestrels 
and burrowing owls. From Bloom (1987).

Fig. 3.7. Noose mats may be applied to branches and around 
burrowing owl nests. From Bloom (1987).

attract owls to the mouse-baited trap. Small holes were 
drilled in the Plexiglas, in which nooses were tied. Blakeman 
(1990) increased the capture success rate of  bal chatri traps 
by spraying them with flat dark paint. Nylon monofilament 
used for nooses was soaked for a day in black fabric dye. 
Both treatments helped camouflage the traps. 
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 Toland (1985) designed a leather harness with 15 mono-
filament slip nooses that he attached to house sparrows to 
capture trap-wary American kestrels. One end of  a mono- 
filament line was attached to a wooden dowel or stick and 
the other end to the edge of  the harness. The wooden 
weight functioned as a drag when the kestrel attempted to 
fly away with the harnessed sparrow. Bloom (1987) provided 
details on the use of  a harnessed rock dove for the capture 
of  raptors. Nylon monofilament nooses were tied or ce-
mented to a leather harness that was attached to a rock 
dove tied on a line to a weight or a nearby shrub. 
 Noose mat traps are much like bal chatri traps except 
that monofilament loops are attached to a mat or carpet (Fig. 
3.7). McGowan and Simons (2005) used a remote-controlled 
mechanical decoy to lure territorial adult American oyster-
catchers for capture in a leg-hold noose mat trap. Paredes et 
al. (2008) placed a noose carpet attached to a wooden pole 
on cliff  ledges to capture breeding razorbills on the Labra-
dor, Canada, coast. Lightweight noose mats were combined 
with alternating lead fences by Mehl et al. (2003) to capture 
wintering shorebirds (Fig. 3.8). Caffrey (2001) was unsuccess-
ful in capturing American crows using a noose carpet. Afri-
can fish eagles were captured on water by using a floating 
fish snare vest (Hollamby et al. 2004). 
 Hilton (1989) described a unique double halo nest trap 
to capture blue jays. The trap consisted of  a black metal 
hanger bent into a “dog-bone shape.” Halos at each end had 
a diameter of  12.5 cm and were connected by a 15-cm wire. 
Clear nylon, 4–5-kg test monofilament fishing line was tied 
into nooses similar to those used on bal chatri and other 
noose traps. Elliptical nooses, 7 × 5 cm, were most success-
ful. The bottom halo was anchored to the branch support-
ing the nest with 7–8-kg test monofilament tied to a metal 
washer. The double halo trap was designed to catch a bird 
by its neck as it arrives or leaves the nest. It was necessary 
for the bird trapper to remain nearby to prevent strangula-
tion of  the bird. The trap was deployed several days after in-
cubation had begun to avoid provoking nest desertion. 

Drop Nets
Drop nets (Table 3.4) using explosive charges to drop the 
nets have been deployed to capture wild turkey (Baldwin 
1947 and Glazener et al. 1964), band-tailed pigeon (Wooten 
1955, Drewien et al. 1966), greater prairie-chicken ( Jacobs 
1958), shorebirds (Peyton and Shields 1979), and flightless 
Canada goose (Nastase 1982). Silvy et al. (1990) developed a 

Fig. 3.8. Positioning of lead fences and noose mats to capture wintering shorebirds. From Mehl et al. (2003).

Table 3.4. Drop nets used to capture wildlife

Group/speciesa Reference

Birds
 Attwater’s prairie-chicken Silvy et al. 1990
 Canada goose Nastase 1982
 Greater prairie-chicken Jacobs 1958
 Greater sage-grouse Bush 2008
 Wild turkey Baldwin 1947, Glazener et al. 1964
 King rail Silvy et al. 1990
 Band-tailed pigeon Wooten 1955, Drewien et al. 1966
 Shorebirds Peyton and Shields 1979
Mammals
 White-tailed deer Ramsey 1968, Conner et al. 1987,  
  DeNicola and Swihart 1997, Lopez  
  et al. 1998
 Mule deer White and Bartmann 1994, D’Eon et al.  
  2003
 Mountain sheep Fuller 1984, Kock et al. 1987

a Scientific names are given in Appendix 3.1.

Blind rope

Yoke assembly

Front of net

Back of net

Washer assembly
Fig. 3.9. Nonexplosive drop net showing the yoke assembly at 
the front of the net and the swivel snap-washer assembly for 
attaching net to back poles. From Silvy et al. (1990).

tension-operated (nonexplosive) drop net to capture At-
twater’s prairie-chicken and king rail (Fig. 3.9). White nets 
blended into early morning fog and were more efficient at 
capturing prairie chickens than were dark nets. Bush (2008) 
developed a similar tension-operated drop net to capture 
greater sage-grouse. More grouse were captured with gray 
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than with black nets. Lockowandt (1993) designed an elec-
tromagnetic trigger for drop nets that worked well in cold 
weather with high winds and ice. 

Cannon and Rocket Nets
Cannon and rocket nets (Fig. 3.10) have relative advantages 
and disadvantages with respect to each other. Rocket nets 
cost more per firing; rocket propellant (charges) cannot be 
shipped and must be delivered to their place of  use, which 
adds to their cost; and rockets are prone to start fires. 
Rocket propellant is now solely available through Winn-Star 
(Marion, IL). Purchasers of  rocket propellant should be 
aware of  the type of  rockets they are using, as charges used 
in the old Wildlife Materials (Carbondale, IL) rockets re-
quire different changes than do Winn-Star rockets; using the 
wrong charges can cause the rockets to blow apart. Rockets 
have the advantage they can be mounted to more readily 
fire over larger animals (i.e., deer) and the rockets need not 
be cleaned after firing. Cannons must be cleaned after firing 
and cannot be mounted above the ground to accommodate 
larger animals; however, they do not start fires, they are less 
expensive to fire, no federal permit is required for their use, 
and charges can be shipped by overnight express companies. 
Both cannon and rocket net charges must be stored away 
from buildings and in explosive resistant containers. Also, 
rocket net charges are prone to explode with age. In recent 
years, air cannons (i.e., Net Blaster™; Martin Engineering, 
Neponset, IL) have become available. These cannons are 
more expensive, but they offer the advantage of  not having 
to use explosives to propel the net. As a result they also 
cause fewer animal behavioral problems when fired over a 
given area for several days in succession. Caffrey (2001) cap-
tured American crows with camouflaged rocket and cannon 
nets and a net launcher. 
 A portable platform for setting rocket nets in open water 
habitats was perfected by Cox and Afton (1994). King et al. 
(1998) developed a rocket net system consisting of  an alumi-
num box (containing the net) set in 2–4-cm-deep water. 
Mahan et al. (2002) modified nets and net boxes to enhance 
the capture of  wild turkey. They rotated a 12-m × 12-m net 
45° so that it resembled a baseball diamond and attached 3 
rockets. One set of  drag weights rather than 3 were used. 

Rocket and cannon nets have been used to trap both birds 
and mammals (Table 3.5). 

Net Guns
Net guns are usually used to capture mammals; however, 
they also have been employed to capture birds (Table 3.6). 
Mechlin and Shaiffer (1980) used net guns to capture water-
fowl, and O’Gara and Getz (1986) captured golden eagle 

Fig 3.10. Photograph of cannon 
(left) and rocket nets (right) 
shortly after being fired. Note how 
the front end of the rocket net 
comes off the ground, allowing 
taller animals to be trapped than 
could be accomplished with a 
cannon net. Photo by N. J. Silvy. 

Table 3.5. Cannon and rocket nets used to capture wildlife

Group/speciesa Reference

Birds
 American white pelican King et al. 1998
 Waterfowl Dill and Thornsberry 1950, Turner 1956,  
  Marquardt 1960, Funk and Grieb 1965,  
  Raveling 1966, Moses 1968, Wunz 1984,  
  Zahm et al. 1987, Cox and Afton 1994,  
  Grand and Fondell 1994, Merendino  
  and Lobpries 1998
 Great blue heron King et al. 1998
 White ibis Heath and Frederick 2003
 Blue grouse Lacher and Lacher 1964
 Greater sage-grouse Lacher and Lacher 1964, Giesen et al. 1982
 Sharp-tailed grouse Peterle 1956
 Greater prairie-chicken Silvy and Robel 1968
 Ring-necked pheasant Flock and Applegate 2002
 Wild turkey Austin 1965; Bailey 1976; Wunz 1984,  
  1987; Davis 1994; Eriksen et al. 1995;  
  Pack et al. 1996; Mahan et al. 2002
 Bald eagle Grubb 1988, 1991
 Ruddy turnstone Thompson and DeLong 1967
 Ring-billed gull Southern 1972
 Band-tailed pigeon Smith 1968, Pederson and Nish 1975,  
  Braun 1976
 American crow Caffrey 2001
 Brown-headed cowbird Arnold and Coon 1972
Mammals
 White-tailed deer Hawkins et al. 1968, Palmer et al. 1980,  
  Beringer et al. 1996, Cromwell et al.  
  1999, Haulton et al. 2001
 Fallow deer Nall et al. 1970
 Mountain sheep Jessup et al. 1984
 Dall sheep Heimer et al. 1980 

a Scientific names are given in Appendix 3.1.
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with a net gun. Herring et al. (2008) used a net gun to cap-
ture nearby (maximum distance, 15 m) wetland birds, 
whereas Caffrey (2001) was unsuccessful in capturing Amer-
ican crow with one. 

Bow Nets
Barclay (2008) developed a technique for nighttime trapping 
of  burrowing owls combining a bow net activated by a sole-
noid and a live tethered mouse decoy. Jackman et al. (1994) 
devised a successful radiocontrolled bow net and power snare 
(Fig. 3.11) to selectively capture bald and golden eagles. The 
net was completely concealed in loose soil and operated 
from distances up to 400 m. A recognizable marker was 
placed just outside the perimeter of  the net trap to verify 
the eagle was in the center of  the trap and was feeding with 
its head down before triggering the trap. Shor (1990a, b) de-
scribed an easily constructed, simple-to-set bow net that 
safely caught hawks. 
 Proudfoot and Jacobs (2001) combined 2-way radios with 
a conventional home security switch to develop an inexpen-
sive alarm-equipped bow net. The radio alarm eliminated 
the need to periodically inspect automatic bow nets. The 
bow net was used to signal the capture of  owls, hawks, and 
loggerhead shrike. Collister and Fisher (1995) tested 4 trap 
types for capturing loggerhead shrike. They had a higher 
percentage of  trapping successes with a modified Tordoff  
bow trap. Larkin et al. (2003) perfected an electronic signal-
ing system for prompt removal of  an animal from a trap. 
Herring et al. (2008) developed a solenoid activated flip trap 
for capturing large wetland birds. 
 Morrison and McGehee (1996) set a Q-net (Fuhrman Di-
versified, Seabrook, TX) similar to a bow net next to a live 
crested caracara tethered within 100 m of  an active nest. 

The territorial and aggressive resident caracara moved to-
ward the lure bird and was caught in the Q-net when the 
observer pulled the trigger wire. Modern Q-nets come with 
a digital radio release that can activate the net from ≤75 m 
away.

Helinet
Brown (1981) developed the helinet (Fig. 3.12) to capture 
prairie-chicks and ring-necked pheasant. Lawrence and Silvy 
(1987) used the helinet to capture and translocate 44 At- 
twater’s prairie-chickens from runways and small areas of  
prairie habitat adjoining runways of  a small airport in Texas. 
Prairie-chickens were captured by flying over display grounds 
and flushing an individual bird and then flowing the bird’s 
flight (not pushing the bird) until it landed. After 1 or a few 
flushes, the bird’s primary feathers would become wet, and 
it could no longer fly and would try to hide in tall grass. 
The helicopter with a net attached to the struts would then 
place the net over the hiding bird, and a person riding shot-
gun in the helicopter would catch the bird by hand from un-
der the net. The passenger door was removed from the heli-
copter to facilitate capture. Permission had to be obtained 
from the Federal Aviation Administration prior to attaching 
anything to a helicopter. This method was the most efficient 
and cost effective for capturing female prairie-chickens.

SNAReS AND NOOSe POLeS

Benson and Suryan (1999) described a circular noose (Table 
3.7) that allowed safe capture of  specific individual black-
legged kittiwakes. The leg noose was fitted to the rim of  the 
nest and was remotely triggered. Launay et al. (1999) at-
tached snares at 10-cm intervals to a 50-m-long main line at 
male houbara bustard display areas. They also placed female 
bustard decoys surrounded by snares at display sites. Nest-
ing females were attracted to dummy eggs made of  wood 
painted to resemble houbara bustard eggs; they were caught 
with adjacent snares. 
 Cooper et al. (1995) described a noose trap arrangement 
used to capture pileated woodpeckers at nest and roost cavi-
ties. Foot nooses of  clear monofilament line were spaced at 
1-cm intervals along a main support line, and fence staples 
were used to secure the line to the tree. 
 Thorstrom (1996) devised a noose pole trap for remov-
ing incubating and nestling birds from tree cavities. Young 
that were out of  view in 2-m deep nest cavities were safely 
extracted. Kramer (1988) designed a noosing apparatus made 
of  wire, plastic straws, and monofilament fishing line that 
he used to remove nestling bank swallows from their bur-
rows for banding. Thiel (1985) built a similar noosing device 
to capture adult belted kingfishers as they entered their 
nesting burrows. Kautz and Seamans (1992) used noose 
poles to successfully capture rock dove in silos, but not in 
barns. 

Table 3.6. Net guns used to capture wildlife

Group/speciesa Reference

Birds
 Waterfowl Mechlin and Shaiffer 1980
 Golden eagle O’Gara and Getz 1986
Mammals
 Coyote Barrett et al. 1982, Gese et al. 1987
 Moose Carpenter and Innes 1995
 White-tailed deer Barrett et al. 1982, DeYoung 1988, Potvin and  
  Breton 1988, Ballard et al. 1998, DelGiudice  
  et al. 2001a, Haulton et al. 2001
 Mule deer Barrett et al. 1982, Krausman et al. 1985,  
  White and Bartmann 1994
 Caribou Valkenburg et al. 1983
 Pronghorn Barrett et al. 1982, Firchow et al. 1986
 Mountain sheep Andryk et al. 1983, Krausman et al. 1985,  
  Kock et al. 1987, Jessup et al. 1988
 Dall sheep Barrett et al. 1982

a Scientific names are given in Appendix 3.1.



Fig. 3.11. Radiocontrolled eagle bow net. (A) Bow net opening, showing position of principal components; (B) top view, no springs; 
(C) detail of spring–hinge–bow–channel attachment; (D) cross-section detail of channel at trigger mount; (e) interior detail of trigger 
box. From Jackman et al. (1994).
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Frenzel and Anthony (1982) and Cain and Hodges (1989) de-
scribed floating fish snares with 2 and 4 nooses for captur-
ing bald eagles. Jackman et al. (1993) described a modified 
floating-fish snare that achieved 40% capture success. They 
inserted a Styrofoam™ plug in the anterior portion of  the 
fish bait, allowing the tail of  the fish to dip more deeply be-
low the water surface. Nooses consisted of  18-kg-test light-
green monofilament tied with a slip knot. Two (10–20 cm) 
nooses were placed in an alternate or lateral position. 
Sucker (Catostomus sp.) or catfish (Ictalurus sp.) approximately 
40 cm long were used for bait. Fish were anchored and 
placed in shaded areas during early morning, when the 
monofilament was less visible to eagles. 
 McGrady and Grant (1996) designed a radiocontrolled 
power snare similar to that described by Jackman et al. 
(1994) to capture nesting golden eagles. A nest anchor was 
used to keep the captured eagle on the nest to avoid injury. 
Nestlings were isolated in a small chicken-wire cage to avoid 
fouling the trap snare before firing. A video camera facili-
tated a clear view of  the trap. Territorial golden eagles were 
caught on the nest efficiently and safely using this design. 
 Monofilament nooses of  15-kg test line, 5 cm in diame-
ter, were attached to a 1-m-diameter chicken-wire dome 
and placed over the nest by Ewins and Miller (1993) to cap-
ture nesting ospreys. They secured the dome with cords 
around the base of  the nest. Thiel (1985) placed a 20–25-cm 
monofilament fish-line snare into nest burrows of  belted 
kingfisher. The snare was anchored to a tent stake inserted 
into the sand bank near the nest burrow entrance. 
 Winchell and Turman (1992) used a combination of  mono-
filament nooses and wooden dowel rods to capture burrowing 
owls during the fledging season, when the owls were ex-
tremely wary of  any change near their burrows or roosts. Sev-
eral noose rods were placed outside the burrow, and a dowel 
and weight were inserted beneath the soil surface. 
 Reynolds and Linkhart (1984) used a telescoping noose 
pole with an attached 12.5-cm-diameter loop of  coated stain-

less steel line (Zwickel and Bendell 1967) to capture flam-
mulated owl from trees. Scharf  (1985) used noose-covered 
wickets placed around a live male American magpie decoy 
to capture territorial magpies. 
 Robertson et al. (2006) used a pole with a noose at-
tached to the end to capture common murres in Newfound-
land, Canada. Hipfner and Greenwood (2008) used a similar 
3-m-long fishing-rod noose pole with an attached mono- 
filament noose to capture common murres in British Colum-
bia, Canada. 
 Proudfoot (2002) perfected the use of  a flexible fiberscope 
and noose to successfully remove ferruginous pygmy-owl 

Fig. 3.12. Helicopter with helinet attached to the front of its struts. 
Photo by N. J. Silvy. 

Table 3.7. Snares and noose poles used to capture birds

Groupa Reference

Galliformes
 Greater prairie-chicken Berger and Hamerstrom 1962
 Spruce grouse Schroeder 1986
 Blue grouse Zwickel and Bendell 1967
 Willow ptarmigan Hoglund 1968
Raptors Berger and Mueller 1959, Berger and  
  Hamerstrom 1962, Ward and Martin  
  1968, Jenkins 1979, Dunk 1991
 White-tailed kite Dunk 1991
 Rough-legged hawk Watson 1985
 Bald eagle Frenzel and Anthony 1982; Cain and  
  Hodges 1989; Jackman et al. 1993,  
  1994 
 Golden eagle Jackman et al. 1994, McGrady and  
  Grant 1994, 1996
 Osprey Frenzel and Anthony 1982, Prevost and  
  Baker 1984, Ewins and Miller 1993
 Crested caracara Morrison and McGehee 1996
 American kestrel Wegner 1981, Toland 1985
 Prairie falcon Beauvais et al. 1992
 Barn owl Colvin and Hegdal 1986
 Short-eared owl Kahn and Millsap 1978
 Eastern screech-owl Smith and Walsh 1981
 Tropical screech-owl Thorstrom 1996
 Burrowing owl Barrentine and Ewing 1988, Winchell  
  and Turman 1992
 Flammulated owl Reynolds and Linkhart 1984
 Spotted owl Bull 1987
Other
 Colonial seabirds Edgar 1968
 Double-crested cormorant Foster and Fitzgerald 1982, Hogan 1985
 Black-legged kittiwake Benson and Suryan 1999
 Houbara bustard Launay et al. 1999
Passerines
 Common nighthawk McNicholl 1983
 Belted kingfisher Thiel 1985
 Pileated woodpecker Cooper et al. 1995
 Loggerhead shrike Yosef  and Lohrer 1992, Collister and  
  Fisher 1995, Doerr et al. 1998
 American magpie Scharf  1985
 Bank swallow Barrentine and Ewing 1988, Kramer 1988 
 Chipping sparrow Gartshore 1978

a Scientific names are given in Appendix 3.1.
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nestlings from oak (Quercus spp.) nest cavities without in-
jury. He also suggested using a miniature camera system to 
assist with nestling removal from cavities. 
 A live tethered mouse attached to a board surrounded by a 
monofilament noose lured spotted owls for capture ( Johnson 
and Reynolds 1998). The noose was manually tightened when 
the owl landed on the mouse. Redpath and Wyllie (1994) cap-
tured territorial tawny owls by using a live tethered tawny 
owl as an attractant in a large modified Chardoneret trap (Fig. 
3.13). The territorial owl entered an open lid and lit on a 
perch that released the trigger, closing the entrance lid. 

Drive Nets and Drift Fences
Tomlinson (1963) developed a method for drive-trapping 
dusky grouse. Clarkson and Gouldie (2003) used a drive net 
trap to capture moulting harlequin duck. Costanzo et al. 
(1995) successfully herded large flocks of  flightless Canada 
geese into a moveable catch pen comprised of  6 attached 
panels (Table 3.8). Each panel was 3.4 m × 1.5 m, made of  
nylon netting attached to a conduit frame. This trap was in-
expensive, portable, and simple to assemble. 
 Flores and Eddleman (1993) placed drop-door traps 
along 1-m-tall drift fences of  1.8-cm mesh black-plastic bird 
netting to capture black rail. The netting was stapled to 
wooden surveyor’s stakes. Kearns et al. (1998) combined 

2.5-cm-mesh welded-wire cloverleaf  traps with ramped fun-
nel entrances and an attached catch box to catch sora and 
Virginia rails. Drift fences deflected the rails into the traps. 
Capture rate was increased by using playback of  rail vocal-
izations. The sound system was powered by solar panels. 
Fuertes et al. (2002) used a modified fish-net trap in the 
shape of  a funnel in pairs with a deflecting drift net in be-
tween to capture small rails. They added fruits, vegetables, 
and cat food as bait. Their traps were easy to transport and 
place and had a low injury rate. Caudell and Conover (2007) 
deployed a floating gill net to capture eared grebe in con-
junction with a motorboat and a new method (drive-by 
netting). 
 Haukos et al. (1990) recommended walk-in drift traps 
(Fig. 3.14) over rocket nets and baited walk-in traps for the 
capture of  lesser prairie-chicken in leks in spring. Advan-
tages of  the walk-in drift traps included minimal capture 
stress, no need for observer presence, and the ability to trap 
the entire lek. Pelren and Crawford (1995) successfully cap-
tured blue grouse with walk-in traps that intercepted mov-

Fig. 3.13. Modified Chardoneret using a captive owl as a lure. 
Owls flew from an external perch into one of the top compart-
ments, landing on the internal perch and releasing the trigger, 
which allowed the lid to close. From Redpath and Wyllie (1994).

Table 3.8. Drive and drift traps used to capture wildlife

Group/speciesa Reference

Birds
 Canada goose Robards 1960, Heyland 1970, Timm and  
  Bromley 1976, Costanzo et al. 1995
 Snow goose Cooch 1953
 Wood duck Tolle and Bookhout 1974
 Harlequin duck Clarkson and Gouldie 2003
 Diving ducks Cowan and Hatter 1952
 Blue grouse Pelren and Crawford 1995
 Dusky grouse Tomlinson 1963
 Ruffed grouse Liscinsky and Bailey 1955, Tomlinson 1963
 Greater sage-grouse Giesen et al. 1982
 Greater prairie-chicken Toepfer et al. 1988, Schroeder and Braun  
  1991
 Lesser prairie-chicken Haukos et al. 1990
 Scaled quail Schemnitz 1961
 Sandhill crane Logan and Chandler 1987
 Clapper rail Stewart 1951
 Black rail Flores and Eddleman 1993
 Virginia rail Kearns et al. 1998
 Sora Kearns et al. 1998
 American coot Glasgow 1957, Crawford 1977
 Shorebirds Low 1935
 American woodcock Liscinsky and Bailey 1955, Martin and  
  Clark 1964 
Mammals
 Snowshoe hare Keith et al. 1968
 White-tailed deer Stafford et al. 1966, Silvy et al. 1975,  
  DeYoung 1988, Sullivan et al. 1991,  
  Locke et al. 2004
 Mule deer Beasom et al. 1980, Thomas and Novak 1991
 Himalayan musk deer Kattell and Alldredge 1991
 Mountain sheep Kock et al. 1987

a Scientific names are given in Appendix 3.1.
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ing birds with 60-cm-tall mesh-wire fences. The fences guided 
the grouse into funnels connected to trap boxes, which 
were made of  plastic netting with fish netting tops to mini-
mize injury to trapped birds. 

Nest Traps
Blums et al. (2000) perfected a multicapture nest box for cav-
ity-nesting ducks (Table 3.9). This trap featured a swinging 
false floor, entrance baffle, and counter balance. A scaled 
down version of  this trap can be used to capture smaller cav-
ity-nesting birds. Plice and Balgooyen (1999) designed a re-
motely operated trap to capture American kestrel by using 
nest boxes. Kestrels were trapped during prey delivery to 
nestlings. Cohen and Hayes (1984) perfected a simple device 
to block the entrance to nest boxes. They used a wooden 
clothespin or a similarly shaped Plexiglas clothespin attached 
to a monofilament line. After the bird entered the nest box, 
the line was pulled, and the entrance was closed. Cohen (1985) 
used feathers to lure male tree swallows into nest boxes, 
where they were subsequently captured. 
 Pribil (1997) developed a clever nest trap for house wrens. 
The trap consisted of  a nest box containing a grass nest 

Fig. 3.14. Overhead view of 3 lek walk-in designs used to capture 
lesser prairie-chickens. From Haukos et al. (1990).

Table 3.9. Nest traps used to capture birds

Trap type/speciesa Reference

Cavity
 Hooded merganser Blums et al. 2000
 Wood duck Blums et al. 2000
 Acorn woodpecker Stanback and Koenig 1994
 Red-cockaded woodpecker Jackson and Parris 1991
 Pileated woodpecker Bull and Pedersen 1978
 Red-bellied woodpecker Bull and Pedersen 1978
 Tree swallow Rendell et al. 1989
 Bank swallow Rendell et al. 1989
Nest box
 American kestrel Plice and Balgooyen 1999
 Tree swallow Lombardo and Kemly 1983, Cohen and 
  Hayes 1984, Cohen 1985, Stutchbury  
  and Robertson 1986
 Bluebird Kibler 1969, Pinkowski 1978
 House sparrow Mock et al. 1999
 House wren Pribil 1997
 European starling DeHaven and Guarino 1969, Lombardo 
  and Kemly 1983 
 Other passerine birds Dhondt and van Outryve 1971, Stewart  
  1971, Yunick 1990
 Waterfowl Harris 1952, Sowls 1955, Addy 1956,  
  Weller 1957, Coulter 1958, Miller  
  1962, Salyer 1962, Doty and Lee 1974, 
   Zicus 1975, Shaiffer and Krapu 1978, 

Blums et al. 1983, Zicus 1989, Bacon 
and Evrard 1990, Dietz et al 1994, 
Yerkes 1997, Loos and Rohwer 2002

Natural nests
 Pied-billed grebe Otto 1983 
 Egrets and herons Jewell and Bancroft 1991, Mock et al.  
  1999
 White ibis Frederick 1986
 American coot Crawford 1977
 American avocet Sordahl 1980
 Black-necked stilt Sordahl 1980
 Mountain plover Graul 1979
 Snowy plover Conway and Smith 2000
 Wilson’s phalarope Kagarise 1978
 Mourning dove Swank 1952, Stewart 1954, Harris and  
  Morse 1958, Blockstein 1985
 White-winged dove Swanson and Rappole 1994
 Raptors Jacobs and Proudfoot 2002
 Osprey Ewins and Miller 1993
 Short-eared owl Leasure and Holt 1991
 Belted kingfisher Thiel 1985
 Passerines Gartshore 1978
 Cliff  swallow Wolinski and Pike 1985
 Barn swallow Wolinski and Pike 1985
 Blue jay Hilton 1989

a Scientific names are given in Appendix 3.1.

with 1 egg (Fig. 3.15). The egg was glued to a lever connected 
to a spring that closed a door over the entrance hole. The 
pecking action of  the bird pushed the egg down releasing 
the lever. The lever, attached to a rubber band, pulled a 
string, which closed the door over the entry hole, thereby 
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capturing the wren. The wren trapping box should be placed 
15–25 m from an active house wren nest. The author had 
her best trapping success early in the spring breeding sea-
son. Stanback and Koenig (1994) developed techniques for 
capturing acorn woodpecker inside natural cavities. They 
reached the tree hole with the aid of  basic rock-climbing gear 
and extension ladders. They then cut a triangular door be-
low the cavity entrance, using a folding pruning saw for the 
main cuts, and held the door in place with nails. The cavity 
entrance was blocked with a plastic bobber after the bird en-
tered the nest, and the captured bird was then removed. 
 Dietz et al. (1994) designed an inexpensive walk-in duck 
nest trap with a funnel entrance and lily-pad shape. It was 
made of  welded wire with a top of  garden netting. The trap 
worked most effectively in dense vegetation, where research-
ers could make a concealed approach to block the entrance. 
Yerkes (1997) described a portable inexpensive trap for cap-
turing incubating female mallard and redhead ducks that used 
cylindrical artificial nesting structures. The wire-covered 
trapdoors at each end of  the nesting cylinder were manually 
triggered with ropes. Loos and Rohwer (2002) found long-

handled nets to be more efficient than nest traps for captur-
ing upland nesting ducks. Trapping injuries were far less fre-
quent when long-handled nets were used in comparison to 
nest traps. Netted females returned to their nest more rap-
idly than those captured with nest traps. Netting ducks re-
quired only 1 trip to the nest, disturbing females less often 
than with nest traps.
 A self-tripping nest trap was designed by Frederick 
(1986) to capture white ibis and other colonial nesting birds. 
His trap design had the advantage of  being suitable for cap-
turing large numbers of  birds in a dense nesting site with 
minimum disturbance where traps were left unattended. A 
similar automatic trap was developed by Otto (1983) to catch 
pied-billed grebe. Mock et al. (1999) developed a nest trap 
that featured a wire door that prevented escape. An elec-
tronic-release triggering mechanism allowed the researcher 
to control the capture at distances ≤200 m. The remote con-
trol system was battery operated and inexpensive. 
 Yunick (1990) suggested blocking the entrance to nest 
boxes with a broom or rake handle upon approach to pre-
vent escape of  an incubating bird. He also described a sim-
ple, effective nest box trap of  semi-rigid plastic film that 
hung inside the box entrance. The trap worked on the prin-
ciple of  a hinged flap that could be pushed like a swinging 
door. The U-shaped film was pinned in place. 
 Rendell et al. (1989) perfected a manually operated bas-
ket trap, consisting of  a wire skeleton covered with mist 
netting attached by tape or line. The basket was attached to 
the end of  a lightweight extendable pole and raised to en-
close the entrance of  a cavity containing a hole-nesting bird, 
such as a tree or bank swallow. Their trap was simple for 1 
person to use, flexible, portable, lightweight, easy to con-
struct, and required few materials. 
 Robinson et al. (2004) and Friedman et al. (2008) described 
a simple, inexpensive, and successful nest box trap. New- 
brey and Reed (2008) developed an effective nest trap for fe-
male yellow-headed blackbirds. Hill and Talent (1990) used 
a T-shaped spring trap to capture nesting least tern and 
snowy plover (Fig. 3.16). 
 Swanson and Rappole (1994) modified a hoop net trap, 
described by Nolan (1961), by attaching mist netting to an 
aluminum frame from a fishing dip net to capture nesting 
white-winged doves) in subtropical thorn forest habitat. 
Conway and Smith (2000) designed a nest trap for snowy 
plovers. The trap consisted of  1.83-m lengths (2) of  1.25-cm 
electrical conduit, 16-cm pieces (4) of  1-cm-diameter wooden 
dowels, and 2 medium-weight strap hinges. The 2 pieces of  
conduit were bent into equal U shapes and attached to 
hinges to form the trap frame. Mesh netting was attached to 
the frame with twine, and black paint was sprayed on the 
aluminum conduit frame. The trap was anchored and acti-
vated with a 50-m-long pull cord by an observer when the 
incubating bird returned to the nest. The pull cord was at-

A
B
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D

F

E

Fig. 3.15. Trapping box viewed from the rear with the back wall 
removed. A portion of the nest is removed to illustrate the 
position of the metal lever and the placement of the egg. A = pin 
around which the wooden door revolves; B = nail protruding from 
the wall, which keeps the door aligned over the entrance; C = 
string; D = wooden lever; e = rubber band; F = metal lever. From 
Pribil (1997).
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tached to the top piece of  conduit. After the bird was caught, 
the trap was removed to facilitate rapid return of  the incu-
bating plover to the nest. 
 Hines and Custer (1995) collected great blue heron eggs 
from nests in tall trees by using an extendable net-pole. The 
device consisted of  4 collapsible 2-m sections with an 11-cm 
wire loop and an attached 9-cm-deep basket made from ny-
lon stocking material. 

Box and Cage Traps
Box and cage traps have been used for years to capture a vari-
ety of  bird species (Table 3.10). Caffrey (2001) captured Amer-
ican crows and emphasized that crows are extremely wary 
and difficult to catch. She modified the Australian crow trap 
(Aldous 1936) by adding a drop-door at one end. Bait on  
trapping days should not be large food items that can be 
picked up and carried away easily. In all cases, prebaiting and 
habituating crows to trapping methods were required. Recap-
tures were infrequent. The Modified Australian crow trap was 
useful for capturing many species of  crop-depredating birds, 
depending on the size of  the entrance (Gadd 1996). Aruch  
et al. (2003) used a peanut-shaped baited open-door trap with 
2 entrances to capture Kalij pheasants in dense Hawaiian for-
ests. Ashley and North (2004) perfected inexpensive auto-
mated doors for waterfowl traps, thereby curtailing depreda-
tion and escapes. Clark and Plumpton (2005) perfected a 
simple one-way door design in combination with an artificial 
burrow to facilitate relocation of  western burrowing owls. 
 Winchell (1999) designed a simplified and efficient push-
door wire-mesh trap that readily captured complete broods 
of  burrowing owls. Botelho and Arrowood (1995) con-
structed a trap for burrowing owls consisting of  a 61-cm-
long and 10-cm-diameter polyvinyl chloride (PVC) pipe. A 
hinged one-way Plexiglas door was inserted midway in the 
PVC pipe, which was placed in the owl burrows. Trapped 
owls were removed through a hinged door that opened on 

top of  the PVC pipe. Plumpton and Lutz (1992) made mul-
tiple captures of  burrowing owls by modifying large Sher-
man traps placed in burrow entrances by replacing one end 
with 2.5-cm wire mesh. They also captured young nestlings 
by quietly approaching the burrow and grabbing the birds 
by hand before they retreated completely into the tunnel. 
Banuelos (1997) advocated using a one-way Plexiglas door 
trap for burrowing owls. The ease of  constructing and set-
ting the trap, potentially high capture rate, and lack of  trap-
ping injuries made this simple trap ideal. The one-way door 
trap captured owls twice as fast as did bal chatri and noose 
carpet traps. 
 Harrison et al. (2000) described a trap designed to accom-
modate tidal water level fluctuations by providing a 1,500-cm2 

floating platform in the trap to curtail mortality from drown-
ing. Mauser and Mensik (1992) constructed a portable swim-
in bait trap to capture ducks. The trap panels were covered 
with plastic netting to minimize injuries. A floating catch box 
allowed trap operation in a variety of  water depths. They 
suggested a loafing platform for birds in the trap. 
 Wang and Trost (2000) used baited traps with a 50-cm-
long funnel entrance with a chicken wire open hoop 20 cm 
high at the end to catch American magpie. This hoop re-
quired the magpie to jump over the hoop to reach the bait. 
 Buck and Craft (1955) had success catching great horned 
owl and red-tailed hawk with 2 designs of  walk-in traps. 

6 cm

46 cm 6 cm

23 cm

2 cm

40 cm

Fig. 3.16. Spring-loaded trap for capturing incubating least terns 
and snowy plovers. From Hill and Talent (1990).

Table 3.10. Box and cage traps used to capture birds

Group/speciesa Reference

Waterfowl Kutz 1945, Hunt and Dahlka 1953, McCall  
   1954, Schierbaum and Talmage 1954, Addy 

1956, Schierbaum et al. 1959, Mauser and 
Mensik 1992, Evrard and Bacon 1998, 
Harrison et al. 2000

Raptors Ward and Martin 1968, Buck and Craft 1995
Ruffed grouse Tanner and Bowers 1948, Chambers and  
  English 1958
Sharp-tailed grouse Hamerstrom and Truax 1938
Greater prairie-chicken Hamerstrom and Truax 1938
Ring-necked pheasant Hicks and Leedy 1939, Kutz 1945, Flock and  
  Applegate 2002
Northern bobwhite Schultz 1950, Smith et al. 1981
Scaled quail Schemnitz 1961, Smith et al. 1981
Wild turkey Baldwin 1947, Bailey 1976, Davis 1994
Puffin Nettleship 1969
Burrowing owl Martin 1971, Ferguson and Jorgensen 1981,  
  Plumpton and Lutz 1992
Mourning dove Reeves et al. 1968
Band-tailed pigeon Drewien et al. 1966, Smith 1968, Braun 1976 
Chihuahua raven Aldous 1936
American magpie Alsager et al. 1972
House finch Larsen 1970
House sparrow Therrien 1996

a Scientific names are given in Appendix 3.1.
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One type had a welded-wire funnel entrance. The other was 
activated with a monofilament tripwire that released a trap-
door. Rock doves, domestic chickens, or captive-bred north-
ern bobwhites were enclosed in wire cages and served as 
live bait. Dieter et al. (2009) evaluated the duck capture suc-
cess rates of  various trap design types. They recommended 
oval traps.

Decoy Traps and Enticement Lures
Similarly, a Swedish Goshawk Trap is a large cage with a 
trigger mechanism that uses a rock dove in a separate sec-
tion as bait to trap raptors. Plumpton et al. (1995) success-
fully used padded and weakened foothold traps to capture 
red-tailed, ferruginous, and Swainson’s hawks along roads. 
Trap springs were weakened by repeatedly hitting them 
with a hammer. Jaws of  size 3 and 3N double-spring foot-
hold traps were padded with 5-mm-thick adhesive-backed 
foam rubber and then wrapped with cloth friction tape. 
Traps were baited with a live mouse held in a harness in the 
form of  a 24-gauge steel wire loop. The loop was placed 
over the head and behind the ears of  the mouse. Traps were 
hidden with a thin covering of  sifted soil or snow. 
 Whalen and Watts (1999) assessed the influence of  audio 
lures on capture patterns of  northern saw-whet owls. They 
found a general pattern of  decreasing capture frequency with 
increasing distance from the audio lure. They suggested that 
capture rates may be maximized by using more lures, each 
with a small number of  nets. Gratto-Trevor (2004) compiled 
detailed information on procedures to capture shorebirds 
(Charadriiformes, suborder Charadrii). Play-back distress calls 
increased shorebird capture rates (Haase 2002). 
 Various species of  upland game birds have been attracted 
and captured with the use of  recorded calls (Table 3.11). 
Breeding male ruffed grouse readily responded to playbacks 
of  recordings of  drumming display sounds by approaching 
to ≤2–9 m of  the observer (Naidoo 2000). Playback of  re-
cordings of  male display sounds near a stuffed decoy could 

be used to lure ruffed grouse into noosing range for cap-
ture. Taped calls and drums of  pileated woodpeckers were 
combined with a mist net by York et al. (1998) to rapidly 
capture this species with minimum stress to the birds. 
 Evrard and Bacon (1998) tested 4 duck trap designs. In 
spring, traps with a live female mallard decoy and traps with 
a similar decoy and bait were more successful than bait traps 
without a decoy. Spring trapping was more successful than 
autumn trapping. Floating bait traps were largely unsuc-
cessful in capturing waterfowl. Conover and Dolbeer (2007) 
successfully used decoy traps to capture juvenile European 
starling. 

Use of Oral Drugs
O’Hare et al. (2007) provided details on the use of  alpha-
chloralose (A-C) by the U.S. Wildlife Services, Department 
of  Agriculture, to immobilize birds. Bucknall et al. (2006) 
successfully employed A-C to capture flighted birds affected 
by an oil spill on the Delaware River. Bergman et al. (2005) 
described the historical and current use of  A-C as an anes-
thetic to capture or sedate wild turkey.
 Stouffer and Caccamise (1991) successfully captured 
American crow with A-C inserted in fresh chicken eggs. 
However, McGowan and Caffrey (1994) expressed concern 
about high mortality of  crows captured with A-C. Caccamise 
and Stouffer (1994) explained the possible cause of  mortal-
ity and justified the continued use of  A-C. 
 Woronecki et al. (1992) conducted safety, efficacy, and 
clinical trials required by the U.S. Food and Drug Adminis-
tration (FDA) to register A-C. They reported the most effec-
tive dose to be 30 mg and 60 mg of  A-C/kg of  body weight 
for capturing waterfowl and rock dove, respectively. They 
concluded that A-C was a safe capture drug for these birds. 
In 1992, the U.S. Wildlife Services was granted approval  
by the FDA to use A-C nationwide for capturing nuisance 
waterfowl, American coot, and rock dove (Woronecki and 
Thomas 1995). Wildlife Services personnel must complete a 
12-hour training course and pass a written examination to 
be certified to use A-C (Belant et al. 1999). The use of  A-C 
30 days prior to and during the legal waterfowl season for 
populations that are hunted is prohibited. 
 Initial use of  60 mg/kg of  A-C in field operations yielded 
a low (6%) capture rate of  rock dove. Belant and Seamans 
(1999) reevaluated doses of  A-C used for rock doves and rec-
ommended treating corn with 3 mg A-C/corn kernel and 
180 mg/kg as an effective dose. Mean time of  first effects 
and mean time to capture at the 180 mg/kg dose rate were 
significantly less than with lower dosages. Belant and Sea-
mans (1997) also assessed the effectiveness of  A-C formula-
tions for immobilizing Canada geese. A-C in tablet form 
was as effective as A-C in margarine and corn oil in bread 
baits. Male and female geese responded similarly to A-C im-
mobilization. Seamans and Belant (1999) recommended A-C 
over DRC-1339 (3-chloro-4-methylbenzenamine hydrochlo-

Table 3.11. Use of tape recordings of calls to attract and 
expedite capture of game birds

Speciesa Reference

Ruffed grouse Healy et al. 1980, Lyons 1981, Naidoo 2000
Blue grouse Stirling and Bendell 1966
Spruce grouse MacDonald 1968
Sharp-tailed grouse Artmann 1971
Greater prairie-chicken Silvy and Robel 1967
White-tailed ptarmigan Braun et al. 1973
Chukar partridge Bohl 1956
Scaled quail Levy et al. 1966
Gambel’s quail Levy et al. 1966
Montezuma quail Levy et al. 1966

a Scientific names are given in Appendix 3.1.
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ride) as a gull population-management chemical, because it 
was fast acting, humane, and could be used as a nonlethal 
capture agent. 
 Scientists at the National Wildlife Research Center (Wild-
life Services), Fort Collins, Colorado, have recently devel-
oped and tested a tablet form of  A-C. These new tablets will 
be available in 3 sizes, so that combinations of  pellets can be 
used to achieve accurate dose levels for a variety of  birds. 
Tablets should be placed inside bread cube bits for adminis-
tration to birds. The tablet formulation provides a safer and 
simpler alternative to the current formulation, which re-
quires mixing a powder prior to use and a syringe for injec-
tion of  the solution into the bread bait. 
 Janovsky et al. (2002) tested tiletamine (zolazepam), an-
other oral drug for bird immobilization, at a dosage of  80 
mg/kg (applied in powdered form to the surface of  fresh 
meat) on common buzzards in Austria. The deepest anes-
thesia was produced by fresh-drugged bait administered im-
mediately after preparation. This drug combination had a 
wide safety margin with little lethal risk of  overdosing non-
target birds that might accidentally feed on the bait. 

Miscellaneous Capture Methods
Smith et al. (2003c) located radiomarked adult northern 
bobwhite quail with a brood of  young chicks (1–2 days old). 
They then erected a corral of  screen covered panels that sur-
rounded the adult and brood. After flushing the adult, they 
hand captured the chicks in the corral. Thil and Groscolas 
(2002) caught king penguin by hand and safely immobilized 
them with tiletamine zolazepam. Kautz and Seamans (1992) 
described several methods to expedite capture of  rock doves. 
They caught rock doves mainly at night by hand at roost 
sites in barns and silos by closing the roosting sites with bur-
lap drop window covers to prevent the birds from escaping. 
They also designed a catch window, consisting of  a net bag 
of  2.5-cm × 2.5-cm mesh nylon gill netting. They developed 
a stuff  sack that allowed placing birds into a burlap bag with 
1 hand, a necessity while holding on to a supporting struc-
ture. Headlamps with an on-off  switch and a rheostat were 
used to help hand-capture rock doves. Folk et al. (1999) de-
vised a safe and efficient daylight capture technique for 
whooping cranes. They used a unique capture blind made 
from a cattle feed trough baited with corn. They grabbed 
the crane’s leg through armholes in the side of  the trough 
while the cranes were feeding on the corn in the trough.
 Martella and Navarro (1992) devised a novel method for 
capturing greater rhea. They blinded the birds using a spot-
light at night and captured them using a boleadoras, a de-
vice consisting of  2 or 3 balls of  round stone covered with 
leather and attached to a long strap of  braided leather, 7 
mm in diameter and 1-m long. When the bird began to run, 
the boleadoras was thrown toward the bird’s legs. The 
straps wound around the rhea’s legs, causing it to fall and al-
lowing hand capture.

 Ostrowski et al. (2001) captured steppe eagle in Saudi 
Arabia by vehicle pursuit. Their method was limited to open 
habitat, but it was effective on trap-shy individuals. Eagle 
chases were restricted to a maximum of  15 minutes. Simi-
larly, Ellis et al. (1998) used a helicopter to pursue and cap-
ture sandhill crane in open habitat. 
 King et al. (1998) captured American white pelican and 
great blue heron with modified No. 3 padded-jaw foothold 
traps by replacing both factory coil springs with weaker No. 
1.5 coil springs. They also substituted the factory chain with 
a 20-cm length of  aircraft cable and a 30-cm electric shock 
cord to minimize injury to captured birds. Cormorants also 
have been captured with padded foothold traps placed in 
trees with the aid of  an 18-m extension ladder. The trap was 
camouflaged with a flour-water mixture to simulate cormo-
rant guano (King et al. 2000). 

CAPTURING MAMMALS

Readers of  this chapter are encouraged to review previous 
major detailed coverage of  mammal capture and handling 
methods. These include Day et al. (1980), Novak et al. (1987), 
Schemnitz (1994, 2005), Wilson et al. (1996), American Soci-
ety of  Mammalogists (1998), Proulx (1999a), and Feldhamer 
et al. (2003). Gannon et al. (2007) stressed the need when 
live trapping to provide adequate food, insulation, and pro-
tection from temperature extremes. The newly developed 
web-based material should be investigated, especially Best 
Management Practices for Trapping in the United States, pro-
duced by the Association of  Fish and Wildlife Agencies (AFWA 
2006a; http://www.fishwildlife.org). 
 Mammal capture usually becomes more difficult as ani-
mal size increases. Thus, observational techniques and mam-
malian sign are more efficient for obtaining both inventory 
and density information ( Jones et al. 1996). Several new 
techniques to capture mammals ranging in size from small 
rodents to large carnivores have been developed in recent 
years, often for specific research purposes. Some of  these 
represent either improved or modified versions of  tradi-
tional capture methods. Well-designed commercial traps are 
available for a variety of  species. Biologists and wildlife 
managers now often use such traps, both for convenience 
and reliability. Nuisance wildlife control operators and fur 
trappers use commercial traps almost exclusively. An over-
whelming variety of  trap types and variations is available 
from commercial vendors (see Appendix 3.2).
 Most animals are captured by hand, mechanical devices, 
remote injection of  drugs, or drugs administered orally in 
baits. The emphasis in this chapter is on methods and equip-
ment other than remotely injected drugs used for capture 
(see Chapter 4, This Volume). Powell and Proulx (2003) 
summarized the importance of  mammal trapping ethics, 
proper handling, and the humane use of  various traps for 
various species. 
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Use of Nets
Dip Nets
Such mammals as jackrabbits (Griffith and Evans 1970) and 
skunks are first located with spotlights and then pursued on 
foot using a flashlight and dip net. Dip nets also are used to 
pull down drugged mammals. Rosell and Hovde (2001) 
combined a spotlight and the use of  nylon mesh landing nets 
from boats on rivers and on foot on land to catch American 
beaver. The net, when used in the water, was closed with a 
drawstring to prevent escape. The netting method resulted 
in no mortalities, in contrast to 5.3% mortality with snares 
(McKinstry and Anderson 1998). 

Mist and Harp Nets
Kuenzi and Morrison (1998) suggested combining mist net 
capture with ultrasonic detection to identify the presence 
of  bat species. Francis (1989) compared mist nets and 2 de-
signs of  harp traps for capturing bats (Chiroptera). Large 
bats (megachiropterans) were captured at similar rates in 
harp traps and mist nets, but microchiropterans were cap-
tured nearly 60 times more frequently in traps. He noted 
that small bats have teeth with sharp cutting edges and of-
ten chewed part of  the net around them and escaped. He 
recommended use of  4-bank harp traps over 2-bank harp 
traps for capture efficiency. Tidemann and Loughland (1993) 
devised a trap for capturing large bats. It featured wire cables 
stretched between rigid uprights. Vertical strings were strung 
between the cables. Waldien and Hayes (1999) designed a 
hand-held portable H-net used to capture bats that roosted 
at night under bridges. The H-net consisted of  a mist net at-
tached to PVC pipe and T-couplers. Palmeirim and Rodrigues 
(1993) described an improved harp trap for bats that was in-
expensive and lightweight (4.5 kg) and could be assembled 
by 1 person in 2 minutes. 
 Cotterill and Fergusson (1993) described a new trapping 
device (Fig. 3.17) to capture African free-tailed bats as they 
left their daylight roosts. They used polythene plastic sheet-

ing attached to a rectangular frame of  aluminum tubing. Bi-
cycle wheels were attached to each corner of  the frame to 
carry the assembled trap into position below the roost exit. 
Two people elevated the trap with ropes and pulleys. Bats 
were caught in a plastic bag and easily removed with a mini-
mum of  stress, in contrast to mist nets. Kunz et al. (1996) 
provided an in-depth review of  bat capture methods.

Drop Nets
Drop nets using explosive charges have been used to cap-
ture white-tailed deer (Ramsey 1968, Conner et al. 1987, and 
DeNicola and Swihart 1997), mule deer (White and Bart-
mann 1994, D’Eon et al. 2003), and mountain sheep (Fuller 
1984, Kock et al. 1987). Silvy et al. (1990) developed a non-
explosive drop net to capture Key deer. Lopez et al. (1998) 
develop a drop net triggered by a pull rope to capture urban 
deer. Jedrzejewski and Kamler (2004) perfected a modified 
drop net for capturing ungulates.

Drive Nets and Drift Fences
Silvy et al. (1975) developed a portable drive net to capture 
free-ranging deer. Peterson et al. (2003b) and Locke et al. 
(2004) described several advantages of  a portable drive net 
for capturing urban white-tailed deer. Okarma and Jedrze-
jewski (1997) and Musiani and Visalberghi (2001) used fladry 
to help capture gray wolves. Fladry consists of  red flags at-
tached to nylon ropes 60 cm above ground, placed along 
roads or trails in forested areas. Beaters, spaced at 250-m 
intervals, drove the wolves into nets, where they became  
entangled and were captured. Drive nets have been widely 
used to capture large mammals, but they also are useful for 
trapping small ones. Vernes (1993) devised a drive fence with 
attached wire-cage traps set parallel to forest edges. Sullivan 
et al. (1991) compiled data on captures of  430 white-tailed 
deer using the drive-net technique. The observed capture-
related mortality and overall mortality rates were 1.1% and 
0.9%, respectively. These rates were lower than those re-

Fig. 3.17. Trap arrangement for catching bats. (A) 
Assembled trap with ropes and their points of 
attachment, (B) lateral view of the assembled trap. 
Aluminum frames are cross-hatched. From Cotterill 
and Fergusson (1993).
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ported for other common capture methods. Kattell and All-
dredge (1991) used 3–6-m-long, 1.8–2.0-m-high nets to cap-
ture Himalayan musk deer in Nepal. After the nets were set, 
2 people slowly drove the deer toward the nets, where the 
animals became entangled. Faulhaber et al. (2005) used drift 
fences to capture Lower Keys marsh rabbits. 
 Thomas and Novak (1991) described procedures contrib-
uting to successful helicopter drive-net captures of  mule 
deer. Netting was dyed a dull green or brown color to re-
duce its visibility. When possible, nets should be placed in or 
near a drainage bottom, where deer could be herded down-
hill into the net, which should be concealed by terrain. Net 
sites providing close hiding cover for observers, which al-
lowed quick access to entangled animals, were essential. Ideal 
weather conditions consisted of  high overcast that reduced 
glare and net visibility. A steady breeze of  9–18 km/hr blow-
ing downwind from the helicopter toward the deer and net 
reduced the possibility of  animals scenting and avoiding the 
capture site. 
 Kelly (1996) captured ringed seals with nets set at breath-
ing holes in the ice. He designed a net that lined a breathing 
hole and closed below the surface with a weighted trigger-
ing device. Three wire hoops were attached to the net to 
hold it open. He increased seal visitation by cutting holes in 
the ice. 

Cannon and Rocket Nets
Rocket and cannon nets have been used to trap mammals 
(Table 3.5) for many years. Beringer et al. (1996) noted that if  
rocket nets are used to capture deer, capture should be lim-
ited to ≤3 deer per capture. They advised that handling time 
be minimized to reduce stress to captured deer. If  deer are to 
be radiotagged, there should be at least 1 person per deer and 
an extra person to apply the radio collar. Deer should be 
blindfolded immediately after capture to prevent stress.

Net Guns
Carpenter and Innes (1995) used net guns from helicopters 
to capture moose with a mortality rate of  less than 1%. 
White and Bartmann (1994) reported that net gunning 
(Table 3.6) was a more economical, efficient, and safe cap-
ture method than drop nets for mule deer fawns. The use 
of  net guns from a helicopter was the most effective method 
for winter capture of  yearling and adult white-tailed deer 
in non-yarding populations (Ballard et al. 1998). Webb et al. 
(2008) found the helicopter and net gun capture technique 
for white-tailed deer to be safe compared to other capture 
techniques. 

Snares and Noose Poles
Gray wolves were pursued in Finland with snowmobiles 
over soft snow 80-cm deep and were captured with a neck 
hold noose attached to a pole (Kojola et al. 2006). Davis et al. 
(1996) designed a lightweight noose device attached to ski 

poles to safely remove mountain lions and bears from trees 
and cliffs. Grizzly and black bears captured in leg snares ex-
hibited more muscle injury and capture myopathy than did 
bears captured by helicopter darting or bear drop door traps 
(Cattet et al. 2008).

Box and Cage Traps
Various box and cage traps are used to capture a large vari-
ety of  mammals (Table 3.12). Haulton et al. (2001) evaluated 
4 methods (Stephenson box traps, Clover traps, rocket nets, 
and dart guns) to capture deer. They found that smaller 
deer captured with Clover traps were more susceptible to 
capture mortality. Anderson and Nielsen (2002) described a 
modified Stephenson trap to capture deer. It featured light-
weight panels that were easily set up and readily movable. 
They recommended their trap for capturing deer in urban 
areas. Ballard et al. (1998) used Clover traps and darting 
from tree stands to capture white-tailed deer. They bolted 
U-clamps to keep the drop doors on the Clover traps closed 
to avoid deer escapes and substituted nuts and bolts for 
welds that broke at sub-zero temperatures.

Table 3.12. Box and cage traps used to capture mammals

Speciesa Reference

Kangaroo rat Brock and Kelt 2004, Cooper and Randall  
  2007
Bushy-tailed woodrat Lehmkuhi et al. 2006
Dusky-footed woodrat Innes et al. 2008
Key Largo woodrat McCleery et al. 2005, 2006
Cotton rat Sulok et al. 2004, Cameron and Spencer  
  2008
Deer mouse Whittaker et al. 1998, Rehmeier et al. 2004,  
  Jung and O’Donovan 2005, Reed et al.  
  2007
Nine-banded armadillo Bergman et al. 1999
Snowshoe hare Aldous 1946, Libby 1957, Cushwa and  
  Burnham 1974, Litvaitis et al. 1985a
Lower Keys marsh rabbit Faulhaber et al. 2005
Pygmy rabbit Larrucea and Brussard 2007
Flying squirrel Carey et al. 1991, Flaherty et al. 2008,  
  Wilson et al. 2008
Red squirrel Haughland and Larsen 2004, Herbers and  
  Klenner 2007
Gray squirrel Huggins and Gee 1995, Linders et al. 2004
Fox squirrel Huggins and Gee 1995; McCleery et al.  
  2007a, b
Abert’s squirrel Patton et al. 1976, Dodd et al. 2003
Townsend’s chipmunk Carey et al. 1991
Eastern chipmunk Waldien et al. 2006, Ford and Fahrig 2008
Woodchuck Trump and Hendrickson 1943, Ludwig and  
  Davis 1975, Maher 2004
California ground squirrel Horn and Fitch 1946
Pocket gopher Howard 1952, Sargeant 1966, Baker and  
  Williams 1972, Witmer et al. 1999,  
  Connior and Risch 2009

continued
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 Bull et al. (1996) covered wire cage traps with black plas-
tic to protect American marten from rain and snow to re-
duce the risk of  mortality from hypothermia. They also 
placed clumps of  wool for insulation in wood boxes to pro-
vide warm, dry shelter during winter trapping. Baited cul-
vert traps (Fig. 3.18) have been widely used to capture and 
transplant nuisance bears (Erickson 1957). 
 Carey et al. (1991) placed a single-door collapsible wire-
box trap 1.5 m above ground in large trees to capture arboreal 
mammals, such as northern flying squirrels and Townsend’s 
chipmunks. A nest box was inserted behind the trap treadle 
to minimize stress and hypothermia. Hayes et al. (1994) de-
scribed a simple and inexpensive modification (Fig. 3.19) of  
the technique of  Carey et al. (1991) to attach live traps to 
small-diameter trees, 8.5–30.0-cm diameter at breast height, 
by means of  a triangular plywood bracket. The bracket was 
set tangential to the tree trunk, and 2 aluminum nails were 
driven through the plywood and into the tree. Nylon twine 
was tied around the trap and secured to 2 additional nails. 
Malcolm (1991), Vieira (1998), and Kays (1999) described an 
arboreal mammal box-trap system that could be hoisted to 
sample arboreal mammal communities. Huggins and Gee 
(1995) tested 4 cage trap sets for gray and fox squirrels; they 
found traps set at eye level on a platform attached to tree 
trunks resulted in the highest rate of  capture.
 Szaro et al. (1988) assessed the effectiveness of  pitfalls 
and Sherman live traps in measuring small mammal com-
munity structure. They found that live traps and pitfalls pro-
vided different estimates of  species composition and relative 
abundance. However, live-trapping was significantly more 
successful than pitfalls in terms of  number of  new captures 
per trap night. They recommended the use of  both pitfalls 
and live traps, particularly when shrews (Soricidae), which 
are not readily caught in live traps, need to be sampled. 
Slade et al. (1993) advised using a combination of  trap types 
for sampling diverse small mammal faunas.

Table 3.12. continued

Speciesa Reference

Prairie dog Dullum et al. 2005, Facka et al. 2008
American beaver Couch 1942, Hodgdon and Hunt 1953,  
  Collins 1976, Koenen et al. 2005
Mountain beaver Arjo et al. 2007
Muskrat Takos 1943, Snead 1950, Stevens 1953,  
  Robicheaux and Linscombe 1978,  
  McCabe and Elison 1986, Lacki et al.  
  1990
Nutria Norris 1967, Evans et al. 1971, Palmisano  
  and Dupuie 1975, Linscombe 1976,  
  Robicheaux and Linscombe 1978, Baker  
  and Clarke 1988
Porcupine Brander 1973, Craig and Keller 1986,  
  Griesemer et al. 1999, Zimmerling 2005
Coyote Foreyt and Rubenser 1980, Way et al. 2002
Gray fox AFWA 2006e
Kit fox Zoellick and Smith 1986
Swift fox Kamler et al. 2002
Mountain lion Shuler 1992
Canada Lynx Mowat et al. 1994
Bobcat Woolf  and Nielson 2002, AFWA 2006b
Black bear Erickson 1957, Black 1958, Cattet et al.  
  2008
Brown and grizzly bear Craighead et al. 1960, Troyer et al. 1962
Raccoon Robicheaux and Linscombe 1978, Moore  
  and Kennedy 1985, Proulx 1991, Gehrt  
  and Fritzell 1996, AFWA 2006h
American marten Naylor and Novak 1994, Bull et al. 1996
Virginia opossum AFWA 2006g
Fisher Arthur 1988, Frost and Krohn 1994, AFWA  
  2007b
Striped skunk Allen and Shapton 1942, AFWA 2009a
Northern river otter Northcott and Slade 1976; Melquist and  
  Hornocker 1979, 1983; Shirley et al.  
  1983; Route and Peterson 1988; Serfass  
  et al. 1996; Blundell et al. 1999 
Long-tailed weasel Belant 1992
Short-tailed weasel Belant 1992
Feral hog Matschke 1962, Williamson and Pelton  
  1971, Saunders et al. 1993, Jamison 2002,  
  Mersinger and Silvy 2006
Collared peccary Neal 1959
Elk Thompson et al. 1989
White-tailed deer Bartlett 1938; Ruff  1938; McBeath 1941;  
   Webb 1943; Glazener 1949; Clover 1954, 

1956; Hawkins et al. 1967; Sparrowe and 
Springer 1970; Runge 1972; McCullough 
1975; Foreyt and Glazener 1979; Palmer 
et al. 1980; Rongstad and McCabe 1984; 
Morgan and Dusek 1992; Naugle et al. 
1995; Beringer et al. 1996; Ballard et al. 
1998; VerCauteren et al. 1999; 
DelGiudice et al. 2001a; Haulton et al. 
2001; Anderson and Nielsen 2002 

Mule deer Lightfoot and Maw 1963, Roper et al. 1971,  
  D’Eon et al. 2003

a Scientific names are given in Appendix 3.1.

Fig. 3.18. Culvert trap for capturing bears. Photo by the New Mexico 
Department of Game and Fish.
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 Fitzgerald et al. (1999) tested the capture rate of  buried 
and unburied folding Sherman live traps in desert grasslands 
and desert shrub communities. Traps were set in pairs for 3 
consecutive nights. The unburied trap capture rate was sig-
nificantly greater than that for buried traps. Burying traps 
may be a cost-effective method of  reducing trap fatalities re-
lated to temperature fluctuations in desert environments. 
 Standardization of  traps and trapping procedures are 
needed to adequately sample small-mammal populations. 
Kirkland and Sheppard (1994) proposed a standard protocol 
for sampling small-mammal populations with emphasis on 
shrews. They suggested using Y-shaped arrays of  10 pitfall 
traps (large cans or buckets recessed into the ground) and 
drift fences. Each arm, which was anchored on a central pit-
fall, consisted of  3 pitfalls separated by 5-m sections of  drift 
fence. Pitfalls ≥14 cm in diameter and 19-cm deep should be 
half-filled with water to quickly drown captured animals. 
They recommended that arrays be operated for 10 consecu-
tive days. This interval totaled 100 trap nights of  sampling 
effort per array per sampling period and allowed easy calcu-
lation of  relative abundance as the percentage capture suc-
cess. Handley and Varn (1994) suggested using a small, eas-

ily set pitfall array in the form of  a triangle with 2.5-cm 
sides and set in a transect for capturing shrews. Two people 
set 2 arrays per hour. They used 2-liter, heavy-gauge plastic 
soft drink bottles with the tops cut off  as pitfalls. The plastic 
bottles were 20-cm deep and 11 cm in diameter. At the cen-
ter of  the array they used a 4-L plastic bottle 18-cm deep 
and 15 cm in diameter. Pitfalls were arranged with 120° be-
tween arms and joined with 1.2-m-long and 30-cm-high drift 
fence. Tew et al. (1994) tested 2 trap spacings, 24 m and 48 
m, using 184 Longworth live traps set in a rectangular grid 
covering an area of  10 ha. They found the 2 spacings were 
equally effective in capturing wood mice. They suggested 
that projects with limited numbers of  traps should consider 
wider trap spacing with an increased trapping period. 
 A study by Mitchell et al. (1993) in saturated forested 
wetlands showed that pitfalls in conjunction with drift 
fences captured significantly greater numbers of  small 
mammals than did isolated pitfall can traps in the same gen-
eral area. They recommended that different researchers 
should use the same technique and sampling effort for the 
same taxa. Moseby and Read (2001) recommended 8 nights 
of  pitfall trapping as the most efficient duration for mam-
mals. Pitfalls should be ≥40 cm deep for small mammals and 
≥60 cm for agile species, such as hopping mice. 
 Hays (1998) devised a new method for live-trapping 
shrews by inserting small 10-cm Sherman live traps into 
holes cut in Nalgene plastic jars (25-cm high × 15-cm diame-
ter). The trap entrance was covered with 12-mm wire mesh 
to exclude mice. Traps were baited with mealworms and 
cotton batting. Traps were checked daily, and trap mortality 
was only 1%. Yunger et al. (1992) greatly decreased the mor-
tality of  masked shrews (77.5% survival) caught in pitfall traps 
by providing 7 g of  whitefish (Coregonus spp.) per pitfall. 
 Whittaker et al. (1998) evaluated captures of  mice in 2 
sizes of  Sherman live traps. Small Sherman traps captured 
significantly more white-footed and cotton mice. More rice 
rats were caught in large Sherman traps. Jorgensen et al. 
(1994) set paired Sherman and wire-mesh box traps. More 
rodents were consistently caught in the Sherman traps 
made of  sheet metal. They attributed the capture rate differ-
ence to less frequent entry by rodents into wire-mesh traps 
and a more sensitive treadle in the Sherman traps. In con-
trast, O’Farrell et al. (1994) experimented with similar sized 
Sherman and wire-mesh live traps. Captures were signifi-
cantly greater in mesh traps than in Sherman traps. They 
surmised that an open trap that can be seen through was 
preferred to an enclosed box. Their estimates of  small 
mammal density at different sites using wire mesh traps 
were 15–37% higher than estimates with Sherman traps. 
They concluded the composition of  communities of  small 
mammals might be inaccurately represented based on the 
type of  trap used. McComb et al. (1991) compared capture 
rates of  small mammals and amphibians between pitfall and 
Museum Special snap traps in mature forests in Oregon. 

Trap nail
Trap

Milk carton

Bracket

String

Tree nail

Fig. 3.19. Tomahawk live trap attached to a small-diameter tree by 
a bracket. From Hayes et al. (1994).
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Fewer small mammal and amphibian species were caught 
with Museum Special traps than with pitfalls. However, 2 
species of  salamander were captured only in pitfall traps. 
Museum Specials baited with peanut butter were more ef-
fective than traps baited with meat paste. Pearson and Rug-
giero (2003) examined trap arrangement in forested areas 
by comparing transect and grid trapping of  small mammals. 
Transects yielded more total and individual captures and 
more species than did grid arrangements. 
 Dizney et al. (2008) evaluated 3 small mammal trap types 
in the Pacific Northwest. Pitfalls were the most effective 
trap. Sherman traps significantly outperformed mesh traps. 
Anthony et al. (2005) compared the effectiveness of  Long-
worth and Sherman live traps. They suggest that using a 
combination of  both traps would ideally sample small mam-
mals with a minimum of  bias. Jung and O’Donovan (2005) 
cautioned the use of  Ugglan wire-mesh live traps caused 
mortality of  deer mice, because their upper incisors became 
entangled in the wire mesh. Kaufman and Kaufman (1989) 
place wood shelters over Sherman traps at ground squirrel 
burrows and increased capture success. Waldien et al. (2006) 
covered Sherman traps with a milk carton sleeve for insula-
tion and used polyfiber batting to provide additional ther-
mal protection for captured animals. Umetsu et al. (2006) 
found pitfalls to be more efficient than Sherman traps for 
sampling small mammals in the Neotropics. A simplified, 
easily constructed Tuttle-type collapsible bat trap using PVC 
tubing was designed by Alvarez (2004). Fuchs et al. (1996) 

described a technique widely used for catching European 
rabbits in Scotland that consisted of  a buried tip-top galva-
nized steel box. The earth floor of  the trap was covered 
with wire mesh to prevent escape. 
 Lambert et al. (2005) detailed an arboreal trapping method 
for small mammals in tropical forests (Fig. 3.20). Winning and 
King (2008) perfected a baited pipe trap mounted vertically to 
a tree to successfully capture squirrel glider in Australia (Fig. 
3.21). Waldien et al. (2004) cautioned mammal trappers on 
the potential mortality of  birds captured in Tomahawk™ and 
Sherman live traps. 
 Mitchell et al. (1996) reported that use of  an ant insecti-
cide (Dursban®) did not affect overall capture yield or prob-
ability of  capture of  12 species of  small mammals and that 
mutilation rates by ants were lower. Gettinger (1990) re-
ported that use of  chemical insect repellents increased cap-
ture rates. 
 Yunger and Randa (1999) immersed Sherman live traps 
for 5 minutes in a 10% bleach solution (sodium hypochlo-
rite) to decontaminate them from sin nombre hantavirus. 
No effect on small mammal capture rate was observed. 
Cross et al. (1999) tested bleach treatment and found no ef-
fect on trap success. Van Horn and Douglass (2000) used a 
Lysol® disinfectant followed by a fresh water rinse to clean 
traps. This treatment did not influence subsequent deer mouse 
capture rates. 
 Heske (1987) recommended the use of  clean live traps to 
obtain an unbiased demographic sample of  small mammals. 

Fig. 3.20. Diagram of the arboreal trapping 
method used in the southeastern Amazon. 
From Lambert et al. (2005).
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He observed that using soiled traps might cause possible vi-
olations of  the assumptions of  equal catch success of  all in-
dividuals. He documented that Microtus samples were more 
accurate demographically if  all traps were kept clean. Jones 
et al. (1996) advised cleaning all traps with soap and water 
after each trapping session to increase consistency in trap-
ping success.
 Live trapping bias of  small mammals varies with gender, 
age, and species. Results of  capture rates to previous trap 
occupancy depended on gender and age (Gurnell and Little 
1992). Wolf  and Batzli (2002) reported that white-footed 
mice were less likely to be captured in live traps that previ-
ously held short-tailed shrews. Adult white-footed mice 
were more likely to be captured in traps previously occu-
pied by conspecific individuals of  the opposite gender than 
in traps previously occupied by the same gender. In con-
trast, Gurnell and Little (1992) reported no evidence of  
breeding males or females being attracted to traps contain-
ing the odor of  the opposite gender. Their studies involved 
various wood rodents (wood mice, bank voles, and yellow-
necked mice). 

Corral Traps
Sweitzer et al. (1997) designed a modified steel mesh panel 
trap for capturing multiple feral hogs with a minimum (5%) 
of  injury. Their traps included a gate entrance with a run-
way leading to an enlarged corral with a trip line activating 
a side-hinged squeeze gate. Saunders et al. (1993) suggested 
attaching fine mesh wire on the inside of  trap drop gates to 
prevent hogs caught inside the trap from gripping the gate 
with their teeth and lifting it, allowing others to escape. 
They set traps using a trip wire placed in a back corner of  
the trap 20 cm above its floor. Jamison (2002) described ef-
fective traps for feral hog capture. He emphasized the need 
for a strong, portable trap the width and length of  an aver-
age pickup truck bed to facilitate transporting live hogs. 
Choquenot et al. (1993) used estrous sows as a lure, but no 
hogs were attracted or captured. West et al. (2009) describe 
several traps used to capture feral hogs.
 Cancino et al. (2002) designed a modified corral trap (Ta-
ble 3.13) consisting of  a 70-ha enclosure and an adjacent ob-
servation tower. A 4-ha area in the enclosure was irrigated 
to attract pronghorn. A gate at one end was closed to con-
fine the animals that gradually moved toward the end of  the 
exclosure, attracted by captive pronghorn, mobile feeders, 
and water, where another gate was closed to confine them. 
Lee et al. (1998) summarized other pronghorn capture meth-
ods. Pérez et al. (1997) perfected a corral trap for capturing 
Spanish ibex. The trap consisted of  a 3-m-high metallic net 
fence with a 3-m-high net inside. The 2 nets were 1 m apart; 
salt blocks were used as bait. 

Foot Traps and Snares
Since 1997 the Association of  Fish and Wildlife Agencies 
(AFWA), in cooperation with state wildlife agencies and the 
U.S. Department of  Agriculture’s Animal and Plant Health 
Inspection Service, has engaged in a congressionally man-
dated project evaluating commercial traps for 23 species of  
North American furbearers in 5 U.S. regions to develop Best 
Management Practices (BMP) for traps and trapping (AFWA 
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Fig. 3.21. Design of pipe trap. The design uses 90-mm polyvinyl 
chloride (PVC) pipe and fittings throughout. From Winning and 
King (2008).

Table 3.13. Corral traps used to capture wildlife

Group/speciesa Reference

Canvasback Haramis et al. 1987
Jackrabbit Henke and Demarais 1990
Collared peccary Neal 1959
Feral hog Sweitzer et al. 1997
Deer Lightfoot and Maw 1963, Hawkins et al. 1967,  
  Rempel and Bertram 1975
Elk Couey 1949, Mace 1971
Moose Pimlott and Carberry 1958, LeResche and Lynch  
  1973
Pronghorn Spillett and ZoBell 1967, Cancino et al. 2002
Spanish ibex Pérez et al. 1997

a Scientific names are given in Appendix 3.1.
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2006a). Evaluations include performance profiles for com-
mercial traps that include efficiency, selectivity, safety, practi-
cality, and animal welfare, using international standards for 
humaneness (International Organization for Standardiza-
tion [ISO] 1999a, b). Numerous documents (cited elsewhere 
in this chapter) provide data and background information 
on the AFWA project and are available at the AFWA web-
site, which is continuously updated as new data become 
available. The technical information and animal welfare in-
formation are useful in selecting the most appropriate 
equipment for particular uses, often help researchers answer 
the concerns of  Institutional Animal Care and Use Commit-
tees, help manufacturers design and improve state-of-the-art 
capture equipment, and help state wildlife agencies main-
tain healthy wildlife populations using regulated trapping. 
 Fur trappers, nuisance-wildlife control agents, and re-
searchers have used commercial (see Appendix 3.2 for a list 
of  suppliers) and hand-made traps to capture a variety of  
mammals, including carnivores, rodents, lagomorphs, and 
marsupials. These mechanical devices can be divided into 2 
broad categories: restraining (live) and killing traps. How-
ever, certain trap designs can be included in either category, 
depending on how they are deployed in the field.
 The AFWA documented the performance of  foot traps, 
snares, and other forms of  restraining traps in support of  the 
development of  BMP (AFWA 2006a). Test traps were selected 
based on knowledge of  commonly used traps, previous re-
search, and input from expert trappers. Data collection, in-
cluding safety evaluations, was undertaken using procedures 
specified in ISO Documents 10990-4 and 10990-5 (ISO 1999a, 
b). Trauma scales used to assess animal welfare performance 
for restraining traps are presented in ISO Document 10990-5, 
and BMP research adapted those scales for evaluating injury 
in captured animals (injury scales ranged from 0 for uninjured 
animals to 100 for animals found dead in traps). BMP traps 
are required to consistently yield little to no injury to cap-
tured animals (AFWA 2006a), and therefore they are accept-
able in many wildlife research applications. 

Trap Types
Restraining traps are those designed to capture an animal 
alive. Three basic types are used to capture mammals. Cage 
or box traps are manufactured in an array of  sizes for small 
insectivores, rodents, lagomorphs, carnivores, and ungulates. 
They are constructed of  wire or nylon mesh, wood, plastic, 
or metal. The functional components include the cage box, 
1 or 2 self-closing doors, a door lock mechanism, a trigger, 
and a treadle or trip pan. Foothold traps are commonly used 
to capture medium-sized mammals, such as wild canids and 
felids (Fig.3.22). A typical foothold trap has 2 jaws open at 
180° when in the set position and closing 90° upon each 
other when released. Another foothold design includes foot-
encapsulating devices, such as the EGG™ trap (Proulx et al. 
1993c, Hubert et al. 1996) and Duffer’s trap (IAFWA 2000), 

which have a pull trigger that releases a small striking bar to 
block an animal’s paw as well as a plastic or metal housing 
that protects the captured limb from torsion or self-inflicted 
injuries (Fig. 3.23). These traps are species-specific, are con-
sidered relatively “dog proof,” and are used to capture rac-
coons and opossums. 
 Foot snares, such as the Aldrich (Poelker and Hartwell 
1973), Åberg™ (Englund 1982), Fremont™ (Skinner and Todd 
1990), and Belisle™ (Shivik et al. 2000), are spring-powered 
cables used to capture and hold medium and large animals by 
a limb (Fig. 3.24). Modified manual neck snares (McKinstry 
and Anderson 1998, Pruss et al. 2002) and specialized cable re-
straints, such as the Collarum™ (Shivik et al. 2000), also can 
function as restraining traps. The performance of  snares as 
live restraint tools versus killing systems is determined by nu-
merous variables, including set location, snare and lock types, 
and experience of  the trapper (AFWA 2009b). 

Fig. 3.22. Foothold restraining traps used to capture mammals: 
Victor No. 1.5 coil spring foothold trap (left) and Victor No. 1.5 
Soft-Catch foothold trap with padded jaws (right).  Photo by G. F. 
Hubert, Jr.

Fig. 3.23. Foot encapsulating traps specifically designed for 
capturing raccoons (they prevent self-mutilation) and reducing 
the capture of domestic pets: (A) Lil’ Grizz Get’rz, (B) eGG, (C) 
Duffer’s. Photo courtesy of the Association of Fish and Wildlife Agencies.
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 Killing traps have one or more striking jaws (or a snare 
noose) activated by one or many springs upon firing by a 
trigger mechanism. Killing traps come in a variety of  sizes, 
and their method of  action varies. Mousetrap-type devices, 
where one jaw closes 180° on a flat surface, are commonly 
used to capture commensal and other small rodents. Killing 
boxes, pincer- and spear-type traps, and certain body-gripping 
devices are used to capture fossorial rodents and moles. The 
cage/box and foothold restraining traps also can be used as 
killing devices by placing them in or near water, so the cap-
tured animal is submerged and drowns. This technique is 
commonly used by fur trappers when harvesting aquatic 
and semi-aquatic mammals, such as American beaver, mink, 
muskrat, and northern river otter. Planar traps, in which a 
spring functions as a killing bar, are used to catch rat-sized 
rodents and small carnivores (e.g., Mustelidae). Rotating-
jaw or body gripping traps have a scissor-like closing action 
and are used for a variety of  mammals ranging in size from 
tree squirrels to beaver. Finally, manual locking neck and 
power snares are used to catch and kill medium-sized carni-
vores, such as foxes, coyotes, and bobcats (Table 3.14).

Trap Research, Performance Standards,  
and evaluation
Traps have been and continue to be important and tradi-
tional tools for wildlife management and research (Boggess 
et al. 1990). Nevertheless, the use of  these capture devices is 
not without controversy (Gentile 1987, Andelt et al. 1999). 
Most concerns are related to animal welfare. Consequently, 
professional wildlife biologists have expressed the need to 
reduce injury and pain inflicted on animals by trapping 
(Schmidt and Brunner 1981, Proulx and Barrett 1989). No-
vak (1987) reviewed traps and trap research related to fur-
bearers. Recent efforts to improve the welfare of  animals 
captured in traps by developing humane trapping standards 
have met with mixed success. Activities in the United States 
have primarily focused on the development of  BMP for 
trapping furbearers by using restraining traps under the aus-
pices of  the AFWA (AFWA 2006a).
 Endeavors through the ISO led to the adoption of  2 inter-
national standards—one for methods for testing killing trap 

systems used on land or underwater (ISO 1999a) and another 
for methods for testing restraining traps (ISO 1999b). The 
Canadian General Standards Board first published a national 
killing trap standard in 1984, based on a 180-second time-
to-unconsciousness interval (Canadian General Standards 
Board 1984). Twelve years later this interval was relaxed to 
300 seconds for some species (Canadian General Standards 
Board 1996). However, there are several killing traps cur-
rently available that have been shown to kill certain species 
quicker than the Conibear™ body-gripping series listed as 
state-of-the-art in 1996. Examples include the C120 Mag-
num with pitchfork trigger for American marten (Proulx  
et al. 1989a), the C120 Magnum with pan trigger and the 
Bionic™ for mink (Proulx et al. 1990, Proulx and Barrett 
1991), and the Sauvageau™ 2001-8 for arctic fox (Proulx et al. 
1993a). 
 Numerical scores have often been used to quantify the 
extent of  injury incurred by a trapped animal (e.g., Olsen 
et al. 1986, 1988; Linhart et al. 1988; Onderka et al. 1990; 
Phillips et al. 1992; Hubert et al. 1996). Although Linhart and 

Fig. 3.24. Novak foot snare. Photo by G. F. Hubert, Jr.

Table 3.14. Snares and neck collars used to capture mammals

Group/speciesa Reference

Snowshoe hare Keith 1965, Brocke 1972, Proulx et al.  
  1994a
Ground squirrel Lishak 1976
American beaver Collins 1976, Mason et al. 1983, Weaver  
  et al. 1985, McKinstry and Anderson  
  1998, Riedel 1988 
Nutria Evans et al. 1971
Gray wolf  Van Ballenberghe 1984, Schultz et al. 1996
Coyote Nellis 1968, Guthery and Beasom 1978,  
  Onderka et al. 1990, Phillips et al. 1990b, 
   Skinner and Todd 1990, Phillips 1996, 

Sacks et al. 1999, Shivik et al. 2000, Pruss 
et al. 2002 

Red fox Berchielli and Tullar 1980, Novak 1981b, 
   Rowsell et al. 1981, Englund 1982, 

Proulx and Barrett 1990, Bubela et al. 
1998

Gray fox Berchielli and Tullar 1980
African lion Frank et al. 2003
Amur (Siberian) tiger Goodrich et al. 2001
Snow leopard Jackson et al. 1990
Mountain lion Pittman et al. 1995, Logan et al. 1999
Canada lynx Mowat et al. 1994
Black bear Poelker and Hartwell 1973, Johnson and  
  Pelton 1980b
Raccoon Berchielli and Tullar 1980
Skunk (Mustelidae) Novak 1981b
Feral hog Anderson and Stone 1993
White-tailed deer Verme 1962, DelGiudice et al. 1990
Mule deer Ashcraft and Reese 1956
South American Guanaco Jefferson and Franklin 1986
Pronghorn Beale 1966

a Scientific names are given in Appendix 3.1.
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Linscombe (1987) recommended establishment of  a standard-
ized numerical system to rank trap-caused injuries, the issue 
is complicated by the existence of  a variety of  scoring sys-
tems (Proulx 1999b). Engeman et al. (1997) criticized the use 
of  injury scores for judging acceptability of  restraining 
traps. In contrast, Onderka (1999) indicated that numerical 
scoring reflecting the severity of  injuries tended to be con-
sistent and appropriate to assess live-holding devices. The 
current international standard that describes methods for 
testing restraining traps contains 2 trauma scales (ISO 
1999b). One assigns point scores to 34 injury types; the 
other places these 34 injury types into 4 trauma classes that 
may be combined to provide an overall measure of  animal 
welfare. 
 Most recently 2 international agreements, designed to 
further improve the welfare of  trapped animals, have been 
developed. The United States and the European Union ad-
opted a nonbinding understanding in 1997; the other was 
signed by Canada, Russia, and the European Union in 1997 
and 1998 (Andelt et al. 1999). Since that time, activities in 
the United States have focused on the development of  BMP 
for trapping furbearers under the auspices of  the Interna-
tional Association of  Fish and Wildlife Agencies (IAFWA 
1997). As part of  this project, the best-performing killing 
traps consider time to death, effectiveness, selectivity, safety, 
and practicality of  field use. Similarly, the best restraining 
traps will be those based on reduced physical damage to the 
animal, effectiveness, selectivity, safety, and practicality. The 
first BMP was completed in 2003 and addresses the use of  
restraining traps for coyotes in the eastern United States 
(IAFWA 2003). BMP for all other major furbearer species 
are under development (IAFWA 1997). 
 Currently, both the AFWA and the Fur Institute of  Can-
ada provide updated and comprehensive reviews of  traps 
for use in mammal capture programs (Tables 3.15, 3.16, and 
3.17) that comply with BMP standards (AFWA 2009a) or the 
Agreement on International Humane Trapping Standards 
(Fur Institute of  Canada 2009). 

Evaluation and Status of Tranquilizer Trap Devices
Balser (1965) used tranquilizer trap devices (TTDs) con-
taining diazepam, a controlled substance not registered for 
such use by the U.S. Drug Enforcement Administration (Sa-
varie et al. 1993) to reduce injuries to coyotes. Another 
drug, propiopromazine hydrochloride (PPZH), which acts 
as a tranquilizer and depresses the central nervous system, 
was tested on captive coyotes by Savarie and Roberts (1979). 
Foot injuries to coyotes and other animals caught in foot-
hold traps were reduced substantially when they ingested 
tranquilizers from tabs attached to trap jaws (Balser 1965).
 Linhart et al. (1981) used TTDs containing PPZH to re-
duce foot and leg injuries to wild coyotes captured in foot-
hold traps. Preliminary data reported by Zemlicka et al. 
(1997) suggested significant reduction in trap related inju-

ries to the feet and legs of  37 gray wolves captured in traps 
using TTDs containing PPZH. None of  33 nontarget ani-
mals captured in traps with TTDs loaded with PPZH suc-
cumbed from ingestion of  the tranquilizer, and injuries 
tended to be less severe than among nontarget captures in 
traps without PPZH TTDs. Sahr and Knowlton (2000) dem-
onstrated that TTDs containing PPZH effectively reduced 
injuries to limbs of  wolves captured in foothold traps, but 
failed to reduce the severity of  tooth injuries. Pruss et al. 
(2002) evaluated a modified locking neck snare equipped 
with a diazepam tab for coyotes in an effort to decrease 
stress, injuries, and unwanted animal captures. This device 
successfully reduced the incidence of  lacerations experi-
enced by captured coyotes without compromising capture 
efficiency or increasing the capture of  nontarget species. Sa-
varie et al. (2004) successfully tested PPZH in a plastic poly-
ethylene pipette reservoir attached to a trap jaw.
 The 2 drugs (diazepam and PPZH), used in conjunction 
with TTDs, are not available for widespread use. Pruss et al. 
(2002) reported that future use of  diazepam in Canada 
would require a researcher to submit a special request to the 
Drug Strategy and Controlled Substances Programme, Of-
fice of  Controlled Substances, Ottawa, Ontario, Canada, 
and nonresearch use would require the cooperation of  a 
veterinarian. In the United States, diazepam (Valium®) is a 
Class IV controlled substance (Seal and Kreeger 1987) and 
has not been authorized as a tranquilizer for traps. Cur-
rently, only the U.S. Wildlife Services is authorized to use 
PPZH in TTDs as part of  its wildlife damage-control opera-
tions under a special permit issued by the U.S. Food and 
Drug Administration (T. J. Deliberto, U.S. National Wildlife 
Research Center, Department of  Agriculture, Fort Collins, 
Colorado, personal communication). 

Miscellaneous Capture Methods
Bergman et al. (1999) captured nine-banded armadillo by 
following a trained tracking dog to a burrow. They then 
placed a 30-cm-high wire fence around the burrow and a 
cage live trap at the burrow entrance. Godfrey et al. (2000) 
described a detailed protocol for safe entry into black bear 
tree dens for capture purposes that minimized risks to biol-
ogists and bear mortality. 
 Karraker (2001) attached a string to hang from the cover 
board over pitfall traps, allowing small mammals to escape. 
Perkins and Hunter (2002) reduced small mammal capture 
by placing wooden sticks in pitfall traps. The rate of  am-
phibian capture was not reduced. Padgett-Flohr and Jen-
nings (2001) perfected a simple and inexpensive small-mam-
mal safe-house that is placed in the bottom of  pitfall traps 
(Fig. 3.25). The safe house was constructed of  5-cm-diame-
ter PVC pipe in 12.5-cm lengths and capped at one end. The 
center of  the safe house was one-third filled with 100% cot-
ton batting, and the house was glued to a base of  PVC pipe 
cut in half  to a length of  12 cm. 



Table 3.15. Live capture devices that meet state-of-the-art animal welfare performance criteria by individual speciesa

Speciesb Capture method Trap type

American beaver Suitcase Breath Easy™ Live Trap; Hancock™ Live Trap
 Body snare 7×7 weave 0.24 cm (0.94 inch) cable diameter with bent washer lock; 7×7 weave 0.24 cm cable diameter 
    with BMI™ “Slide Free” Lock; 7×7 weave 0.32 cm (0.13 inch) cable diameter with cam lock; 7×7 weave 

0.24 cm cable diameter with cam lock; 0.13 cm (1/19 inch) weave 0.24 cm cable diameter with 
Raymond Thompson TM lock

Bobcat Foothold 1.5 coiled-spring; 1.5 coiled-spring with padded jaws, 4- coiled 2 coiled-spring; 1.75 coiled-spring; 1.75  
    coiled-spring with offset, laminated jaws 2 coiled-spring with offset, laminated jaws, 4-coiled; 3 coiled- 

spring; 3 coiled-spring with laminated jaws; 3 coiled-spring with offset jaws; 3 coiled-spring with offset, 
laminated jaws; 3 coiled-spring with padded jaws, 4 coiled; 3 double long spring; MJ 600; MB 650-OS 
with 0.64 cm (0.25 inch) offset jaws

 Foot snare Bélisle™ Foot Snare No. 6
 Cage Tomahawk™ 109.5
Coyote Foothold 1.75 coiled-spring wih offset flat jaws; 1.5 coiled-spring with padded jaws, 4 coiled; 1.75 coiled-spring; 1.75  
    coiled-spring with forged, offset jaws; 1.75 coiled-spring with offset, laminated jaws; 22 Coyote Cuff™;  

2 coiled-spring; 2 coiled-spring with forged, offset jaws; 2 coiled-spring with offset, laminated jaws, 
4-coiled; 3 coiled-spring with padded jaws, 4-coiled; 3 Montana Special™ Modified, 2-coiled; MB 650-OS 
with 0.64 cm (0.25 inch) offset jaws; MJ 600

 Foot snare Bélisle™ Foot Snare #6
 Neck snare 7×7 weave 0.24 cm cable diameter with Reichart TM washer lock; 7×7 weave 0.24 cm cable diameter with 
    #4 Gregerson™ lock; 7×7 weave 0.24 cm cable diameter with BMI Slide Free lock; 7×19 weave 0.24 cm 

cable diameter with Reichart washer lock; 7×19 weave 0.24 cm cable diameter with #4 Gregerson lock; 
7×19 weave 0.24 cm cable diameter with BMI Slide Free lock; 7×7 weave 0.32 cm cable diameter with 
Reichart washer lock; 7×7 weave 0.32 cm cable diameter with #4 Gregerson lock; 7×7 weave 0.32 cm 
cable diameter with BMI Slide Free lock; 7×19 weave 0.32 cm cable diameter with Reichart washer lock; 
7×19 weave 0.32 cm cable diameter 7×19 weave 0.32 cm cable diameter with BMI Slide Free lock

Fisher Foothold 1.5 coiled-spring with padded jaws, 4 coiled
 Cage Tomahawk 108
Gray fox Foothold 1.5 coiled-spring with Humane Hold™ pads on jaws; 1.5 coiled-spring with padded and double jaws;  
    1.5 coiled-spring with padded jaws, 4 coiled; 1.5 coiled-spring with padded jaws and 0.135 spring; 1.75 

coiled-spring with offset, laminated jaws; 2 coiled-spring with padded jaws
 Foot snare Bélisle Foot Snare
 Cage Tomahawk 108
Nutria Foothold 1 coiled-spring with padded jaws; 1.5 coiled-spring with padded jaws
Raccoon Foot-encapsulating Duffer’s™; EGG™; Lil’ Grizz Get’rz™
 Foothold 11 double long spring with offset and double jaws; 1.5 coiled-spring with double jaws; 1 coiled-spring;  
    1.5 coiled-spring with double-jaws and lamination; 1.5 coiled-spring with double-jaws and flat offset; 1.5 

coilspring with double-jaws and flat offset, 4-coiled
 Cage Tomahawk 108
Red Fox Foothold 1.5 coiled-spring; 1.5 coiled-spring with laminated jaws; 1.5 coiled-spring with padded jaws; 1.5 coiled-spring  
    with padded jaws, 4 coiled; 5 coiled-spring with Humane Hold™ pads; 1.75 coiled-spring; 1.75 coiled-spring 

with offset laminated jaws; 1.75 coiled-spring with offset wide jaws; 2 coiled-spring with padded jaws; 2 
coiled-spring with offset laminated jaws, 4 coiled; 3 coiled-spring with padded jaws, 4 coiled

 Neck snare 7×7 weave 0.24 cm cable diameter with Reichart washer lock; 7×7 weave 0.24 cm cable diameter with #4 
    Gregerson lock; 7×7 weave 0.24 cm cable diameter with BMI Slide Free lock; 7×19 weave 0.24 cm cable 

diameter with Reichart washer lock; 7×19 weave 0.24 cm cable diameter with #4 Gregerson lock; 7×19 
weave 0.24 cm cable diameter with BMI Slide Free lock; 7×7 weave 0.32 cm cable diameter with Reichart 
washer lock; 7×7 weave 0.32 cm cable diameter with #4 Gregerson lock; 7×7 weave 0.32 cm cable diameter 
with BMI Slide Free lock; 7×19 weave 0.32 cm cable diameter with Reichart washer lock; 7×19 weave 0.32 
cm cable diameter with #4 Gregerson lock; 7×19 weave 0.32 cm cable diameter with BMI Slide Free lock

 Foot snare Bélisle Foot Snare No. 6
Northern river otter Foothold 11 double long spring; 11 double long spring with offset and double jaws; 2 coiled-spring
Striped skunk Cage Tomahawk 105.5; Tomahawk 108
Virginia opossum Foot-encapsulating EGG
 Foothold 1.5 coiled-spring with double jaws; 1.5 coiled-spring with padded jaws; 1.5 coiled-spring with padded and  
    double jaws; 1.5 coiled-spring with padded jaws, 4-coiled; 1.65 coiled-spring with offset laminated jaws; 

1 coiled-spring with padded jaws
 Cage Tomahawk 108

a As listed in Best Management Practices for Trapping in the United States species documents (Association of  Fish and Wildlife Agencies 2009a,b; http://www.fishwildlife.org/furbearer_
resources.html).

b Scientific names are given in Appendix 3.1.
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Table 3.16. Live capture devices that meet state-of-the-art animal welfare performance criteria by individual speciesa

 Capture 
Speciesb method Trap type

Bobcat Footsnare Bélisle Footsnare #6
Coyote Foothold Bridger #3 equipped with 0.79 cm (0.31-inch) offset, doubled rounded steel jaw laminations 0.48 cm (0.19-inch) on topside  
    of  jaw and 0.64 cm (0.25-inch) on underside of  jaws), with 4 coiled springs and an anchoring swivel center mounted on a 

base plate; Oneida Victor #3 Soft Catch equipped with 2 coiled springs
 Footsnare Bélisle Footsnare #6
Canada lynx Foothold Oneida Victor #3 Soft Catch equipped with 2 coiled springs; Oneida Victor #3 ft Soft Catch equipped with 4 coiled springs;  
    Victor #3 equipped with a minimum of  8mm thick, non-offset steel jaws, 4 coiled springs and an anchoring swivel c enter 

mounted on a base plate
 Footsnare Bélisle Footsnare #6
Gray wolf  Footsnare Bélisle Footsnare #8

a As certified through Canada’s process for implementing the Agreement on International Humane Trapping Standards (Fur Institute of  Canada 2009; http://www.fur.ca/index-e/
trap_research/index.asp?action=trap_research&page=traps_certified_traps).

b Scientific names are given in Appendix 3.1.

Table 3.17. Killing traps that meet state-of-the-art animal welfare performance criteria by individual speciesa

 Capture 
Speciesb method Trap type

American Bodygrip Bélisle Classic 330; LDL C280; Sauvageau 2001-8; Bélisle Super X 280; LDL C280 beaver Magnum; Sauvageau  
    2001-11; Bélisle Super X 330; LDL C330; Sauvageau 2001-12; BMI 280 Body Gripper; LDL C330 Magnum; Species-

Specific 330 Magnum; BMI 330 Body Gripper; Rudy 280; Species-Specific 440 Dislocator Half  Magnum; Bridger 
330; Rudy 330; Woodstream Oneida; Victor Conibear 280; Duke 330; Sauvageau 1000-11F; Woodstream Oneida; 
Victor Conibear 330

Fisher Bodygrip Bélisle Super X 120; LDL C220 Magnum; Sauvageau 2001-5; Bélisle Super X 160; Rudy 120 Magnum; Sauvageau  
    2001-6; Bélisle Super X 220; Rudy 160 Plus; Sauvageau 2001-7; Koro #2 Rudy 220 Plus; Sauvageau 2001-8; LDL 

C160 Magnum
Canada lynx Bodygrip Woodstream Oneida; Victor Conifear 330
American marten Bodygrip Bélisle Super X 120; Koro #1; Sauvageau C120 Magnum; Bélisle Super X 160; Northwoods 155; Sauvageau 2001-5;  
    BMI 126 Magnum; Rudy 120 Magnum; Sauvageau 2001-6 Body Gripper; LDL B120 Magnum; Rudy 160 Plus
Muskrat Bodygrip Bélisle Super X 120; Duke 120; Sauvageau C120 Magnum; BMI 120; Koro Muskrat; Sauvageau C120; “Reerse  
    Bend”; BMI 120 Magnum; LDL B120 Magnum; Triple M; BMI 126 Magnum; Rudy 120 Magnum; Woodstream 

Oneida; Victor Conibear 110; Bridger 120; Sauvageau 2001-5; Woodstream Oneida; Victor Conibear 120; Any jaw 
type trap (body gripping or leghold) set as a submersion set that exerts clamping force on a muskrat and that 
maintains a muskrat underwater.

Raccoon Bodygrip Bélisle Classic 220; Bridger 220; Rudy 160 Plus; Bélisle Super X 160; Duke 160; Rudy 220; Bélisle Super X 220; Duke  
    220; Rudy 220 Plus; Bélisle Super X 280; LDL C 160; Sauvageau 2001-6; BMI 160 Body Gripper; LDL C 220; 

Sauvageau 2001-7; BMI 220 Body Gripper; LDL C 220 Magnum; Sauvageau 2001-8; BMI 280′ LDL C 280 
Magnum; Species-Specific 220; Dislocator Half  Magnum; BMI 280 Magnum; Northwoods 155; Woodstream 
Oneida Body Gripper; Victor Conibear 160; Bridger 160; Rudy 160; Woodstream Oneida; Victor Conibear 220

Northern river otter Bodygrip Bélisle Super X 280; Rudy 280; Woodstream Oneida; Victor Conibear 220; LDL C280 Magnum; Rudy 330;  
   Woodstream Oneida; Victor Conibear 330; Sauvageau 2001-8
Weasel Snap Trap Victor Rat Trap

a As certified through Canada’s process for implementing the Agreement on International Humane Trapping Standards (Fur Institute of  Canada 2009; http://www.fur.ca/index- e/
trap_research/index.asp?action=trap_research&page=traps_certified_traps).

b Scientific names are given in Appendix 3.1.

 Scotton and Pletscher (1998) jumped from a hovering he-
licopter to hand capture neonatal Dall sheep. They advocated 
using smaller, less noisy helicopters to minimize disturbance 
of  ewes and their lambs. 
 An efficient technique for capturing swimming deer (Fig. 
3.26) was developed by Boroski and McGlaughlin (1994) for 

use in lakes and reservoirs. They made a “head bag” from 
the upper half  of  a pants leg with a hole for insertion of  
pipe insulation for flotation. Other materials included a can-
vas pack cinch, a leather latigo strap, a nylon “piggin” string, 
and a 1.4-kg weight. A 3-person crew included a boat han-
dler and 2 deer handlers. The piggin string was placed around 
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the deer’s neck and the head bag was placed over the ani-
mal’s head to calm the it. The latigo strap was positioned in 
front of  the rear legs. After attachment of  a radiocollar to 
the deer, the restraints and head bag were removed, and the 
deer previously kept in the water was released and allowed 
to swim freely. Handling time of  captured deer averaged 5.5 
minutes. 
 Ballard et al. (1998) decided that intensive grid ground 
searching was the most effective method for locating and 
hand capturing neonate white-tailed deer fawns. Franklin 
and Johnson (1994) hand captured South American guana-
cos 30–60 minutes after birth, before the neonates could es-
cape by running. Care was taken to avoid separation of  the 
mother from her offspring. Only 5 of  435 captured young 
guanacos (1.2%) failed to unite or were abandoned by their 
mothers. They suggested that hand capture and tagging of  

precocial newborns had potential application to a variety of  
African, Asian, and North American ungulates that live in 
open habitats. 
 Lanyon et al. (2006) developed a method for live-capturing 
dugongs in open water using the rodeo method, which in-
volves pursuit of  a dugong by boat until it is fatigued, fol-
lowed by a human catcher jumping off  the boat to restrain 
the dugong. McBride and McBride (2007) successfully, safely, 
and selectively captured jaguars using trained cat hounds. 
Omsjoe et al. (2009) used a similar paired-snowmobile pur-
suit method, entangling a Svalbard reindeer in a net. Capy-
baras were captured in Venezuela by lassoing from horse-
back (Salas et al. 2004). Corrigan (1998) tested various types 
of  glue traps and found them to be largely ineffective for 
capturing house mice.
 Bishop et al. (2007) described the successful use of  vagi-
nal implant transmitters to aid in the capture of  mule deer 
neonates. Vaginal-implant transmitter modification, includ-
ing larger holding wings and antennas protruding 1 cm past 
the vulva, resulted in more successful drops of  deer fawns 
at birth sites (Haskell et al. 2007; Table 3.18). 
 Benevides et al. (2008) designed a trap signaling device 
with long distance reception (18 km), durability in adverse 
weather, and light weight, which allowed reduction in the 
effort required to check traps and quick release of  endan-
gered and nontarget species. Nolan et al. (1984) used trans-
mitters for monitoring leg snares set for grizzly bears. Neill 
et al. (2007) reviewed a Global System for Mobile communi-
cation trap alarms attached to padded leg-hold traps that 
shortened the retention time of  capture of  Eurasian otters 
to 22 minutes and reduces trap injuries (Table 3.19). 

Use of Attractants
The success of  most animal trapping operations depends on 
a suitable bait or lure to attract animals to traps. Numerous 
native and commercial foods, artificial and visual lures, agri-
cultural products, and naturally occurring and artificial 
scents have been used as attractants. Because of  the diver-
sity of  habitats and species, no universal attractant success-
fully works for all animals. Consequently, wildlife biologists 
may need to evaluate several baits or lures before finding 

Fig. 3.25. Side (A) and front (B) view of the assembled small-
mammal safe-house constructed from 5-cm-diameter polyvinyl 
chloride (PVC) pipe. From Padgett-Flohr and Jennings (2001).

Fig. 3.26. Restraint and radiocollar attachment for deer captured 
while swimming. From Boroski and McGlaughlin (1994).

Table 3.18. Use of vaginal implant transmitters for capture 
of neonates

Speciesa Reference

Mule deer Garrott and Bartmann 1984, Johnstone-Yellin et al.  
  2006, Bishop et al. 2007
White-tailed deer Bowman and Jacobson 1998, Carstensen et al. 2003,  
  Haskell et al. 2007, Swanson et al. 2008
Elk Seward et al. 2005, Johnson et al. 2006, Barbknecht  
  et al. 2009

a Scientific names are given in Appendix 3.1.
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those that attract different species in a specific geographical 
area. 

Baits
Prebaiting is generally an important prerequisite to, and 
baiting an essential part of, any successful trapping pro-
gram. Carnivores may be attracted to traps by bait made 
from chunks of  meat that is fresh or tainted. For example, 
holes can be punched in a container of  sardines to make a 
long-lasting attractant. (Bluett 2000) reported that selectivity 
for certain species, such as raccoons, was enhanced by using 
sweet baits, such as fruit or marshmallows. Saunders and 
Harris (2000) evaluated bait preferences of  captive red fox. 
Whole mice were the most preferred and horsemeat the 
least preferred of  the 6 animal baits tested. Travaini et al. 
(2001) simultaneously tested a variety of  scented meat baits 
and 3 ways of  delivering these baits to culpeo and Argen- 
tine gray foxes in Patagonia. All 4 types of  baits used were 
equally attractive to both species of  fox. The percentage of  
the different types of  baits consumed by the 2 species did 
not differ among bait type, and no differences were detected 
in visitation rates to the 3 types of  bait delivery systems. An-
drzejewski and Owadowska (1994) successfully captured 
bank voles at a significantly greater rate by using conspecific 
odor foam cube baits rather than food as bait. 
 Morgan and Dusek (1992) had success capturing white-
tailed deer in Clover traps on summer range using salt 
blocks as bait. Alfalfa hay was a successful bait in winter. 
Naugle et al. (1995) had better deer trapping success using 
corn rather than salt in summer in agriculture–wetland hab-
itats. Bean and Mason (1995) evaluated the attractiveness of  
liquid baits to white-tailed deer. Apple juice was preferred 
to cyclamate or saccharin solutions. Volatile apple extract 
also was an effective lure. Hakim et al. (1996) found the most 
successful use of  liquid bait was in May. They suggested 
that spring was the best season to attract and capture deer 
in Virginia. Ballard et al. (1998) reported that white cedar 
(Thuja occidentalis) browse was the best bait for trapping 
white-tailed deer in winter. 

 Edalgo and Anderson (2007) evaluated the effects of  pre-
baiting on small-mammal trapping success and concluded 
that prebaiting was not worthwhile. Barrett et al. (2008) 
tested various supplements to corn baits and found no in-
crease in deer capture success in Clover traps.

Scents
Fur trappers have used a variety of  scents to attract fur- 
bearing mammals to traps. These lures can be divided into 3  
basic categories: gland, food, and curiosity scents. Gland 
scents are made of  different parts of  animals, such as the re-
productive tract and anal glands. Examples of  food scents 
include extracts of  honey and anise, and fish oil. Curiosity 
scents are typically blends of  essential oils, exotic musk, and 
American beaver and muskrat scent glands. Mason and 
Blom (1998) listed the common ingredients in lure formula-
tions as well as their sources, methods of  preparation, and 
common uses (Table 3.20). 
 A variety of  scents, including those composed from rot-
ten eggs, decomposed meat, and fish oil, has been used to 
increase trapping success rates. Other items, such as seal oil, 
Siberian musk oil, anal glands from foxes and skunks, and 
mink musk, also are widely used. Clapperton et al. (1994) 
tested a variety of  attractants for feral cats in New Zealand. 
Catnip (Nepeta cataria) and matatabi (Actinidia polygama) 
were the most promising scent lures tried. 
 Phillips et al. (1990a) evaluated seasonal responses of  
captive coyotes to 9 chemical attractants and tested 26 addi-
tional attractants during summer to examine the efficacy of  
traps, M-44s (a tube-like spring-loaded device designed to 
deliver a lethal dose of  sodium cyanide into the mouth of  a 
coyote), and placed baits. Of  the 9 attractants tested through-
out the year, fatty acid scent (FAS) and W-U lure (Trimethyl-
ammonium decanoate plus sulfides) ranked highest in over-
all attractiveness. FAS and W-U lure also ranked highest 
among the 35 attractants tested only during the summer. 
Kimball et al. (2000) formulated 7 new synthetic coyote at-
tractants by using representative compounds from commer-
cially available attractants with the intention of  developing 

Table 3.19. Systems for signaling successful trap capture

Speciesa Capture method Type of  signal Reference

Small Hawaiian carnivores Tomahawk live trap Radio transmitter Benevides et al. 2008
Large mammals Trap and foot snare Radio transmitter Halstead et al. 1995
Mule deer Clover trap Telemetry Hayes 1982
Wild canids Padded jaw foothold Electronic Larkin et al. 2003
Wild canids Treadle snare Radio transmitter Marks 1996
Otter Padded jaw foothold Mobile phone technology Neill et al. 2007
Grizzly bear Aldrich snare Radio telemetry Nolan et al. 1984
Raptors Bow net Two-way radio Proudfoot and Jacobs 2001

a Scientific names are given in Appendix 3.1.
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relatively simple synthetic alternatives. Bioassays with cap-
tive coyotes were conducted to compare 9 behavioral re-
sponses elicited by the 7 new attractants. Results indicated 
that each attractant elicited a different behavioral profile. 
No significant differences among attractants in regard to uri-
nating, sniffing, and licking behaviors were detected, but dif-
ferences among the attractants existed for rubbing, rolling, 
scratching, defecating, digging, and pulling behaviors. Saun-
ders and Harris (2000) evaluated 9 chemical attractants for 
red fox. They reported the strongest preferences were for 2 
gustatory additives (sugar and a combination of  beef  and 
sugar) and an olfactory attractant (synthetic fermented egg). 
 Andelt and Woolley (1996) tested the attractiveness of  a 
variety of  odors to urban mammals, including cats, dogs, 
fox squirrels, striped skunks, and raccoons. Deep-fried corn-
meal added to bait increased the rate of  visitation to scent 
stations. Harrison (1997) field-tested the attractiveness of   
4 scents (Hawbaker’s Wildcat 2, synthetic FAS, bobcat urine, 
and catnip) to wild felids, canids, and Virginia opossum.  
No differences were noted in visitations to scent stations. 

McDaniel et al. (2000) tested scent lures to attract Canada 
lynx and found beaver castoreum and catnip oil to be most 
effective. 
 Fur trappers, especially those who focus on foxes and 
coyotes, often use urine at trap sets to enhance their suc-
cess. Young and Henke (1999) assessed trap response of  cot-
tontail rabbits using wooden cage traps baited with food, 
block salt and minerals, and urine from nonpregnant female 
domestic European rabbits. They captured significantly more 
cottontails in traps baited with rabbit urine. 
 Plant extractions also may be added to scents. The root 
of  the Asiatic plant asafetida (Ferula assafoetida) imparts a 
strong, persistent odor to scents. The oils from the herbs an-
ise (Pimpinella anisum) and valerian (Valeriana officinalis) also 
have been added to scent mixtures. 
 Scents are used primarily to attract carnivores, but other 
mammals also are attracted to them. Large rodents, such as 
beaver and muskrat, can be attracted with scent mixtures 
containing castoreum from beaver and oil sacs from musk-
rats. Mason et al. (1993) evaluated salt blocks and several ol-

Table 3.20. Common ingredients in lure formations, methods of preparation, and common applications

Ingredient Source Preparation Use

Muskrat glands/musk Small glands on either side of  vent of   Fresh ground, preserved, tinctured Acids in musk are attractive to coyotes 
  males during spring  
Beaver castor Large flat glands on each side of  vent of   Fresh ground, preserved, dried, rasped Phenols attractive to coyotes, serve to 
  both males and females  to a powder; tinctured (castorium)  fix, preserve other ingredients in  
    lures
Beaver sac oil Long oval-shaped, whitish glands next  Fresh ground, preserved, oil squeezed Used alone or mixed with castors and 
  to the castors  from glands  used as a fixative
Mink glands/musk Glands on either side of  vent of  males  Ground fresh, preserved, tinctured Contains sulfides, attractive to coyotes 
  in breeding season  
Glands/urine from  Fox, bobcat, dog, badger, etc. Ground fresh, preserved, rotted  
 canids/felids/ 
 mustelids  
Asafetida Plant Gum or powdered or tinctured Contains sulfides, attractive to coyotes
Garlic, onion Plant Powders, salts, oils Contains sulfides, attractive to coyotes
Valerian root Plant Powder, oil, extract or salt (i.e., zinc  Valeric acid, attractive to coyotes 
   valerate) 
Rue oil Plant Oil, 3–5 drops per 0.25 L Methyl ketones impart a cheesy odor
Skunk musk Glands on either side of  vent in males Oil, 3–5 drops per 0.25 L used as  Powerful sulfide (mercaptan) odor 
   component, 6–10 drops per 0.25 L  odor attractive to coyotes 
   as dominant odor 
Orris root Plant Powder, oil, tincture, 0.5 tsp of  oil/ Fixative, contains acids attractive to 
   tincture or 0.125 tsp to powder per   coyotes 
   0.25 L 
Oakmoss Plant Resin, tincture, 3–5 drops resin, or  Fixative 
   0.25 tsp of  tincture per 0.25 L 
Phenyl acetic acid Synthetic chemical Tincture or crystals Honey-like odor, also found in urines  
    and scent glands
Cilantro oil (coriander  Plant Oil, 2–4 drops per 0.25 L Aldehydes attractive to coyotes 
 leaf  oil)   
Anise oil Plant Oil, 3–5 drops per 0.25 L Licorice odor

Adapted from Mason and Blom (1998).

a Scientific names of  animals are given in Appendix 3.1.
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factory lures as potential lures for use in attracting white-
tailed deer. Such odor stimuli as acorn, apple, and peanut 
butter significantly enhanced the effectiveness of  salt blocks. 
Mineral blocks were more attractive to deer than salt, mo-
lasses, and mineral–molasses blocks; all were scented with 
apple extract. 

Visual Attractants
Visual attractants can enhance trapping success for such 
species as bobcat that rely heavily on their sense of  sight 
when hunting. Bobcats can be attracted to traps by a piece 
of  fur or feathers suspended 90–120 cm above the wire or 
string. However, in many states, use of  visual attractants by 
trappers is illegal, because they may attract protected rap-
tors. Knight (1994) and Virchow and Hogeland (1994) de-
scribed the use of  visual attractants in trapping mountain 
lion and bobcats, respectively.

Species-Specific Traps and Their Performance
American Badger
Limited research in Wyoming indicated that No. 1.5 coil-
spring foothold traps with unpadded, laminated, or padded 
jaws can be used to capture American badgers with only mi-
nor injuries (Kern et al. 1994). Also, 78% of  45 badgers cap-
tured for a telemetry study in Illinois using Victor™ No. 3 
Soft-Catch™ padded foothold traps had no visible injuries 
(R. E. Warner, University of  Illinois, unpublished data). In-
juries recorded for the remaining 10 (22%) were minor (e.g., 
claw loss, mild edema, and small lacerations). No data on 
the performance of  killing traps for badgers are available. 

American Beaver
Limited data on restraining traps for beaver are available. 
Clamshell-type traps, such as the Bailey, Hancock, and 
Scheffer-Couch, have been used successfully to capture bea-
ver alive for research and management (Couch 1942, Hodg-
don and Hunt 1953), but are relatively inefficient, bulky, and 
expensive. Using Hancock and Bailey traps, Collins (1976) 
caught >100 beaver with no mortalities. McKinstry and An-
derson (1998) reported that 2.38-mm locking snares could 
be used to efficiently live-capture beaver, but they recorded 
a mortality rate of  5.3%.
 Research in Canada performed under controlled condi-
tions has shown that beaver can be killed in ≤6.1 minutes 
using standard Conibear 330 and modified ( jaws bent in-
ward) Conibear 280 and 330 traps in terrestrial sets (Novak 
1981a). Gilbert (1992) reported that Conibear 330 traps with 
clamping bars rendered 14 beaver unconscious in ≤3 min-
utes. However, consistent positioning of  juvenile beaver in a 
proper manner was an apparent problem. When captured 
underwater in locking snares or in drowning sets using No. 
3 and No. 4 Victor foothold traps, beaver died in 5.5–10.5 
minutes due to CO

2
 narcosis or asphyxiation (Novak 1981a, 

Gilbert and Gofton 1982). Novak (1981a) reported that bea-

ver trapped underwater in modified Conibear 330 traps 
were killed in 7.0–9.25 minutes. In addition, tests on anes-
thetized beaver measured the minimum energy forces re-
quired to cause death when delivered via a blow to the head, 
neck, thorax, or chest (Gilbert 1976, Zelin et al. 1983). 
 An improved, safe beaver live trap was developed by 
Müller-Schwarze and Haggert (2005). Vantassel (2006) mod-
ified the Bailey beaver trap to curtail misfires and increase 
capture success. McNew et al. (2007) used neck snares to 
live-capture beavers. Advantages of  snares include light weight, 
low cost, and ease of  setting.
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 100 beaver using 
the Breathe Easy™ Live Trap and the Hancock trap in New 
Hampshire during 1998–2001 (AFWA 2007a). Both traps met 
all BMP criteria (Table 3.15). Animal welfare performance 
was similar for the 2 trap types (cumulative injury score of  
13 ISO scale) and efficiency was >92%. Of  the 100 beavers 
captured, there were 2 mortalities: 1 in each trap type. 
 Snares are the most commonly used trapping technique 
for capturing beaver by fur trappers in the United States (AFWA 
2005). BMP for snare trapping in the United States were 
based on field studies that captured and evaluated 193 bea-
ver using 6 different snares for live restraint in New Hamp-
shire during 2001–2007 (AFWA 2007a). Cable diameters used 
were 2.38 mm or 3.17 mm. Cables used during testing were 
either 7 × 7 multistrand constructions (Fig. 3.27) or 1 × 19 
single strand construction (Fig. 3.28). Various locking sys-
tems were used, but all locks were either relaxing or positive 
locking types, no power assisted locks were used (AFWA 
2009b). All cable devices tested for live restraint passed BMP 
criteria for animal welfare (Table 3.15). Efficiency ranged 
from 58.2% to 91.7%. Of  the 193 beaver captured in live re-
straint cable devices, only 1 mortality occurred. 

Bobcat
Relatively few studies have investigated the performance of  
restraining traps for bobcat. Research in the western United 
States (Linscombe and Wright 1988, Olsen et al. 1988) and 
Michigan (Earle et al. 1996) has shown the Victor No. 3 Soft-
Catch foothold trap with padded jaws was effective in cap-

Fig. 3.27. The 7 x 7 multistrand cable has 7 bundles of 7 wires 
each. The 7 x 19 multistrand cable has 7 bundles of 19 wires each. 
Illustration courtesy of the Association of Fish and Wildlife Agencies.
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turing bobcat with minimal injuries compared to unpadded 
foothold traps. Modifications to the No. 3 Soft-Catch, such 
as heavier springs, improved trapping success (Earle et al. 
1996). Woolf  and Nielson (2002) reported live capture of  96 
bobcats in wire cage traps and No. 3 Soft-Catch traps. Trap 
related injuries were uncommon with both devices and in-
cluded only minor cuts and bruises. They captured 1.6 bob-
cats per 100 trap-nights in the cage trap compared with 0.8 
per 100 trap-nights using the Soft-Catch trap. Earle et al. 
(2003) determined the Victor No. 3 Soft-Catch foothold trap 
with padded jaws was effective in capturing bobcat with 
minimal injuries compared to unpadded foothold traps. 
 BMP for trapping bobcats were based on 584 bobcats 
captured in 16 restraining devices in 16 states during 1998–
2006 (AFWA 2006b). All 16 trapping devices evaluated for 
bobcat met BMP criteria for welfare, efficiency, selectivity, 
safety, and practicality (Table 3.15). The cage trap had the 
lowest mean cumulative injury score and the highest effi-
ciency rating. However, animal welfare was acceptable in all 
trap types tested, and 75% of  the traps tested had an effi-
ciency rating for bobcats of  >90%. 
 The most commonly used trap type in the United States 
for capturing bobcat is the No. 3 coil-spring (IAFWA 1992, 
AFWA 2005). The standard No. 3 coil-spring trap met all 
BMP criteria as did the same trap size with modifications, 
including padded, offset, and laminated jaws and jaws with 
both offset and lamination. The efficiency of  all traps meet-
ing BMP criteria for bobcat ranged from 61% to 100% cap-
ture per opportunity. The cage trap was the most efficient, 
followed by the No. 3 long-spring trap, the No. 1.5 standard 
coil-spring trap, the No. 2 standard coil-spring trap, and the 
No. 3 padded coil-spring trap. Trap selectivity for bobcat 
ranged from 10% to 45%. The No. 3 padded coil-spring trap 
was the most selective for bobcat, followed by the MJ 600 
coil-spring trap, the No. 1.75 offset laminated coil-spring 
trap, and the No. 3 offset laminated coil-spring trap. No con-
sistent pattern relative to trap type or modifications was ap-
parent for selectivity. 

Coyote
More restraining trap research has been conducted on coy-
otes than on any other North American mammal. Andelt et 
al. (1999) summarized injury scores and capture rates for 8 

coyote traps tested by the Denver Wildlife Research Center. 
Other investigations of  trap performance for coyotes in-
clude Linhart et al. (1986, 1988), Linscombe and Wright (1988), 
Olsen et al. (1988), Onderka et al. (1990), Skinner and Todd 
(1990), Linhart and Dasch (1992), Phillips et al. (1992, 1996), 
Gruver et al. (1996), Phillips and Mullis (1996), Hubert et al. 
(1997), and Shivik et al. (2000). Although Phillips et al. (1996) 
and Hubert et al. (1997) suggested that laminated traps are 
likely to be less injurious than standard unpadded foothold 
traps, the differences in the mean injury scores they ob-
served were not significant. Houben et al. (1993) found no 
significant difference in mean injury scores assigned to limbs 
of  coyotes captured in modified (heavier springs) No. 3 Soft-
Catch padded foothold traps and No. 3 Northwoods™ foot-
hold traps with laminated offset jaws. Padded foothold traps, 
such as the No. 3 Soft-Catch modified (Gruver et al. 1996) 
and the No. 3.5 E-Z Grip® (Phillips et al. 1996), have per-
formed best in terms of  both animal welfare and efficiency. 
 Way et al. (2002) tested 4 models of  Tomahawk wire 
cage traps (models 610A, 610B, 610C, and 109) as an alterna-
tive capture technique for coyotes in a suburban environ-
ment in Massachusetts. These traps proved undesirable for 
capturing coyotes due to trap expense, time involved in bait-
ing and conditioning coyotes to traps, a high rate of  non- 
target captures, and difficulty in capturing >1 adult in a social 
group. On the positive side, those coyotes caught sustained 
few injuries.
 Phillips (1996) tested 3 types of  killing neck snares for 
coyotes. He found that 94% of  the coyotes snared by the 
neck with Kelley locks were dead when snares were checked 
versus 71% and 68% for the Gregerson and Denver Wildlife 
Research Center locks, respectively. However, the interval 
between trap checks was not specified. Phillips et al. (1990b) 
evaluated 7 types of  breakaway snares were for use in coy-
ote control. Maximum tension before breakage for individ-
ual snares ranged from 64.5 kg to 221 kg. They indicated 
that differences in tension loads between coyotes and non-
target species should allow for development of  snares that 
will consistently hold coyotes and release most large non- 
target animals. 
 Phillips and Gruver (1996) evaluated performance of  the 
Paws-I-Trip™ pan tension device on 3 types of  foothold traps 
commonly used to capture coyotes. This device reduced 
capture of  nontarget animals without reducing the effec-
tiveness of  the traps for catching coyotes. The mean overall 
exclusion rates for combined nontarget species in the No. 3 
Soft-Catch, Victor 3NM, and No. 4 Newhouse™ foothold 
traps were 99.1%, 98.1%, and 91%, respectively. Kamler et al. 
(2002) effectively used modified No. 3 Soft-Catch foothold 
traps equipped with the Paws-I-Trip device set at 2.15 kg to 
capture coyotes while excluding swift foxes. 
 Shivik et al. (2005) compared various coyote trapping de-
vices for efficiency, selectivity, and trap related injuries. Toma-
hawk cage traps were the least selective and efficient (0% 

Fig. 3.28. The 1 x 19 single-strand cable construction consists of 7 
wires (twisted right) wrapped by 12 wires (twisted left). Illustration 
courtesy of the Association of Fish and Wildlife Agencies.
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catch). The Collarum neck restraint, soft catch, and power 
snare devices had 87–100% catch efficiency. None of  the de-
vices used caused major injury. 
 BMP for capturing coyotes were based on field studies 
that captured, dispatched, and evaluated 1,285 coyotes using 
20 restraining type devices in 19 states during 1998–2005 
(AFWA 2006d, e). Sixteen of  these devices met or exceeded 
established BMP criteria for welfare, efficiency, selectivity, 
safety, and practicality. No coyotes died in any of  the trap 
devices tested, and there were no documented practicability 
or safety concerns for trappers or nontrappers.  Among de-
vices that met BMP established criteria, the nonpowered ca-
ble device, Belisle footsnare, offset flat-jaw traps, and offset 
laminated-jaw traps had lower mean cumulative injury scores 
than did the standard offset-jaw traps, or offset forged-jaw 
traps. Also, noteworthy is that 2 regular-jaw traps (No. 1.75 
and No. 2 coil-springs) had mean cumulative injury scores 
lower than standard offset-jaw traps or offset forged-jaw 
traps (Table 3.15).
 The most commonly used trap in the United States for 
capturing coyotes is the No. 2 coil-spring trap (AFWA 2005). 
This trap met all established BMP criteria and produced the 
highest score for the “no injury” category, whereas the 1.75 
offset flat-jaw trap had the highest cumulative scores for 
none, mild, and moderate injuries (99.9%), followed by the 
No. 3 padded 4-coiled trap (98.1%), the MJ 600 trap (98.0%), 
and the 1.5 padded, 4-coiled trap (97.9%). All trap devices 
that meet or exceed BMP standards had ≥83% cumulative 
injuries in the none, mild, or moderate categories. Trap de-
vices of  the No. 3 size typically had the highest efficiency; all 
had an efficiency of  ≥85%. No consistent pattern for selec-
tivity was apparent. However, all traps that meet or exceed 
BMP criteria had an overall furbearer selectivity of  ≥84%. 
 During BMP studies, nonpowered cable devices and the 
Belisle No. 6 performed well for restraining coyotes, pro-
duced low mean cumulative injury scores (19.3 and 22.7,  
respectively), and did not result in any mortalities. Of  the 
restraint devices tested, the Belisle No. 6 footsnare and non-
powered cable devices performed well and resulted in either 
no or mild injuries (AFWA 2006d, e; Table 3.15).

Feral Cat
Wire mesh traps (40 cm × 40 cm × 60 cm) and Victor No. 
1.5 Soft-Catch padded jaw foothold traps have been used to 
trap feral cat in Australia (Molsher 2001). No difference was 
found in capture efficiency between trap types. Injuries suf-
fered by cats in cage traps were generally minor and usually 
involved self-inflicted abrasions to the face. Only 1 of  12 cats 
(8.3%) caught in Soft-Catch traps was more seriously in-
jured. Meek et al. (1995) and Fleming et al. (1998) also used 
Soft-Catch traps (No. 1.5 and No. 3) to capture feral cat. 
These researchers reported 100% and 68.6%, respectively, of  
the cats trapped had no visible trap related injuries or only 
slight foot or leg edema or both. 

Fisher
Fur trappers commonly use cage traps to capture fisher in 
Massachusetts, but efficiency and animal welfare data for this 
and other restraining traps are not available. Researchers in 
Canada have evaluated a variety of  killing traps for captur-
ing fisher. Controlled testing on captive animals has shown 
the Bionic trap cocked to 8 notches consistently killed fisher 
in 60 seconds (Proulx and Barrett 1993b). The mechanical 
characteristics of  the Sauvageau 2001-8 and modified (stron-
ger springs) Conibear 220 traps surpassed the kill threshold 
established for fisher, but the standard Conibear 220 and 
AFK Kania traps did not (Proulx 1990). Double strikes (head 
and/or neck, and thorax) with a modified Conibear 220 trap 
equipped with 280-sized springs killed 5 of  6 fisher in an av-
erage of  51 seconds (Proulx and Barrett 1993a). 
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 74 fishers using both 
foothold and cage traps in 5 states during 2004–2009 (AFWA 
2007b). Two of  the devices tested met or exceeded estab-
lished BMP criteria: the No. 1.5 Soft-Catch foothold trap 
modified with 4 coil-springs and the Tomahawk 108 cage 
trap (Table 3.15). Use of  the cage trap produced fewer inju-
ries. Efficiency was higher with the cage trap, although effi-
ciency for both traps was >90%. Selectivity was similar 
among the 2 trap types. 

Arctic Fox
Two studies in Canada focused on the Sauvageau 2001-8 (a 
rotating-jaw killing trap) and the standard Victor No. 1.5 
coil-spring foothold trap. Compound testing revealed that 9 
arctic foxes caught in the Savageau 2001-8 set in a wire mesh 
cubby lost consciousness in an average of  74 seconds (Proulx 
et al. 1993a). During field tests on trap lines in the North-
west Territories, Canada, most arctic foxes captured in the 
No. 1.5 coil spring trap had only minor injuries when traps 
were checked daily (Proulx et al. 1994b). 

Gray Fox
Berchielli and Tullar (1980) found no difference in trap re-
lated injuries of  gray fox caught in Victor No. 1.5 coil-spring 
foothold traps versus those captured with Ezyonem™ leg 
snares. However, the leg snare was less effective in capturing 
fox than was the coil-spring foothold trap. Other researchers 
in the eastern United States have compared the unpadded 
Victor No. 1.5 coil spring with the padded Victor No. 1.5 
Soft-Catch for gray fox. These studies found no difference in 
capture efficiency between trap types (Tullar 1984, Linscombe 
and Wright 1988) and a reduction in injuries for foxes cap-
tured in padded traps (Tullar 1984, Olsen et al. 1988). Gray 
fox can be captured in rotating jaw killing traps (e.g., Coni-
bear 220-2) as well as in cage-type restraining traps, but per-
formance data are lacking. 
 BMP for trapping gray fox were based on 925 foxes that 
were restrained, dispatched, and evaluated in 13 states dur-
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ing 1998–2003 (AFWA 2006c). Nine of  17 trapping devices 
evaluated for gray foxes met BMP criteria for welfare, effi-
ciency, selectivity, safety, and practicality (Table 3.15). The 
No. 1.5 padded coil-spring trap with strengthened coil 
springs had the lowest mean cumulative injury score, fol-
lowed by the cage trap and the No. 1 laminated coil-spring 
trap. The No. 1.5 laminated coil-spring trap, No. 1.5 padded 
coil-spring trap, and No. 1.65 offset laminated coil-spring 
trap all had welfare scores slightly higher (5 points) than the 
BMP criteria. However, all had ≥74% injuries in the lowest 3 
classes. In addition, all 3 traps had efficiency ratings of  
≥84%. The No. 1.5 padded coil-spring trap and No. 1.65 off-
set laminated trap both had gray fox selectivity scores 
higher than the 7 traps that met all criteria. Although the 
No. 1.5 laminated was not as selective for gray fox, it was se-
lective for furbearers. The most commonly used trap in the 
United States for capturing gray fox is the No. 1.5 coil-spring 
(IAFWA 1992, AFWA 2005). This trap met BMP criteria 
only when modified with padded jaws, padded double jaws, 
and padded with strengthened coil-springs or with 4 coil- 
springs.
 Efficiency of  all traps meeting BMP criteria for gray fox 
ranged from 41% to 100% capture per opportunity. The cage 
trap was the most efficient, followed by the No. 1.5 padded 
4-coiled coil-spring trap, No. 1.75 offset laminated coil-
spring trap, No. 1.5 padded with strengthened coil-springs, 
and No. 2 padded coil-spring trap. Trap selectivity for gray 
fox ranged from 16% to 57% for traps meeting BMP criteria. 
The No. 1.5 with padded and double jaws was the most  
selective for gray fox, followed by the No. 1.5 padded with 
strengthened coil-springs, No. 2 padded coil-spring trap, and 
No. 1.75 offset laminated coil-spring trap. 

Kit Fox
Kozlowski et al. (2003) described an enclosure system to live 
capture denning kit foxes.

Red Fox
The Victor No. 1.5 coil spring is the most common restrain-
ing trap used to capture red fox in the United States (IAFWA 
1992). Several studies have compared the performance of  
this trap to the No. 1.5 Soft-Catch foothold trap with pad-
ded jaws (Tullar 1984, Linscombe and Wright 1988, Olsen  
et al. 1988, Kreeger et al. 1990, Kern et al. 1994). The No. 
1.5 Soft-Catch proved to be as efficient as its unpadded 
counterparts, and it caused fewer and less serious injuries to 
trapped foxes. Kern et al. (1994) also reported that No. 1.5 
coil spring traps with laminated or offset jaws were less inju-
rious than those with standard jaws. Some foot snares have 
been found to be effective restraining traps for foxes under 
certain conditions (Novak 1981b, Englund 1982). During 
field tests in southern Ontario, Canada, and powder snow 
conditions in northern Sweden, the Novak™ and Åberg 

(Swedish) foot snares virtually eliminated trap related inju-
ries. However, Berchielli and Tullar (1980) reported the 
Ezyonem foot snare was less effective than the No. 1.5 coil 
spring foothold traps for capturing foxes, and both devices 
produced similar trap related injuries. Researchers in Aus-
tralia found a particular treadle (i.e., foot) snare difficult to 
set and inefficient; 3 of  71 red foxes they captured using this 
device had broken legs (Bubela et al. 1998). 
 Few published data on the performance of  killing traps 
for red fox exist. Limited testing of  neck snares indicated 
that red fox become unconscious ≤6 minutes in power snares, 
but manual snares may not be suitable killing devices for 
this species (Rowsell et al. 1981, Proulx and Barrett 1990). 
Frey et al. (2007) experienced success using neck snares to 
capture red foxes with very few fatalities.
 The development of  BMP for red fox was based on 654 
red foxes captured in 14 devices in 16 states during 1998–
2002 (AFWA 2006f ). Thirteen of  14 trapping devices evalu-
ated for red fox met BMP criteria for welfare, efficiency,  
selectivity, safety, and practicality (Table 3.15). The most com-
monly used trap in the United States is the No. 1.5 coil-spring 
(IAFWA 1992, AFWA 2005). The Victor No. 1.5 coil-spring was 
tested and met BMP criteria. 
 Padded traps with manufacturer-provided integral pad-
ding and cable devices had the lowest mean cumulative in-
jury scores. The most efficient devices were the nonpowered 
cable and Belisle foot snare. Offset laminated and 4-coiled 
foothold traps followed in efficiency. No consistent pattern 
was apparent for selectivity, except that none of  the 4 most 
selective devices were padded traps. Efficiency of  all traps 
meeting BMP criteria for red fox ranged from 79% to 100% 
capture per opportunity. Nonpowered cable devices were 
the most efficient, followed by the Belisle foot snare, No. 
1.75 offset laminated coil-spring trap, No. 3 4-coiled padded 
coil-spring trap, No. 1.5 4-coiled padded coil-spring trap, and 
the No. 2 4-coiled offset laminated coil-spring trap. Trap se-
lectivity for red fox ranged from 14% to 34% for traps meet-
ing criteria. The No. 1.75 coil-spring trap with wide offset 
jaws was the most selective for red foxes, followed by the 
No. 1.5 coil-spring trap, No. 2 4-coiled offset laminated coil-
spring trap, and No. 1.5 laminated coil-spring trap. Selectiv-
ity of  all furbearers captured in traps tested for red fox 
ranged from 87% to 94%. The most selective trap was the 
No. 1.75 coil-spring trap with wide offset jaws, followed by 
the No. 1.75 coil-spring trap, nonpowered cable device, and 
No. 1.5 laminated coil-spring trap.

Swift Fox
Baited single door Havahart™ wire cage traps (25.4 cm × 
30.5 cm × 81.3 cm) have been successfully used to capture 
swift fox in Texas (Kamler et al. 2002). The capture rate of  
swift fox was 48% higher in reverse double sets (which used 
2 traps set in opposite directions) than in single sets. No data 
on trap related injuries were presented. 
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Gray Wolf
A variety of  foothold restraining traps, including the Aldrich™ 
foot snare, has been evaluated for capturing gray wolf  (Van 
Ballenberghe 1984, Kuehn et al. 1986, Schultz et al. 1996). 
Van Ballenberghe (1984) reported on trap related injuries to 
wolves caught in 3 types of  long-spring foothold traps and 
the Aldrich foot snare, but small sample sizes precluded 
comparison of  injuries among trap types. However, sug-
gested methods for reducing injury included shortened 
chains, center mounting of  the chain, and use of  tranquil-
izer tabs. Gray wolf  captured in Minnesota using a custom-
made No. 14 foothold trap with serrated jaws offset by 
0.7 cm had fewer injuries than those caught in No. 4 double 
long-spring traps (with smooth jaws either not offset or off-
set by 0.2 cm) and another No. 14 trap with a smaller offset 
(Kuehn et al. 1986). Schultz et al. (1996) equipped all their 
wolf  traps with drags and checked their sets at least once 
every 24 hours. They found that 15% of  the wolves cap-
tured in foothold traps with modified No. 14 Newhouse 
jaws had moderate to severe injuries. They recommended 
use of  the No. 4 Newhouse trap with modified jaws for cap-
turing wolf  pups. Schultz et al. (1996) noted that a pan ten-
sion system (Paws-I-Trip) was effective in reducing unwanted 
captures of  other species. No data on the performance of  
killing traps for wolves are available. Frame and Meir (2007) 
substantiated that rubber-padded traps minimized capture 
related injuries to wolves. 

Feral Hog
McCann et al. (2004) described various feral pig trap designs 
(e.g., box and corral) and trapping procedures for island and 
mainland ecosystems. West et al. (2009) compiled the avail-
able data on trapping methods for feral hog.

Jaguar
A safe, selective, and effective procedure for capturing jag-
uar using trained cat hounds was described in detail by Mc-
Bride and McBride (2007). Additional orthodox capture 
methods for jaguar were discussed in detail by Furtado et al. 
(2008), including leg-hold snares and large cage traps with 
metal mesh over trap bars to avoid injury.

Canada Lynx
Three restraining traps and 2 killing traps have been evalu-
ated for capturing lynx in Canada. When tested in the Yu-
kon at temperatures ranging from –40° to 0° C, modified 
Fremont foot snares caused less injury than did the Victor 

No. 3 Soft-Catch foothold trap with padded jaws (Mowat et 
al. 1994). Proulx et al. (1995) reported a modified 330 Coni-
bear trap could consistently kill lynx in ≤3 minutes. Breiten-
moser (1989) developed a footsnare system to capture lynx 
and other medium-sized carnivores.

American Marten
The initial research to evaluate performances of  killing 
traps for capturing marten was conducted in Canada using 
captive animals (Gilbert 1981a, b). Additional comparative 
testing revealed that standard Conibear 110 and 120 traps 
could not consistently kill marten in 5 minutes (Novak 1981a, 
Proulx et al. 1989b). Proulx et al. (1989a) reported 13 of  14 
marten caught in the C120 Magnum trap equipped with a 
pitchfork trigger had an average time to unconsciousness of  
≤68 seconds. Field tests in Alberta, Canada, indicated the 
C120 Magnum placed in elevated box sets was as efficient as 
foothold traps for harvesting marten (Barrett et al. 1989). 
During additional field tests in Ontario, Canada, Naylor and 
Novak (1994) found that wire box traps and the Conibear 

120 had similar selectivity, but box traps were less efficient. 
Novak (1990) experimented with a variety of  sets and traps 
and reported the most efficient and selective set for marten 
used a killing trap placed in a “trapper’s box” on a horizon-
tal pole. Proulx et al. (1994a) designed a snare system that 
successfully captured snowshoe hare, but allowed snared 
marten to escape. Their 0.02-gauge stainless steel wire snare 
was set with a 10.2-cm-diameter loop and equipped with a 
release device, a 12-gauge high-tensile fence wire shaped 
into a 5-coil spiral used as a snare anchor. 
 Fisher et al. (2005) further perfected and tested a snare 
system to curtail marten mortality and not impact snow-
shoe hare trapping success. They effectively used 22-gauge 
brass or 6 strand picture wire.

Mink
Restraining trap research on mink is lacking. Research in 
Canada under controlled conditions has shown that mink 
can be killed in terrestrial sets in ≤180 seconds using the 
C120 Magnum trap with a pan trigger (Proulx et al. 1990, 
1993d), the Bionic trap with a 6-cm bait cone (Proulx and 
Barrett 1991, Proulx et al. 1993d), and the C180 trap with a 
pan trigger (Novak 1981a). In contrast, the standard Coni-
bear 110 and 120 failed to consistently kill mink in 300 sec-
onds when used on land (Gilbert 1981b, Novak 1981a). Mink 
died in 240 seconds when captured in drowning sets using 
foothold traps, but most of  them “wet” drown (Gilbert and 
Gofton 1982). During field tests in Canada, the C120 Mag-
num with a pan trigger was as efficient for capturing mink 
as standard foothold traps and the Conibear 120 (Proulx and 
Barrett 1993a). 

Mountain Lion
Logan et al. (1999) used modified foot snares (Schimetz- 
Aldrich) to trap mountain lion in New Mexico. Most cap-
tures (93.3%) resulted in minor or undetectable injuries ex-
cept for swelling of  the capture foot, which ranged from 
none to >0.2 times normal girth. Mountain lions sustained 
severe, life-threatening injuries in 2.4% of  209 captures; 4 
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mountain lions (1.9%) subsequently died. Some problems 
with mortality of  nontarget captures, especially mule deer 
and oryx, also were encountered. 

Muskrat
Lacki et al. (1990) compared the efficiency of  2 cage-type 
live traps with double doors for capturing muskrat: the 
Tomahawk was more effective than the Havahart trap. Kill-
ing traps for muskrat have been evaluated in Louisiana, 
New Jersey, and Canada (Palmisano and Dupuie 1975, Lins- 
combe 1976, Penkala 1978, Parker 1983). Tests on anesthe-
tized animals have measured the minimum energy forces 
required to cause death when delivered via a blow to the 
head, neck, thorax, and abdomen (Gilbert 1976, Zelin et al. 
1983). Novak (1981a) reported that muskrats die in ≤4 min-
utes if  caught in Conibear 110 traps set under water, but 
standard Conibear 110 and 120 traps failed to consistently 
kill muskrats in ≤5 minutes when used on land. However, 
muskrats captured in modified (18-kg springs) Conibear 110 
traps set on land died in ≤200 seconds. Controlled experi-
ments have shown that muskrats taken in drowning sets us-
ing No. 1.5 long-spring foothold traps died in ≤315 seconds 
(Novak 1981a), and about half  had no injuries (Gilbert and 
Gofton 1982). Based on a field study in New Jersey using 
drowning sets, McConnell et al. (1985) reported the Victor 
No. 1 VG Stoploss with padded jaws caused significantly less 
damage to limbs of  trapped muskrat compared to the un-
padded Victor No. 1 VG Stoploss; both traps captured and 
held muskrat equally well in drowning sets. Conibear 110 
traps (standard and modified) set at den entrances were more 
efficient for capturing muskrat than were a variety of  No. 1 
size foothold traps placed in similar locations (Penkala 1978). 
Parker (1983) found that Conibear 110 traps were more hu-
mane (i.e., killed a higher percentage of  the muskrats 
caught) and selective for harvesting muskrat than were Vic-
tor No. 1 Stoploss and Victor No. 1.5 long-spring footholds.

Nutria
Four field studies, 3 in Louisiana and the other in Great Brit-
ain, have evaluated the efficiency of  nutria traps. In Great 
Britain, cage traps set on rafts caught significantly more nu-
tria than traps set on land as well as 50% fewer nontarget 
animals (Baker and Clarke 1988). Victor No. 1.5 and No. 2 
long-spring foothold restraining traps proved more efficient 
for capturing nutria in Louisiana marshes than were either 
the Conibear 220 (a killing trap) or the Tomahawk 206 (a 
cage trap; Palmisano and Dupuie 1975, Linscombe 1976, 
Robicheaux and Linscombe 1978). The Conibear trap failed 
to kill about 10% of  the nutria caught. 
 Nolfo and Hammond (2006) used an airboat and a long-
handled fishing net to capture nutria in marsh vegetation. 
Meyer (2006) used a dip net baited with oats to capture nu-
tria when sitting and facing away from the animals. Burke  

et al. (2008) tested 4 odor lure attractants to enhance cap-
ture of  nutria with leg-hold traps. All lures increased trap-
ping success, with nutria fur extract being the most effec-
tive. Witmer et al. (2008) perfected a multiple-capture box 
trap for nutria consisting of  2.5-cm PVC tubing with attached 
welded-mesh wire fencing on sides, top, and bottom. Traps 
were baited with marsh grass and various vegetable baits 
(e.g., sweet potatoes, feed corn, and carrots). 
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 430 nutria using 
foothold traps in Louisiana marshes during 1998–2004 (AFWA 
2007c). Two devices tested met or exceeded established 
BMP criteria: the No. 1 Soft-Catch (padded jaw) trap and 
No. 1.5 Soft-Catch (padded jaw) trap. Animal welfare was 
similar among traps. Efficiency was >85%, and selectivity 
>95% for both traps (Table 3.15).

Virginia Opossum
Restraining traps for Virginia opossum have been evaluated 
on a limited basis, primarily in the eastern United States. 
Berchielli and Tullar (1980) failed to observe any injuries in 
67% of  the opossum caught in standard unpadded No. 1.5 
coil spring traps, but 20% had fractures. Other reports con-
taining data on restraining trap performance for this species 
included Turkowski et al. (1984), Linscombe and Wright 
(1988), and Phillips and Gruver (1996). Hubert et al. (1999) 
examined injuries of  opossums captured in the EGG trap, a 
foot-encapsulating device, and found severe injuries, such as 
bone fractures, were limited to animals weighing ≤1.9 kg. 
Warburton (1982, 1992) examined the performance of  sev-
eral restraining traps for capturing Australian brush-tailed 
opossum. Hill (1981) noted that certain killing traps ap-
peared to be more efficient for catching Virginia opossum 
when placed in boxes on the ground rather than above 
ground level. 
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 2,145 Virginia 
opossums using various restraining trap types. Twenty-two 
trap types were tested in 20 states during 1998–2001 (AFWA 
2006g). BMP criteria were met for 8 of  the trap types evalu-
ated, including foothold type traps, a foot-encapsulating 
trap (EGG), and a wire-mesh cage trap (Tomahawk 108;  
Table 3.15). Of  the foothold trap types that met BMP crite-
ria, all had modifications to the jaws, including padding and/ 
or double-jaws (Fig. 3.29), and offset and lamination. These 
traps included the Oneida-Victor™ No. 1.5 coil-spring with 
double jaws, Oneida-Victor No. 1.5 Soft-Catch (with 2 coil-
springs and modified with 4 coil-springs), No. 1.5 Soft-Catch 
with double-jaws, No. 1.65 coil-spring with offset and lami-
nated jaws, and the No. 1 Soft-Catch (padded jaws). Of  the 
traps tested, the Tomahawk 108 cage trap had the lowest 
mean cumulative injury score (12.5) and was the most selec-
tive for opossum (51.9%). Animal welfare (ISO scale) was 



  sanford d.  schemnitz  et  al .

similar among all foothold traps; the EGG trap had cumula-
tive injury scores ranging between 41.1 and 55 points. The 
efficiency of  traps meeting BMP criteria were >87%. The 
Tomahawk 108 cage trap, EGG trap, No. 1 Soft-Catch, and 
Bridger No.1.65 offset and laminated jaw trap all had effi-
ciency ratings of  100%. 

Porcupine
Single-door cage traps baited with sliced apples and placed 
at the base of  occupied trees have been used successfully to 
capture porcupine (Griesemer et al. 1999). Traps also have 
been used to capture porcupines by other researchers 
(Brander 1973, Craig and Keller 1986). However, injury and 
efficiency data are lacking for this species. The performance 
of  killing traps for porcupines has not been evaluated. 

Pocket Gopher
Witmer et al. (1999) described a variety of  killing and cage 
or box restraining traps for pocket gopher (Geomyidae). 
They noted that >100 killing trap designs have been devel-
oped and tried over the past 140 years, but only a few types 
remain in common use in North America. Few cage/box  
restraining-type live traps are available because of  a limited 
market; rectangular box traps of  metal construction have 
been produced by Sherman Traps (Tallahassee, FL) and 
Don Sprague Sales (Woodburn, OR; Witmer et al. 1999). 
Sargeant (1966) and Baker and Williams (1972) described cy-
lindrical cage/box restraining traps made of  wire mesh and 
plastic, respectively. 
 Proulx (1997) evaluated the efficiency of  4 types of  kill-
ing traps for gophers during the autumn in alfalfa fields. 
The ConVerT™ box trap was most successful, and was fol-
lowed, in decreasing success, by the Black Hole™, Guard-
ian™, and Victor Easyset™. Proulx (1999b) tested the ex-
perimental pocket-gopher killing trap and found 9 of  9 
northern pocket gophers unconscious in ≤78 seconds. He 
also reported that pocket gophers caught in ConVerT and 
Sidman killing traps sometimes remained alive if  captured 
in the lower thorax or abdominal regions. Pipas et al. (2000) 
evaluated the efficiency of  3 types of  traps (Cinch [Chinch 
Trap Company, Hubbard, OR], Macabee [Z. A. Macabee 
Gopher Trap Company, Los Gatus, CA], and Black Hole Ro-
dent [F. B. N. Plastics, Tulare, CA]) for capturing pocket go-
phers; they found the Macabee trap to be the most effective. 

Raccoon
Numerous studies of  restraining traps for raccoons have 
been conducted. Most research has focused on comparing 
the capture rate and injuries associated with different trap 
types. In some instances, injury data from these investiga-
tions are difficult to compare, because scoring systems have 
varied, and several studies reported only injuries to the 
trapped limb. However, a significant conclusion has been 
that most serious injuries observed are due to self-mutila-
tion (e.g., Proulx et al. 1993c, Hubert et al. 1996).
 Berchielli and Tullar (1980) reported the Blake & Lamb™ 
No. 1.5 coil spring trap was more efficient for capturing rac-
coon than the Ezyonem leg snare. They observed self-muti-
lation in 39% of  the raccoons caught in the No. 1.5 coil 
spring, but were unable to compare injuries between trap 
types due to the small sample size for the Ezyonem (n = 2). 
However, raccoons caught in the No. 1.5 coil spring had 
fewer injuries when the traps were covered with sifted soil. 
Similarly, Novak (1981b) reported a raccoon capture rate of  
57% (n = 113) for the Novak foot snare compared with 76% 
(n = 34) for the No. 2 coil spring and No. 4 double long-
spring traps, both with offset jaws. He noted that 82% of  
the raccoons caught in the foot snare (n = 49), and 50% 
of  those taken in the foothold traps (n = 22) had no injuries. 
 Tullar (1984) was the first researcher to report on the 
performance of  padded foothold traps for raccoons. His 
data indicated injury scores failed to differ between the un-
padded Victor No. 1.5 coil spring and a padded prototype 
No. 1.5 coil spring. However, 89% (n = 9) of  the raccoons 
caught in the padded trap had injury scores ≤15 compared 
with 50% (n = 14) for the unpadded trap. Self-mutilation 
was observed in 24% (n = 17) of  the raccoons caught in the 
unpadded trap. 
 Most reports published since Tullar (1984) indicate that 
padded traps failed to preclude self-mutilation behavior and 
did not significantly reduce injury scores compared to un-
padded traps (Olsen et al. 1988, Hubert et al. 1991, Kern et al. 
1994). However, Saunders et al. (1988) and Heydon et al. 
(1993) provided data contrary to this generalization. Padded 
traps also appeared to be less efficient than unpadded ver-
sions for capturing raccoon (Linscombe and Wright 1988, 
Hubert et al. 1991). Smaller foothold traps seemed to reduce 
injuries without sacrificing efficiency. The only restraining 
trap tested to date that has significantly reduced the fre-

Fig. 3.29. Coil-spring and 
long-spring traps modified with 
double jaws. Illustration courtesy of 
the Association of Fish and Wildlife 
Agencies.
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quency of  self-mutilation and the severity of  injuries to 
trapped raccoon compared with padded and unpadded jaw-
type foothold traps is the EGG (Proulx et al. 1993c, Hubert 
et al. 1996). Based on a field study in Illinois, Hubert et al. 
(1996) reported the mean total injury score (based on a 
modified Olsen scale) for raccoon caught in EGG foothold 
traps was 68 compared to 116 for those trapped with the 
No. 1 coil spring trap. They reported the EGG trap had a 
raccoon capture efficiency exceeding that of  the unpadded 
No. 1 coil spring. Proulx (1991) found the raccoon capture 
efficiency of  the EGG was similar to that of  cage traps in 
British Columbia, Canada, but it was less efficient than the 
Conibear 220 during the latter part of  the fur trapping sea-
son in Quebec, Canada. 
 Cage-type restraining traps are commonly used to cap-
ture raccoon. Preliminary data contained in a progress re-
port (IAFWA 2000) indicated that 52% (n = 112) of  the rac-
coons caught in Tomahawk 108 wire cage traps sustained 
no injuries. Moore and Kennedy (1985) used Tomahawk 
and Havahart wire cage traps during a population study and 
found that capture success was highest in autumn and win-
ter, increased with increasing temperatures, and was nega-
tively correlated with precipitation. Gehrt and Fritzell (1996) 
reported a gender biased response of  raccoons when using 
Tomahawk cage traps in Texas. Adult males were consis-
tently captured more frequently than were adult females. 
 Controlled lab tests have been conducted on anesthe-
tized raccoons to measure the minimum energy forces a 
killing trap must deliver to cause death via a blow to the 
head and neck (Gilbert 1976, Zelin et al. 1983). Limited data 
about the effects of  clamping force also have been obtained 
(Zelin et al. 1983). Other research on killing traps conducted 
in enclosures indicated that raccoon cannot be consistently 
killed in 5 minutes using standard Conibear 220, 280 (with 
pan trigger), and 330 traps (Novak 1981a). However, about 
60% of  the raccoons captured in the Conibear 220 and 280 
traps died in 4 minutes. Proulx and Drescher (1994) re-
ported the Savageau 2001-8 and a modified (extra clamping 
bar) Conibear 280 have the potential to consistently immo-
bilize raccoons and render them irreversibly unconscious in 
≤4 minutes, but not in ≤3 minutes. In a separate lab study, 
the average time to unconsciousness for 4 of  5 immobilized 
raccoons caught in the BMI 160 (a rotating-jaw trap similar 
to the Conibear) was 172 ± 16 seconds; the remaining ani-
mal was euthanized after 5 minutes (Sabean and Mills 1994). 
Proulx (1999a) recommended future research should focus 
on killing systems for raccoon that differ from the rotating-
jaw trap type.
 The raccoon capture efficiency of  the Conibear 220 may 
be comparable to or better than some restraining traps un-
der certain environmental conditions, but in other instances, 
it may not (Proulx 1991). Linscombe (1976) reported the 
Victor No. 2 long spring trap was more efficient than the 
Conibear 200 for capturing raccoons in brackish marshes. In 

contrast, Hill (1981) caught a similar number of  raccoons 
per trap night with No. 2 coil spring traps placed in dirt-hole 
sets and with Conibear 220 traps in boxes placed on the 
ground. 
 Kerr et al. (2000) improved trapping success for raccoon 
by modifying Tomahawk cage traps. They added an extended 
metal floor that acted as a trip device and wrapped hard-
ware cloth around the back of  the trap to reduce missing 
baits. They also added an elevated bait hook to curtail fire 
ants. Austin et al. (2004) evaluated EGG and wire cage traps 
for capturing raccoon. They found that EGG traps (Fig. 
3.23) were more effective, especially for capturing males.
 Research conducted in support of  BMP for trapping in 
the United States found that No. 1.5 coil-spring foothold 
traps modified with double jaws reduced self-mutilation and 
improved animal welfare. Various double-jaw configurations 
(Fig. 3.29) were tested, and all reduced self-mutilation com-
pared to standard jaw traps. Self-mutilation was reduced to 
10% (n = 128) when the No. 1.5 coil-spring trap was modi-
fied with double jaws compared to a self-mutilation rate of  
37.9% (n = 206) reported for the No. 1.5 coil-spring trap 
with standard jaws. Similarly, the No. 11 double long-spring 
trap modified with double jaws reduced self-mutilation com-
pared to the standard jaw No. 11 (n = 135; self-mutilation 
rate = 27.4%), but only when modified with an offset in the 
jaws (n = 35; self-mutilation rate ≤10%). The efficiency of  
traps modified with double jaws was similar to that of  stan-
dard jaw traps. 
 BMP for trapping in the United States were based on 
field studies that evaluated 382 raccoons captured in foot 
encapsulating traps (AFWA 2006h). Three models of  foot 
encapsulating traps were tested during 1998–2004, including 
the EGG, Duffer’s and Lil’ Grizz Get’rz (Table 3.15; Fig. 
3.23). The foot encapsulating traps passed all BMP criteria. 
Injury scores ranged from 37.5 to 48.4. Self-mutilation was 
minimal (2%) due to trap design, which prevents captured 
animals from accessing the encapsulated foot. Efficiency 
was higher for these traps types compared to coil-spring and 
long-spring foothold traps commonly used to capture rac-
coon. Cage-type restraining traps are frequently used to 
capture raccoon (AFWA 2005). 

Northern River Otter
A variety of  restraining traps for the live capture of  river ot-
ter has been evaluated in Canada and the United States. 
Capture success with Hancock traps has varied, depending 
on the season and setting techniques (Northcott and Slade 
1976, Melquist and Hornocker 1979, Route and Peterson 
1988). In Newfoundland, Canada, Bailey traps proved inef-
fective (Northcott and Slade 1976). Shirley et al. (1983) re-
ported that a modified Victor No. 11 double long-spring 
trap was a practical and efficient live trap for otters in Loui-
siana marsh habitat, but they failed to catch any otters in 
Tomahawk 208 cage traps. Serfass et al. (1996) compared 
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unpadded Victor No. 11 double long-spring modified 
(heavier spring added) traps with Victor No. 1.5 Soft-Catch 
traps with padded jaws for catching otter for relocation. 
Fewer severe injuries were noted in animals captured with 
the Soft-Catch trap, but there was no difference in fre-
quency or severity of  dental injuries between trap types. 
More recently, Blundell et al. (1999) compared Hancock and 
No. 11 Sleepy Creek™ double-jaw foothold traps with long 
springs for live-capture of  northern river otter using blind 
sets at latrines. They found Hancock traps had slightly 
lower efficiency, higher escape rate, lower rate of  malfunc-
tion, and much lower use than the No. 11 Sleepy Creek foot-
hold trap. Otters captured in Hancock traps had signifi-
cantly more serious injuries to their teeth than animals cap-
tured in foothold traps. Although more serious injuries to 
appendages were observed for animals caught in foothold 
traps compared with Hancock traps, the difference was not 
significant. No published research on killing traps for river 
otter is available. 
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 70 river otters us-
ing foothold traps. Studies were conducted in 4 states dur-
ing 2005–2007 (AFWA 2007d). Three foothold traps were 
tested: No. 2 coil-spring, No. 11 double long-spring, and No. 
11 double-jaw double long-spring. All 3 traps met or ex-
ceeded established BMP criteria (Table 3.15). The No. 2 coil-
spring trap is the most commonly used trap for capturing 
river otter for fur harvest (AFWA 2005). This trap produced 
an average cumulative injury score of  45.3, with 81.4% of  
injuries ranking in the 3 lowest trauma classes (none, mild, 
and moderate). The efficiency for this trap was 69.9%, and 
the selectivity for river otter was 25.5%. No published re-
search on killing traps for river otter is available. 

Gray and Fox Squirrels
Huggins (1999) presented a detailed review of  trapping 
techniques and equipment for gray and fox squirrels. Based 
on limited comparative research, cage traps and jaw-type 
foothold traps were relatively nonselective; rotating-jaw and 
tunnel-type killing traps were relatively selective for these 
species. Research needs included welfare and effectiveness 
testing of  killing traps and additional comparative studies of  
trap types. 

Red Squirrel
The Kania 1000, a mouse-type killing trap with a striking 
bar powered by a coil spring, can reliably cause uncon-
sciousness in red squirrel in ≤90 seconds (Proulx et al. 
1993b). When set under conifer branches, it is unlikely the 
Kania would attract and capture birds (Currie and Robert-
son 1992). Preliminary field tests showed this trap had the 
potential to capture red squirrel during the regular harvest 
season (G. Proulx, Alpha Wildlife Research & Management, 
unpublished data). 

Striped Skunk
The restraining trap research conducted on striped skunk 
indicated leg injuries of  animals caught in unpadded and 
padded foothold traps were often severe due to the high in-
cidence of  self-mutilation (Berchielli and Tullar 1980, Novak 
1981b). Novak (1981b) reported that skunk can be captured 
with few injuries in the Novak foot snare, but this device has 
a low capture rate and an unacceptable level of  efficiency. 
Numerous pan tension devices have been used on a variety 
of  coyote traps; all have been effective in reducing acciden-
tal skunk captures (Turkowski et al. 1984, Phillips and Gru-
ver 1996). The performance of  killing traps on striped skunk 
has not been evaluated.
 BMP for trapping in the United States were based on 
field studies that captured and evaluated 51 striped skunks 
using cage traps during 2007–2009 (AFWA 2009a). Two 
models of  Tomahawk wire cage traps were tested (models 
105.5 and 108), and both met or exceeded established BMP 
criteria (Table 3.15). These traps were highly effective (cap-
ture rate of  100%), and no trap related injuries were reported. 
Selectivity of  traps were 53.8% (model 108) and 67.6% (model 
105.5).

Long-Tailed and Short-Tailed Weasels
Research information on traps commonly used for harvest-
ing weasels in North America is not available. During a field 
study in New Zealand, King (1981) concluded that correctly 
set Fenn traps killed weasels more humanely than did Gin 
traps. Typically, North American trapping technique manu-
als recommend the use of  small foothold or rotating-jaw 
traps as killing traps for these animals. 
 Belant (1992) tested the efficiency of  double-door Hava- 
hart, single-door National™, and single-door wooden cage/ 
box traps for capturing long-tailed and short-tailed weasels 
in New York. Overall success for all 3 types was similar. 
Trap-related injuries of  long-tailed weasel caught in Hava- 
hart traps included skin abrasions and broken canines.

Wolverine
Copeland et al. (1995) used a specialized log trap to live- 
capture wolverine in Idaho. No injuries were noted on indi-
viduals captured, but 3 wolverines escaped by chewing 
holes in the traps. No data are available on the performance 
of  killing traps for wolverine. Copeland et al. (1995) and  
Lofroth et al. (2008) described and evaluated live-capture 
techniques for wolverine.

CAPTURING AMPHIBIANS AND RePTILeS

Amphibians
Hand Captures
Corn and Bury (1990) described time-constrained searches 
for amphibians and reptiles that were immediately captured 
by hand. Equal effort was expended in each area searched. 
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They described another hand collection method for am-
phibians (surveys of  coarse woody debris) and advised 
searching 30 downed logs per forest stand. Barr and Babbitt 
(2001) compared 2 techniques for sampling larval stream 
salamanders. More larvae were captured at high densities 
using 0.5-m2 quadrats. Time-constrained sampling for 0.5 
hours was more successful at low densities. Pearman et al. 
(1995) evaluated day and night transects, artificial cover, and 
plastic washbasins with added leaf  litter as sampling meth-
ods for amphibians. Significantly more species were found 
during nocturnal searches than with other methods. Parris 
et al. (1999) compared 3 techniques for sampling amphibi-
ans in forests. Nocturnal stream searches were the most 
sensitive and pitfall trapping the least sensitive sampling 
technique. A minimum of  4 nights of  stream searching was 
recommended to determine the number of  amphibian spe-
cies present at a site. Haan and Desmond (2005) concluded 
that area-constrained searches for salamanders were supe-
rior to pitfall traps, especially during dry periods. Mattfeldt 
and Campbell-Grant (2007) recommended using both area-
contained transects and leaf litter bags for improved sam-
pling of  stream salamanders. 

Dip Nets
Wilson and Maret (2002) reported that timed dip-net col-
lections of  5 minutes provided reliable estimates of  aquatic 
amphibian abundance and were superior to drop box 
sampling. Welsh and Lind (2002) sampled amphibians by 
searching streambed substrates with hardware-cloth catch 
nets placed downstream and from bank to bank to capture 
escaping individuals. 

Drift Fences with Pitfall and Funnel Traps
Campbell and Christman (1982) developed and described a 
standardized amphibian trapping system. Their system in-
cluded pitfalls and double-ended funnel traps placed in con-
junction with drift fences that diverted moving animals into 
traps. Data obtained using their technique allowed estimates 
of  species richness and an index of  relative abundance of  
most common terrestrial amphibians and reptiles. Dodd (1991) 
warned that drift fences used with pitfalls were biased in 
sampling amphibians. Frogs, in particular, readily cross drift 
fences by climbing over them. Other species burrow under 
drift fences. Brown (1997) also found that drift fences al-
lowed frogs to escape. She tested pitfall traps and reported 
that 1% of  the individuals placed in pitfall traps escaped. 
 Scott (1982), Heyer et al. (1994), Olson et al. (1997), and 
Simmons (2002) have compiled comprehensive capture ref-
erences for amphibians. Adams and Freedman (1999) evalu-
ated catch efficiency of  4 amphibian-sampling methods: 
pitfall transects, pitfall arrays, quadrat searches, and time-
constrained searches in terrestrial habitats. Pitfall arrays 
sampled the greatest relative abundance and species rich-
ness of  amphibians. Nadorozny and Barr (1997) designed a 

side-flap pail to capture amphibians that were not readily 
captured in conventional pitfall traps due to their climbing 
and jumping ability. This trap design, when used with fun-
nels and drift fencing, was effective for capturing amphibi-
ans in terrestrial habitats. Crawford and Kurta (2000) tested 
capture success of  black and white plastic pitfall traps on an-
urans and masked shrew. Both were caught significantly 
more often in pitfalls with a black interior than in those 
with a white one. Adding rims to pitfall traps increased ef-
fectiveness by hindering the escape of  certain species of  sal-
amanders and frogs (Mazerolle 2003). Stevens and Paszkow- 
ski (2005) tested 2 pitfall trap designs for sampling boreal 
anurans. They found that plastic buckets with a polyethyl-
ene funnel design were easier to construct and allowed fewer 
escapes.
 Murphy (1993) captured tree frogs with a modified drift 
fence (Fig.3.30) of  clear plastic suspended from PVC pipe 
joined in a T-shaped configuration. Daoust (1991) suggested 
placing moistened sponges (10 cm × 5 cm × 7 cm) in funnel 
traps along drift fences to minimize mortality of  wood frog 
from dehydration. Willson (2004) compared aquatic drift 
fences with traditional funnel trapping as a quantitative 
method for sampling amphibians. Mushet et al. (1997) con-
nected a 200-cm drift fence that directed free-swimming sal-
amanders to the opening of  funnel traps. Malone and Lau-
renco (2004) suggested the use of  polystyrene for drift fence 
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Fig. 3.30. Drift fence for capturing tree frogs as they enter and 
leave ponds. (A) Front view of the fence. Only a portion of the 
fence and only one of the plastic barriers are shown. (B) Side 
view of the fence showing both plastic barriers. (C) enlarged side 
view of the fence showing method of attachment of flexible 
plastic barrier to strings. From Murphy (1993).
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sampling, because it was economical and easily repaired 
compared to aluminum or silt fence (silt fence is a woven poly- 
propylene material used to control sediment runoff  at con-
struction sites). Rice et al. (2006) combined collapsible min-
now traps with PVC pipes attached to a portable drift fence 
structure to capture various frogs and toads. 
 Smith and Rettig (1996) sampled amphibian larvae with 
an aquatic funnel trap made of  5-cm-diameter PVC pipe 
with funnels at each end held in place with a large rubber 
band. Fronzuto and Verrell (2000) tested the capture effi-
ciency of  wire and plastic funnel traps for aquatic salaman-
ders. Plastic funnel traps with a maximum diagonal mesh of  
5 mm were superior to 10-mm mesh hardware-cloth wire 
minnow traps. Mushet et al. (1997) designed a funnel trap 
for sampling salamanders in wetlands. Casazza et al. (2000) 
captured aquatic amphibians and reptiles using baited wire-
funnel–entrance eel pots with Styrofoam blocks. The blocks 
allowed the traps to float partly out of  the water, avoiding 
trap mortality from drowning. Richter (1995) used baited 
aquatic funnel traps made from plastic soda pop bottles at-
tached to a steel rod baited with salmon (Salmonidae) eggs. 
He captured tadpoles and adult amphibians. Smith and Ret-
tig (1996) increased the catch rate of  tadpoles by putting 
glow sticks at night in 3 different funnel trap designs. Jen-
kins et al. (2002) compared 2 aquatic surveying techniques 
to sample marbled salamander larvae. Nocturnal visual sur-
veys were less intrusive, less expensive, and more accurate 
at detecting presence than were the bottle funnel traps de-
scribed by Richter (1995). 
 Parris (1999) summarized the advantages and disadvan-
tages of  various techniques for sampling amphibians in for-
ests and woodlands. Lauck (2004) discussed factors influenc-
ing the capture of  amphibian larvae in aquatic funnel traps. 
Willson and Dorcas (2004) verified that funnel traps com-
bined with an aquatic drift fence increased amphibian cap-
ture rates. O’Donnell et al. (2007) compared the efficiency 
of  funnel and drift fence trapping, and light touch and de-
structive sampling of  frogs and salamanders in forested seep 
habitats. Light touch sampling was the most suitable method. 
Palis et al. (2007) evaluated 2 types of  commercially made 
aquatic funnel traps for capturing ranid frogs and found that 
both had similar capture rates. They determined that nylon 
traps were less durable than steel mesh traps. Buech and 
Egeland (2002) tested 3 types of  funnel traps in seasonal for-
est ponds. Traps with 6-mm mesh captured more wood frog 
tadpoles than did plastic traps. Traps with 3-mm mesh cap-
tured more blue-spotted salamander and spring peepers. 
Jenkins and McGarigal (2003) tested the catchability of  rep-
tiles and amphibians along drift fences using paired funnel 
and pitfall traps in the northeastern United States. Their re-
sults showed funnel traps to be superior to pitfalls in wet or 
rocky areas. Ghioca and Smith (2007) cautioned against us-
ing funnel traps to avoid biased estimates of  the abundance 
of  larval amphibians. Glow sticks in funnel traps significantly 

increased capture rates of  aquatic amphibians (Grayson and 
Roe 2007). Willson and Dorcas (2003) found funnel trapping 
superior to dip-netting for quantitative sampling of  stream 
salamanders. 

Pipes
Boughton and Staiger (2000) caught hylid tree frogs in white 
3.81-cm-diameter PVC pipe capped at the bottom and hung 
vertically in hardwood trees, 2 m and 4 m above the ground. 
The 60-cm-long pipe caught more frogs than did the 30-cm 
pipe. Moulton (1996) used PVC pipes to capture hylid tree 
frogs. Bartareau (2004) found that PVC pipes with varied  
diameters influenced the species and sizes of  tree frogs cap-
tured in a Florida coastal oak-scrub community. Myers et al. 
(2007) tallied more captures (81%) of  Pacific tree frogs in 
tree-based than in ground-based pipe refugia. Johnson (2005) 
designed a novel arboreal pipe trap to capture gray tree frogs 
using black plastic acylonitrile-butadiene-styrene (ABS) pipe 
that allowed a constant water depth. Zacharow et al. (2003) 
sampled 2 species of  hylid tree frogs using ground-placed 
PVC pipes of  3 diameters and identified potential trap biases. 
The addition of  escape ropes to PVC tree pipes used by tree 
frogs prevented flying squirrel mortality (Borg et al. 2004). 

Cover Boards
Trapping methods for herpetofauna are time and labor in-
tensive, and they can result in injury to captured individuals 
due to physical stress, such as overheating, desiccation, 
drowning, or predation. Cover boards (“boards” placed on 
the ground under which herpetofauna may hide) avoid these 
problems. Grant et al. (1992) evaluated cover boards in detail. 
They recommended that both metal and wood cover boards 
be used and a wait of  at least 2 months after placement be-
fore beginning the survey program. They suggested that 
checks of  cover boards be made at different times of  day 
and weather conditions to sample all taxa in residence. They 
advised that if  encounter rates are to be compared among 
sites, time and weather conditions should be identical. 
 DeGraaf  and Yamasaki (1992) used cover boards to simu-
late fallen timber to attract and evaluate terrestrial salaman-
der abundance during daylight hours. Their procedure avoided 
laborious installation of  pit traps, as they placed a cluster of  
3 boards along transects. They lifted boards 8 times during 
June–August in a variety of  different-aged forest stands. Use 
of  the boards avoided degradation of  salamander habitat by 
turning or breaking existing logs or disrupting forest litter. 
Hyde and Simons (2001) investigated 4 common sampling 
techniques to examine variability of  salamander catches. 
They found natural cover transects and artificial cover 
boards to be the most effective sampling techniques for de-
tecting long-term salamander population trends because of  
lower sampling variability, good capture success, and ease 
of  use. They associated higher capture rates and lower vari-
ability with fewer, but larger plots. An evaluation of  cover 
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boards for sampling terrestrial salamanders by Houze and 
Chandler (2002) found that most species were sampled in 
lower numbers (0.8 salamanders/grid search) than under 
natural cover (2.3 salamanders/grid search). Temperatures 
were more variable under cover boards than under natural 
cover. Carlson and Szuch (2007) found no difference in the 
use of  old and nonweathered cover boards by salamanders. 
Moore (2005) encountered more red-backed salamanders 
under native dominant-wood cover boards than under artifi-
cial wood cover boards. Luhring and Young (2006) com-
bined a halved PVC pipe with screens at each end attached 
to a cover board to sample stream-inhabiting salamanders. 

Unique Methods
Williams et al. (1981a) used electroshocking methods in 
the Allegheny River, Pennsylvania, to capture hellbender 
and reported that it was superior to search and seizure, po-
tato rake, and seine herding as a capture method. Soule and 
Lindberg (1994) used a peavey to move large rocks to locate 
and catch hellbender. The peavey was hooked to the bot-
tom of  the rock, which was then manually moved. This 
technique required a 3-person crew to move rocks and cap-
ture the animals. The peavey was much less expensive than 
electroshocking equipment. Nickerson and Krysko (2003) 
reviewed a wide array of  techniques and their variants used 
in studying a cryptobranchid salamander and discussed their 
advantages and disadvantages. Electroshocking surveys 
were strongly discouraged because of  the great potential for 
damaging reproductive success and immune systems, and 
because they were of  questionable effectiveness. Because 
successful hellbender nesting sites appear to be quite lim-
ited, the use of  Peavy hooks and crowbars to breakup bed-
rock or dislodge large cover rocks should be restricted. Cur-
rently, skin-diving surveys coupled with turning objects is 
the only method shown to obtain all sizes of  gilled larvae 
and multiple age groups of  nongilled and adult hellbenders 
in brief  periods. Foster et al. (2008) compared 3 capture 
methods for eastern hellbender and found that rock turn-
ing was most efficient in terms of  catch per unit effort. 
Camp and Lovell (1989) caught blackbelly salamander using 
a fishing pole made from metal coat hangers with barbless 
hooks baited with earthworms. 

Reptiles
To quantify reptile densities, Corn and Bury (1990) used 
time-constrained searches for reptiles that were immedi-
ately captured by hand. Equal effort was expended in each 
area searched. This allowed the calculation of  relative densi-
ties for each area searched.

Drift Fences with Pitfall and Funnel Traps
Hobbs et al. (1994) tested a variety of  pitfall trap designs. A 
straight line of  pit traps with buckets approximately 7 m 
apart was most effective for sampling reptiles in arid Austra-

lia. The use of  shade covers reduced heat related mortal-
ity. Hobbs and James (1999) reported that foil covers placed 
inside and at the bottom of  buckets reduced pitfall tem-
perature and had minimal influence on trap success. Foil cov-
ers were superior to cardboard and plastic. Aboveground 
covers reduced capture success for mammals, but increased 
snake captures. 
 Vogt and Hine (1982) advocated the use of  drift fences 
combined with traps as a practical way to uniformly census 
reptiles and amphibians. Aluminum drift fences (50-cm 
high) caught more animals per 15 m of  fence than did those 
made of  either screening or galvanized metal. A system of  
18.9-L traps, 7.6-L traps with funnel rims, and funnel traps 
was necessary to capture the entire spectrum of  amphibians 
and reptiles in the communities sampled. Funnel traps were 
more effective for catching lizards than were pit traps, and 
they also were effective for catching snakes. They recom-
mended at least 4 trapping periods of  3–5 days during April– 
mid-June. 
 Moseby and Read (2001) recommended 5 nights of  pitfall 
trapping as the most efficient duration for capturing rep-
tiles. Greenberg et al. (1994) compared sampling effective-
ness of  pitfalls and single- and double-ended funnel traps 
used with drift fences. All 3 trap types yielded similar esti-
mates of  lizards and frogs, but not snakes. Estimates of  rela-
tive abundance of  large snakes were higher in double-ended 
funnel traps than in pitfalls or single-ended funnel traps. 
Captures of  snakes were restricted to funnel traps. More 
surface-active lizards and frogs were captured in pitfalls. 
They advised that choice of  trap type(s) depended on target 
species and sampling goals. Enge (2001) presented a detailed 
assessment of  the effectiveness of  pitfall versus funnel traps. 
He concluded that salamanders, anurans, lizards, and snakes 
were captured significantly more often in funnel traps than 
in pitfall traps. He added that studies that found funnel 
traps to be less effective than pitfall traps used smaller or 
poorly constructed or installed funnels. He also reported 
herpetofaunal mortality rates were generally higher in fun-
nel traps than in pitfall traps. Enge (2001) recommended that 
traps be checked at least every 3 days to minimize mortality. 
 Fair and Henke (1997) evaluated the efficiency of  capture 
methods for a low density population of  Texas horned liz-
ard. Road cruising yielded the highest capture rates, with 
systematic searches second. Searching resulted in a higher 
rate of  capture than did using pitfall and funnel traps. Sut-
ton et al. (1999) compared pitfalls and drift fences with cover 
boards for sampling sand skink. They reported that cover 
boards were most efficient in detecting the presence of  
skinks and were less costly and labor intensive. Allan et al. 
(2000) developed a successful habitat trap. The trap con-
sisted of  an artificial replica of  a preferred habitat placed  
on a large sheet of  camouflaged plastic. Two people lifted 
the plastic sheet at all edges once lizards had begun to oc-
cupy the artificial habitat, and the animals were trapped. 
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The artificial habitat consisted of  a rock pile or woodpile 
placed in an excavated shallow pit 15 cm deep covering an 
area of  1 m2. 
 Doan (1997) captured large lizards by using large (88.5 cm 
× 31.0 cm × 31.0 cm), collapsible aluminum Sherman live 
traps. Traps were camouflaged with green mosquito net-
ting and fallen branches and leaves. Zani and Vitt (1995) at-
tached a wire-mesh minnow trap over holes in trees, whereas 
Paterson (1998) used a mesh barrier of  bridal veil fabric 
wrapped around a tree trunk to facilitate hand capture of  
arboreal lizards. 
 Gluesenkamp (1995) designed a simple snake rake con-
sisting of  120-cm-long, 19-mm-diameter aluminum pipe and 
2 pieces of  25-cm-long, 6.5-mm-diameter steel. The 2 pieces 
were bent 90°, welded together at a 25° angle, and then at-
tached with hose clamps to the end of  the aluminum pipe. 
 Lannom (1962) dangled a barbless dry fly from a sup-
port over a buried 1-L glass jar to attract and catch desert 
lizards. Whitaker (1967) increased his rate of  capture of  
small lizards in pitfall traps by using canned fruit as bait. 
He also suggested using captive lizards in pitfall traps to at-
tract other curious lizards. Serena (1980) used a fishing 
pole with a line attached to edible palm fruit to attract and 
capture whiptail lizards. Durden et al. (1995) caught skinks 
by using crickets (family Gryllidae) threaded onto fishing 
line attached to a fishing rod. They also baited little Sher-
man small-mammal traps with crickets tied inside the trap. 
Small smooth-scaled lizards were captured by Durtsche 
(1996) using a combination of  a pole (fishing pole or col-
lapsible car antenna) with a piece of  sticky pad fastened to 
the end. The sticky pad was touched to the back of  the liz-
ard, allowing capture. Bauer and Sadleir (1992) used mouse 
glue traps to capture lizards. Corn oil was used to release 
the animals. Whiting (1998) increased lizard capture suc-
cess by baiting glue traps with insects and figs. Downes and 
Borges (1998) captured small lizards with commercial pack-
ing tape by creating sticky traps. However, Vargas et al. 
(2000) cautioned that sticky-trapping of  lizards had a higher 
fatality rate than did capture with a noose or rubber band; 
sticky-trapping also yielded less reliable gender-biased cap-
ture information. 
 Witz (1996) coated the prongs of  a bolt retriever (total 
length 60 cm) with liquid plastic. This lizard grabber grabs 
the pelvic girdle firmly with minimal chance of  escape or 
injury to the lizard. Strong et al. (1993) caught small fast-
moving lizards by chasing them into PVC pipes covered at 
one end (Fig. 3.31). Brattstrom (1996) used a plastic waste-
basket or garbage can as a “skink scooper.” When he located 
a skink, he held the plastic container 15–30 cm away and 
swept the leaf  letter and the skink into the scooper for cap-
ture. Sievert et al. (1999) made a “herp scoop” (Fig. 3.32) of  
pliable plastic for safely capturing herpetofauna from roads 
at night. They used a flashlight combined with a 1–3-liter clear 
soft-drink bottle with the bottom removed and a V-shaped 

Fig. 3.31. Method for catching lizards by chasing them into tubes 
placed near a bush. The tubes have one end covered with tape. 
From Strong et al. (1993).

Fig. 3.32. Amphibian scoop made from a polyethylene soft-drink 
bottle (A) with the base cut off and inverted to act as a lid (B). A 
V-shaped notch and a flashlight (C) were added to make the scoop 
more useful. From Sievert et al. (1999).
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notch cut 3–5 cm wide and 2 cm deep into the bottom lip of  
the bottle. 
 Recht (1981) modified a rat trap to block the entrance of  
burrows of  desert and Bolson tortoises to facilitate hand-
capture as they attempted to re-enter their burrows. Bryan 
et al. (1991) designed a trap with a spring-loaded arm re-
leased by a trigger mechanism activated by a gopher tor-
toise as it exited its burrow. A net was attached to the trig-
ger to restrain the tortoise. 
 Graham and Georges (1996) modified collapsible turtle 
funnel traps by adding PVC pipe as struts to keep the fun-
nels open and in place. They also used a piece of  foam as a 
buoy to expedite trap retrieval. Mansfield et al. (1998) had 
success capturing spotted turtle in funnel traps by using tur-
tle-shaped decoys of  cement poured in plaster-of-Paris casts. 
Decoys were painted to resemble turtle markings and color. 
Christiansen and Vandewalle (2000) perfected pitfall traps 
with wooden flip-top lids along drift fences that were effec-
tive in capturing terrestrial turtles (Fig. 3.33). Their traps 
were more effective in capturing adult terrestrial turtles 
than were wire box traps or open pitfalls. Feuer (1980) mod-
ified the chicken-wire turtle trap described by Iverson (1979) 
by using oval galvanized hoops with nylon netting. He at-
tached lines to hold the throats of  hoop nets in place. 
 Braid (1974) used a bal chatri trap with snares similar in 
design to a bird trap to capture basking turtles. Unlike bal 
chatri traps used to catch birds, bait was not necessary. 
Nooses should be kept upright, and the chicken wire base 
should be tied to a log. Vogt (1980) used fyke and trammel 
nets to catch aquatic turtles. 
 Fitch (1992) found that artificial shelters were superior to 
live traps and random encounters for capturing snakes dur-
ing a 12-year study. Kjoss and Litvaitis (2001) used black 
plastic sheets to capture snakes. Their cover sheet method 
was cheap, limited injuries, required less frequent checks, 
and was effective in open-canopy habitats. Lutterschmidt 
and Schaefer (1996) used mist netting with enclosed bait to 
capture semi-aquatic snakes. 
 Fritts et al. (1989) successfully captured brown tree snake 
using bird odors. Their funnel traps were baited with chicken 
and quail manure. Shivik and Clark (1997) found that brown 
tree snake were attracted to carrion and entered traps baited 
with dead mice as readily as traps baited with live mice. 
Engeman (1998) devised a simple method for capturing 
brown tree snake in trees. He used a branch or stick with a 
fork at one end that was placed in the middle of  the snake, 
and the stick was then twirled to wind the snake on the 
stick. The snake would coil around the stick, allowing time 
to retrieve the stick and snake from the tree for hand cap-
ture. Lindberg et al. (2000) tested a variety of  lures for 
capturing brown tree snake. They found that visual lures 
lacking movement were ineffective. Lures combining move-
ment and prey odors were most effective (Shivik 1998). 
Engeman and Linnell (1998) used modified crawfish traps 

of  10-mm wire mesh with one-way flaps installed at the en-
trance and baited with a live mouse to capture brown tree 
snake. Engeman et al. (1999) recommended placing a hori-
zontal bar at the top of  chain link fences to facilitate capture 
of  brown tree snake. Captures of  these snakes by trapping 
exceeded those using spotlight searches of  fences (Engeman 
and Vice 2001). 

Lizards
Goodman and Peterson (2005) perfected a pitfall style trap 
for lizards consisting of  a bucket and a tray of  live food 
(e.g., adult crickets with their hind legs removed or Tenebrio 
larvae). This method was especially effective in rocky habi-
tats. Ferguson and Forstner (2006) perfected a durable and 
effective predator-exclusion device attached to pitfall traps 
along a drift fence. An effective, inexpensive tube-trap made 
of  transparent plastic with a one-way door was designed by 
Khabibullin and Radygina (2005) to sample small terrestrial 
lizards. Cole (2004) employed a class 1 laser pointer to cap-
ture arboreal geckos (family Gekkonidae). The geckos chased 
the laser dot. Estrada-Rodriguez et al. (2004) effectively 
used a new method, a water squirting technique, to hand-
capture desert lizards in sand dunes. Horn and Hanula 
(2006) attached burlap bands on tree trunks to attract and 
capture various lizards. Lettink (2007) used a double-layered 
artificial retreat made of  Onduline™, a lightweight corru-
gated roofing, in rocky habitat for capturing geckos. 
 Bennett et al. (2001) described a noose trap attached to 
the side of  a tree along with a trigger stick for catching large 
lizards. Bertram and Cogger (1971) described a noose gun 

Fig. 3.33. Specifications of flip-top lid on 19-L (5 gallon) bucket set 
in a drift fences. From Christiansen and Vandewalle (2000).
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for live lizard captures. The noose gun was made of  copper-
coated welding wire and used rubber bands to tension the 
noose and trigger.
 Rodda et al. (2005) compared glueboard lizard-capture 
rates with total removal plots on various oceanic islands. 
Results varied by species, speed, mode of  locomotion, and 
habitat. They concluded that glueboard capture frequencies 
of  arboreal species were less reliable than for terrestrial spe-
cies. Ribeiro et al. (2006) also indicated that glueboard trap-
ping of  lizards provided a useful addition to other sampling 
methods of  neotropical forest lizards. Glor et al. (2000) sug-
gested placing glue traps in shaded areas to avoid heat re-
lated mortality in the mainland tropics. Whiting (1998) in-
creased lizard capture success by adding ripe figs and/or live, 
moving insects as bait to glue traps.

Turtles
Browne and Hecnar (2005) found that capture success for 
northern map turtle with floating basking traps to be su-
perior to baited hoop traps. McKenna (2001) and Gamble 
(2006; Fig. 3.34) described similar capture results for painted 
turtles. Robinson and Murphy (1975) perfected a successful 
net trap for basking softshell turtles. Petokas and Alexander 
(1979) designed an effective trap for basking turtles made of  
wood planking and aluminum flashing as a basking plat-
form in a sloping configuration with a chicken-wire bottom 
and urethane foam. Fratto et al. (2008) evaluated 5 modified 
hoop net designs. They found that a chimney design was 
most effective in curtailing turtle bycatch mortality while 
not reducing catfish catch rates. Barko et al. (2004) found a 
high mortality of  drowned turtles in fyke nets set to capture 
fish inside the channels of  large rivers. They recommended 
that nets be set several inches above water to avoid turtle 
mortality. Glorioso and Niemiller (2006) attached a large cork 
to inexpensive floating, baited, and deep-water crayfish trap 
nets to successfully catch turtles of  various sizes. Sharath 
and Hegd (2003) designed 2 new traps for sampling black 
pond turtle. One was a baited floating pitfall trap; the 
other was a baited see-saw board trap. Both were more effi-
cient than a conventional pitfall trap. Fidenci (2005) evaluated 
the capture efficiency of  various traditional turtle-capture 
methods (e.g., by hand, and using basking and funnel traps) 
and found his baited wire method to be more effective. 
 Thomas et al. (2008) tested 3 different baits in funnel 
traps for capturing pond-dwelling turtles. Both canned fish 
and frozen fish captured more turtles than did canned 
creamed corn. Kuchling (2003) described a collapsible baited 
turtle-trap tied to a tree branch that functions in shallow 
and changing water levels. Kennett (1992) developed a baited 
hoop trap composed of  2 sections, an entry section with 
funnel entrance to reach the bait, and a holding section 
from which turtles cannot escape. Plastic floats were placed 
inside the traps to keep them afloat, thereby allowing trapped 

turtles to breathe. Borden and Langford (2008) caught nesting 
diamondback terrapin in pitfall traps with self-righting lids 
attached to drift fences. 

Snakes
Dickert (2005) used modified eel pot traps with attached 
Styrofoam floats to capture giant garter snakes. Row and  
Blouin-Demers (2006a) surrounded snake hibernacula with 
a perimeter fence and funnel traps for successful snake cap-
ture. Mao et al. (2003) designed a new PVC funnel trap with 
an inverted-T shape and 2 entrances to capture semi-aquatic 
snakes. Use of  live mice in snake traps after rodent suppres-
sion enhanced brown tree snake capture rates (Gragg et al. 
2007). Keck (1994a) and Winne (2005) both increased aquatic-
snake capture success using baited funnel traps. Willson 
et al. (2005) tested escape rates of  aquatic snakes and sala-
manders from various commercially available minnow fun-
nel traps. Plastic and steel minnow traps had the highest re-
tention rates. They recommended plastic traps for sampling 
small snake species and steel traps for larger species of  water- 
snakes. Camper (2005) warned about potential mortality 
problems while sampling semi-aquatic snakes in funnel traps 
due to imported fire ants. Burgdorf  et al. (2005) perfected a 
successful trap design for capturing large terrestrial snakes 

Fig. 3.34. Turtle basking-trap design. A = wood frame, B = foam 
floats, C = net basket, D = anchor. From Gamble (2006).
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that consisted of  a 4-entrance funnel trap used with perpen-
dicular drift fences and having hinged doors on top to facili-
tate retrieval of  trapped snakes. They suggested frequent 
trap visits, ant control, and trap placement in shaded areas 
to curtail snake mortality. 

Alligators
Franklin and Hartdegen (1997) sprayed large reptiles in the 
face with a fine mist of water to safely capture American 
crocodile, American alligator, pythons, and iguanas. Elsey 
and Trosclair (2004) and Ryberg and Cathey (2004) used 
baited box traps effectively to capture alligators. Chabreck 
(1965) captured alligators using an airboat at night with a 
spotlight and a wire snare mounted on a stout pole.

Miscellaneous Capture Methods
Lohoefener and Wolfe (1984) designed a pipe trap consist-
ing of  aluminum window screening, black PVC pipe, and 3 
wooden disks. Pipe traps were used with drift fences and were 
more efficient for capturing salamanders, lizards, and snakes 
than were pitfall traps. Frogs and toads were more likely to be 
captured in pitfall traps. A wire hook with a blunt end was 
placed around the tails of  lizards by Bedford et al. (1995) to  
extract the animals from tree and rock crevices. They grasped 
the lizard by its head with forceps as it emerged from the  
crevice. Bending the wire at a 90° angle made a handle, and  
a flashlight was used to help position the wire hook. Enge 
(1997) recommended silt fencing over aluminum or galva-
nized drift fencing as inexpensive, easy to install, and durable. 

HANDLING CAPTUReD ANIMALS

Clark et al. (1992) and Fowler (1995) are excellent sources of  
information on the restraint and handling of  wild animals. 
Nonchemical handling and physical restraint of  captured 
animals is inexpensive and usually causes lower mortality 
rates than does retraint involving chemicals (Peterson et al. 
2003b).

Birds
Cox and Afton (1998) advised that holding times of  water-
fowl be minimized when large numbers are captured with 
rocket nets. To minimize subsequent mortality, ducks should 
be released immediately after they are processed and their 
plumage is dry. Maechtle (1998) described the Aba (cloak) 
made from rectangular cotton cloth for restraining raptors 
and other large birds. Wing pockets were stitched, and a 
strip of  elastic tape was sewn onto the back of  the cloth to 
be wrapped around the bird’s tarsi. The Aba allows mea-
surements and blood samples to be taken with a minimum 
of  handling. Blood sampling of  birds from the brachial and 
jugular veins did not influence survival, movement, or re-
production (Colwell et al. 1988, Gratto-Trevor et al. 1991, 

Lanctot 1994). Lecomte et al. (2006) described a successful 
method of  blood sampling of  waterfowl embryos.
 A 4-pronged pick-up tool was used by Richardson et al. 
(1998) to remove red-cockaded woodpecker nestlings >8 
days old from tree cavities. The 4 prongs must be blunted 
by bending or covered with liquid rubber to avoid injury to 
the young woodpeckers. Hess et al. (2001) questioned the 
feasibility of  the Richardson et al. (1998) technique because 
of  a high injury rate to red-cockaded woodpecker nestlings. 
 Cardoza et al. (1995) suggested delaying attempts to cap-
ture wild turkeys that appear to be wet on arrival at a bait 
site if  a soaking rain had recently occurred. If  turkeys be-
come wet from snow or rain during the capture process, 
they should be allowed to dry in transport boxes before  
handling to avoid excessive defeathering. Peterson et al. 
(2003a) developed a modification of  the Rio Grande wild-
turkey funnel trap to reduce injuries to the birds. 
 Patterson et al. (1993) facilitated handling of  mourning 
dove by designing a modified restraining device similar to 
one described by DeMaso and Peoples (1993) for northern 
bobwhite. Time of  handling and stress and struggling of  
the captured doves was minimized while leg bands and radio- 
transmitters were attached. 
 Ralph (2005) described a body grasp technique that speed-
ily and safely allows removal of  birds from mist nets. His 
method allowed an average removal time of  10 seconds per 
bird. Ponjoan et al. (2008) recommended that handling and 
restraint of  little bustards after capture should not exceed 
20 minutes to curtail capture myopathy. Abbott et al. (2005) 
minimized northern bobwhite muscular damage after cap-
ture and handling and increased survival by injecting vita-
min E and selenium. Rogers et al. (2004) successfully treated 
cannon-net captured shorebirds in Australia with capture 
myopathy by suspension in a sling. 

Mammals
Swann et al. (1997) reviewed the effects of  orbital sinus 
sampling of blood on the survival of  small mammals and 
found the results to be variable. White-throated woodrat 
and deer mouse survival estimates were not adversely affected, 
but desert pocket mouse and prairie vole survival rates were 
lower. Douglass et al. (2000) found no difference in handling 
mortality of  7 species of  nonanesthetized wild rodents that 
were bled versus similar species of  rodents that were not 
bled. They concluded that bleeding in the absence of  anes-
thesia did not affect immediate mortality or subsequent re-
capture. Parmenter et al. (1998) verified that handling and 
bleeding procedures for hantavirus had no adverse effect on 
survival and trap rates of  murid rodents (including deer 
mouse, woodrats, and prairie vole) and cottontail rabbit. 
 Mills et al. (1995) provided guidelines for personal safety 
while trapping, handling, and releasing rodents that might 
be infected with hantavirus. Special consideration is essen-
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tial to provide respiratory protection from aerosolized virus. 
The use of  protective gloves and clothing and suitable disin-
fectant also is necessary. 
 Yahner and Mahan (1992) used a polyvinyl Centrap™ 
cage as a restraining device for red squirrel. They used a 
mesh bag with a cone to minimize mortality from handling 
shock. Koprowski (2002) safely handled >3,500 squirrels of  
7 species with a mortality of  0.01% using a cloth cone and 
without using an anesthesia, as suggested by Arenz (1997). 
McCleery et al. (2007a) developed an improved method for 
handling squirrels and similar-sized mammals.
 Frost and Krohn (1994) described the care and handling 
of  fisher. Serfass et al. (1996) successfully transported im-
mobilized northern river otters in a well-ventilated tube 
made from 1-m sections of  40-cm-diameter PVC pipe. 
 Beringer et al. (1996) evaluated the influence of  2 cap-
ture methods, rocket nets and Clover traps, on capture my-
opathy in white-tailed deer. All deer mortality attributable 
to capture myopathy was associated with rocket net cap-
tures. Mortality attributable to capture myopathy can be re-
duced by using Clover traps instead of  rocket nets when 
possible. If  rocket nets are used, they suggested that capture 
be limited to ≤3 deer per capture. They advised that han-
dling time be minimized to reduce stress on the animals. Pe-
terson et al. (2003b) found that use of  drugs after physical 
capture of  white-tailed deer led to greater mortality than if  
drugs had not been used.
 Byers (1997) described proper precautions for handing 
young pronghorn, including avoidance of  handling 6 hours 
after birth or when coyotes or golden eagles were in sight or 
known to be within 1 km. Handling time should be brief  
and avoided during crepuscular hours, when coyotes are ac-
tive. Byers (1997) concluded that methods he described did 
not increase mortality risk. 
 Thompson et al. (2001) concluded that direct release of  
mountain sheep from vehicles was advisable rather than 
transporting them via helicopter to holding pens. Expenses 
were less, survival was lower for the sheep kept in holding 
pens, and no difference was evident in dispersal and group 
cohesion. 
 DelGiudice et al. (2005) reviewed major factors influencing 
margins of  safe capture and handling of  white-tailed deer 
primarily captured in Clover traps. They stressed the need, 
when live-trapping, to provide adequate food, insulation, 
and avoidance of  temperature extremes. Powell (2005) stud-
ied the blood chemistry effects on black bear captured in Al-
drich foot snares and handled in dens. Both met the ac-
cepted standards for trap injuries. Forman and Williamson 
(2005) developed a safe handling device for small carnivores 
captured in a metal box live-trap using a plasterers’ float and 
net bag. Freeman and Lemen (2009) tested various types of  
leather and recommended deerskin gloves to safely handle 
various bat species while maintaining dexterity. Beasley and 
Rhodes (2007) evaluated the effects of  raccoon tooth re-

moval to determine age and failed to detect any difference 
in recapture rates between the treated and untreated groups. 
MacNamara and Blue (2007) designed a portable holding 
corral system and TAMER that allowed physical and safe re-
straint of  wild antelope and goats without the use of  immo-
bilizing drugs. The TAMER was constructed with a drop 
floor and attached electronic weight scale. 

Amphibians
Christy (1998) used elastic straps and damp gauze attached 
to a wood base to restrain captured frogs. Rose et al. (2006) 
restrained captured lizards for measurements in a tray with 
Velcro strips attached to it. Bourque (2007) used a compres-
sion plate and pads to measure frogs without injury. McCal-
lum et al. (2002) made a frog box to hold frogs by cutting a 
round hole in the lid of  a Styrofoam ice chest. They then in-
serted a Styrofoam cup with the bottom removed into the 
hole, and a second intact cup was inserted inside the first cup 
to close the hole. The frog box allowed quick collection and 
secure containment of  large numbers of  anurans in the field.

Reptiles
King and Duvall (1984) restrained venomous snakes safely 
in a clear noose tube for field and laboratory examination. 
Quinn and Jones (1974) first developed a snake squeeze box, 
consisting of  a foam rubber pad and Plexiglas, to measure 
snakes. Hampton and Haertle (2009) modified the snake 
squeeze box described by Cross (2000) and Bergstrom and 
Larsen (2004) that uses Plexiglas to allow safe dorsal and 
ventral views. Birkhead et al. (2004) designed “cottonmouth 
condo,” a unique venomous-snake transport device. Penner 
et al. (2008) followed monkeys habituated to humans in a 
West Africa forest to efficiently locate and safely capture 
highly dangerous, venomous rhinoceros vipers. When the 
monkeys encountered a snake, they gave loud alarm calls, 
thereby alerting the herpetologists to capture and insert the 
snake into a custom-made transparent Plexiglas tube with a 
lockable end. Rivas et al. (1995) described a safe method for 
handling large nonvenomous snakes, such as anacondas. 
They placed a cotton sock over the snake’s head and then 
wrapped several layers of  plastic electrician’s tape around 
the sock. The tape could be removed to release the snake 
into cloth bags for transport or release. Gregory et al. (1989) 
developed a portable device made of  aluminum tubing to 
safely restrain rattlesnakes in the field. Walczak (1991) safely 
handled venomous snakes by immersing them in a plastic 
trash barrel partially filled with water. He then placed a 
clear plastic tube over the snake’s head and gently submerged 
the snake. After the snake entered the tube, its body and  
the tube end were then grasped firmly with one hand. This 
method increased handler safety and decreased trauma. 
Mauldin and Engeman (1999) restrained snakes by using a 
wire-mesh cable holder. Cross (2000) described a new design 
for a lightweight squeeze box to allow safe handling of  ven-
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omous snakes. His squeeze box was made of  Plexiglas with 
a foam rubber lining, sliding doors, and portholes at each 
end. The squeeze box allowed measurements with a mini-
mum of  direct handling of  snakes. 
 Jones and Hayes-Odum (1994) used white PVC pipe with 
an inside diameter of  0.31 m cut in 3-m lengths to restrain 
and transport crocodilians. Holes of  a diameter sufficient 
for a rope to move freely were drilled at 15-cm intervals in 
the PVC pipe. One rope was looped around the head and 
another in front of  the hind legs. Pipe diameter and length 
were chosen to accommodate a variety of  alligator sizes. 
 Tucker (1994) described an easy method to remove snap-
ping turtle from Legler™ hoop traps. He grasped the tur-
tle by the tail and the posterior edge of  the carapace. The 
turtle was then upended with the head down. With the ani-
mal in a vertical position, it was pressed down over the sub-
strate, forcing the turtle to retract its head. The turtle’s hind 
limbs were held, and it was then removed from the trap. A 
PVC pipe (10.16 cm in diameter and approximately 60 cm in 
length) was placed over the heads of  snapping turtles for re-
straining and safe handling by Quinn and Pappas (1997). 
 Hoefer et al. (2003) placed ice-cooled lizards in a petri dish 
on top of  adhesive tape to take measurements. Kwok and 
Ivanyi (2008) safely extracted venom from helodermatid liz-
ards by using a rubber squeeze bulb. Poulin and Ivanyi (2003) 
used a locking adjustable hemostat to safely handle venom-
ous lizards. 

SUMMARY

Many new and innovative capture and handling methods, 
techniques, and equipment have been described in this chap-
ter, with extensive literature citations for the reader interested 
in learning more. The coverage of  amphibian and reptile cap-
ture and handling methods in this chapter is more detailed 

than was provided in previous editions of  the Wildlife Tech-
niques Manual. Humane capture and handling techniques 
continue to be of  paramount importance. Tranquilizer trap 
devices show promise for minimizing injuries to nontarget 
captures, but unfortunately, they are restricted in their use 
and availability by the U.S. Food and Drug Administration 
and a similar agency in Canada. Although complex electronic 
and mechanized devices have recently been developed to ex-
pedite successful and efficient capture, simple variations of  
existing equipment (e.g., nets) and methods (e.g., the use  
of  live and mounted decoys) continue to be widely described 
in the literature. The use of  different net types and configura-
tions (e.g., bow, cannon, drift, drop, mist, and rocket) con-
tinue to be the predominant technique for capturing birds. 
Mammals are captured primarily with snares and foothold, 
box, and cage traps. Wild animals may be captured for a vari-
ety of  purposes, including subsistence, animal damage con-
trol, population management, disease control, enhancement 
of  other species, economic benefits, and research. Regardless 
of  the reasons for capture, it is imperative the most humane 
devices and techniques be used. Finally, all untested capture 
devices should be evaluated using standardized, scientifically 
sound protocols that include the documentation of  capture-
related injuries via whole body necropsies. 

APPeNDIX 3.1. COMMON NAMeS AND 
SCIeNTIFIC NAMeS OF ANIMALS 
MeNTIONeD IN THe TeXT AND TABLeS 

The authority for scientific names of  North American am-
phibians, birds, mammals, and reptiles is Banks et al. (1987). 
The authority for scientific names for non–North American 
amphibians and reptiles is Sokolov (1988), for non–North 
American birds is Sibley and Monroe (1990), and for non–
North American mammals is Grizimek (1990).

Common name Scientific name Common name Scientific name

Amphibians and reptiles
Alligator, American Alligator mississippiensis
Crocodile, American Crocodylus acutus
Frog, gray tree Hyla versicolor
 Pacific tree Pseudacris regilla
 spring peepers Pseudacris crucifer
 tree Hyla spp.
 wood Rana sylvatica
Hellbender Cryptobranchus alleganiensis
Iguana Iguana spp.
Lizard, Texas horned Phrynosoma cornutum
 whiptail Cnemidophorus spp.
Salamander, blackbelly Desmognathus quadramaculatus
 blue-spotted Ambystoma laterale

 marbled Ambystoma opacum
 red-backed Plethodon cinereus
Skink, sand Neoseps reynoldsi
Snake, anaconda Eumcetes spp.
 brown tree Boiga irregularis
 giant garter Thamnophis gigas
 rattlesnake Crotalis spp.
 python Python spp.
 rhinoceros viper Bitis nasicornis
Terrapin, diamondback Malaclemys terrapin
Tortoise, Bolson Gopherus flavomarginatus
 desert Gopherus agassizii
 gopher Gopherus polyphemus

continued



Turtle, black pond Geoclemys hamiltonii
 northern map Graptemys geographica
 snapping Chelydra serpentina
 spotted Clemmys guttata
Birds
Avocet, American Recurvirostra americana
Blackbird, red-winged Agelaius phoeniceus
 yellow-headed Xanthocephalus xanthocephalus
Bluebird Sialia spp.
Bunting, painted Passerina ciris
Bustard, houbara Chlamydotis undulate
 little Tetrax tetrax
Buzzard, common Buteo buteo
Caracara, crested Caracara cheriway
Chicken, domestic Gallus gallus domesticus
Coot, American Fulica Americana
Cormorant, double-crested Phalacrocorax auritus
Cowbird, brown-headed Molothrus ater
Crane, sandhill Grus canadensis
 whooping Grus Americana
Crow, American Corvus brachyrhynchos
Dove, mourning Zenaida macroura
 ringed turtle Streptopelia risoria
 rock Columba livia
 white-winged Zenaida asiatica
Duck, Barrow’s goldeneye Bucephala albeola
 blue-winged teal Anas Discors
 canvasback Aythya valisineria)
 gadwall Anas strepera
 harlequin Histrionicus histrionicus
 lesser scaup Aythya affinis
 mallard Anas platyrhynchos
 northern pintail Anas acuta
 northern shoveler Anas clypeata)
 redhead Aythya americana
 wood Aix sponsa
Eagle, African fish Haliaeetus vocifer
 bald Haliaeetus leucocephalus
 golden Aquila chrysaetos
 Philippine Pithecophaga jefferyi
 steppe Aquila nipalensis
Eider, common Somateria mollissima
Falcon, prairie Falco mexicanus
Finch, house Carpodacus mexicanus
Flycather, Acadian Empidonax virescens
Goose, Canada Branta canadensis
 snow Chen caerulescens
Grebe, eared Podiceps nigricollis
 pied-billed Podilymbus podiceps
Grouse, blue Dendragapus obscures
 dusky Dendragapus obscurus

 greater sage- Centrocercus urophasianus
 ruffed Bonasa umbellus 
 sharp-tailed Tympanuchus phasianellus
 spruce Falcipennis canadensis
Gull, California Larus californicus 
 ring-billed gull Larus delawarensis
Harrier, northern Circus cyaneus
Hawk, Cooper’s Accipiter cooperii
 ferruginous Buteo regalis
 northern goshawk Accipiter gentilis
 red-shouldered Buteo lineatus
 red-tailed Buteo jamaicensis
 rough-legged Buteo lagopus
 sharp-shinned Accipiter striatus
 Swainson’s Buteo swainsoni
Heron, great blue Ardea herodias
Honeyeater, regent Xanthomyza phrygia
Ibis, white Eudocimus albus
Jay, blue Cyanocitta cristata
Kestrel, American Falco sparverius
Kingfisher, belted Ceryle alcyon
Kite, white-tailed Elanus leucurus
Kittiwake, black-legged Rissa tridactyla
Loon, common Gavia immer
Magpie, American Pica hudsonia
Merganser, hooded Lophodytes cucullatus
Merlin Falco columbarius
Murre, common Uria aalge
Murrelet, marbled Brachyramphus marmoratus
 Xantus Synthliboramphus hypoleucus
Nighthawk, common Chordeiles minor
Nightjars Family Caprimulgidae
Osprey Pandion haliaetus
Owl, barn Tyto alba
 barred Strix varia
 burrowing Athene cunicularia
 eastern screech Megascops asio
 flammulated Otus flammeolus
 great horned Bubo virginianus
 northern saw-whet Aegolius acadicus
 pygmy Glaucidium brasilianum
 short-eared Asio flammeus
 spotted Strix occidentalis
 tawny Strix aluco
 tropical screech Megascops choliba
 western burrowing Athene cunicularia hypugea
Oystercatcher, American Haematopus palliatus
Parrot, orange-winged Amazona amazonica
Partridge, chukar Alectoris chukar
Pelican, American white Pelecanus erythrorhynchos
Penquin, king Aptenodytes patagonicus

Common name Scientific name Common name Scientific name



Phalarope, Wilson’s Phalaropus tricolor
Pheasant, Kalij Lophura leucomelanos
 ring-necked Phasianus colchicus
Pigeon, band-tailed Patagioenas fasciata
Plover, mountain Charadrius montanus
 snowy Charadrius alexandrinus
Prairie-chicken, Attwater’s Tympanuchus cupido 
attwateri
 greater Tympanuchus cupido
 lesser Tympanuchus pallidicinctus
Ptarmigan, white-tailed Lagopus leucurus
 willow Lagopus lagopus
Puffin Fratercula spp.
Purple martin Progne subis
Quail, Gambel’s Callipepla gambelii
 Montezuma Cyrtonyz montezumae
 northern bobwhite Colinus virginianus
 scaled Callipepla squamata
Rail, black Laterallus jamaicensis
 clapper Rallus longirostris
 king Rallus elegans)
 sora Porzana carolina
 Virginia Rallus limicola
 yellow Coturnicops noveboracensis
Raven, Chihuahua Corvus cryptoleucus
Razorbill Alca torda
Rhea, greater Rhea americana
Robin, American Turdus migratorius
Scoters, surf  Melanitta perspicillata
Shrike, loggerhead Lanius ludovicianus
Sparrow, Bachman’s Aimophila aestivalis
 chipping Spizella passerina
 house Passer domesticus
Starling, European Sturnus vulgaris
Stilt, black-necked Himantopus mexicanus
Swallows, bank Riparia riparia
 barn Hirundo rustica
 cliff  Petrochelidon pyrrhonota
 tree Tachycineta bicolor
Swan, trumpeter Cygnus buccinator
 tundra Cygnus columbianus
Swift, Vaux’s Chaetura vauxi
Tern, least Sterna antillarum
Turnstone, ruddy Arenaria interpres
Turkey, wild Meleagris gallopavo
Warbler, prothonotary Prothonotaria citrea
Woodcock, American Scolopax minor
Woodpecker, acorn Melanerpes erythrocephalus
 pileated Drycopus pileatus
 red-bellied Melanerpes carolinus
 red-cockaded Picoides borealis

Wren, house Troglodytes aedon
Mammals
Armadillo, nine-banded Dasypus novemcinctus
Badger, American Taxidea taxus
Beaver, American Castor canadensis
Bobcat Lynx rufus
Bat, African free-tailed Tadarida fulminans
Bear, black Ursus americanus
 brown Ursus arctos
 grizzly Ursus arctos horribilis
Capybara Hydrochoerus hydrochaeris
Caribou Rangifer tarandus
Cat, feral Felis catus
Chipmunk, eastern Tamias striatus
 Townsend’s Tamias townsendii
Coyote Canis latrans
Culpeo Pseudalopex culpaeus
Deer, fallow Dama dama
 Himalayan musk Moschus moschiferus
 Key Odocoileus virginianus 
clavium
 mule Odocoileus hemionus
 white-tailed Odocoileus virginianus
Dog, domestic Canis familiaris
 prairie Cynomys spp.
Dugong Dugong dugon
Elk Cervus canadensis
Fisher Martes pennanti
Fox, Arctic Alopex lagopus
 Argentine gray Pseudalopex griseus
 gray Urocyon cinereoargenteus
 kit Vulpes macrotis
 red Vulpes vulpes
 swift Vulpes velox
Gopher, northern pocket Thomomys talpoides
 pocket Geomys breviceps
Guanaco, South American Lama guanicoe
Hare, snowshoe Lepus americanus
Hog, feral Sus scrofa
Ibex, Spanish Capra pyrenaica
Jaguar Panthera onca
Leopard, snow Panthera uncia
Lion, African Panthera leo
 mountain Puma concolor
Lynx, Canada Lynx canadensis
Marten, American Martes americana
Mink Mustela vison
Mouse, cotton Peromyscus gossypinus
 desert pocket Chaetodipus penicillatus
 deer Peromyscus maniculatus
 hopping Notomys spp.

Common name Scientific name Common name Scientific name
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APPeNDIX 3.2. SOMe MANUFACTUReRS AND SUPPLIeRS OF ANIMAL TRAPS, SNAReS,  
AND ReLATeD eQUIPMeNT 

This information is provided for the convenience of  readers and offers only a small sampling of  the many manufacturers and 
suppliers of  animal traps and related equipment. The authors, their agencies, and The Wildlife Society makes no claim to its 
accuracy or completeness and neither endorses nor recommends any particular style, brand, manufacturer, or supplier of  
traps and trapping materials.

Mouse (continued)
 house Mus musculus
 white-footed Peromyscus leucopus
 wood Apodemus sylvaticus
 yellow-necked Apodemus flavicollis
Moose Alces alces
Mountain beaver Aplodontia rufa
Muskrat Ondatra zibethicus
Nutria Myocastor coypus
Opossum, Australian  Trichosurus vulpecula
  brush-tailed 
 Virginia Didelphis virginiana
Oryx Oryx gazella
Otter, Eurasian Lontra lutra
 northern river Lontra canadensis
Peccary, collared Tayassu tajacu
Porcupine Erethizon dorsatum
Pronghorn Antilocapra americana
Rabbit, eastern cottontail Sylvilagus floridanus
 European Oryctolagus cuniculus
 Jackrabbit Lepus spp.
 Lower Keys marsh Sylvilagus palustris hefneri
 pygmy Brachylagus idahoensis
Raccoon Procyon lotor
Rat Rattus spp.
 cotton Sigmodon hispidus
 kangaroo Dipodomys spp.
 rice Oryzomys palustris

Reindeer, Svalbard Rangiver tarandus 
  platyrhynchus
Seal, ringed Phoca hispida
Sheep, mountain Ovis canadensis
 Dall Ovis dalli
Shrew, masked Sorex cinereus
 short-tailed Blarina brevicauda
Skunk, striped Mephitis mephitis
Squirrel, Abert’s Sciurus aberti
 California ground Spermophilus beecheyi
 fox Sciurus niger
 gray Sciurus carolinensis
 ground Spermophilus spp.
 northern flying Glaucomys sabrinus
 red Tamiasciurus hudsonicus
Tiger, Amur (Siberian) Panthera tigris altaica
Vole, bank Clethrionomys glareolus
 prairie Microtus ochrogaster
Weasel, long-tailed Mustela frenata
 short-tailed Mustela erminea
Wolf, gray Canis lupus
Wolverine Gulo gulo
Woodchuck Marmota monax
Woodrat, bushy-tailed Neotoma cinerea
 dusky-footed Neotoma fuscipes
 Key Largo Neotoma floridana smalli
 white-throated Neotoma albigula

Common name Scientific name Common name Scientific name

Alaska Trap Company 
380 Peger Rd.
Fairbanks, AK 99709-4869 USA
Telephone: 907-452-6047

Blue Valley Trap Supply
4174 W Dogwood Rd.
Pickrell, NE 68422 USA
Telephone: 402-673-5935 

Butera Manufacturing Industries  
 (BMI)
1068 E 134th St.
Cleveland, OH 44110-2248 USA
Telephone: 216-761-8800

CDR Trap Company
240 Muskingham St.
Freeport, OH 43973 USA
Telephone: 740-658- 4469

J. C. Conners
7522 Mt. Zion Cemetery Rd.
Newcomerstown, OH 43832 USA
Telephone: 740-498-6822

CTM Trapping Equipment 
7171 S 1st St.
Hillsdale, IN 47854 USA
Telephone: 765-245-2837

Cumberland’s Northwest Trappers  
 Supply
P.O. Box 408
Owatonna, MN 55060 USA
Telephone: 507-451-7607

Duffer’s Trap Company
P.O. Box 9 
Bern, KS 66408 USA
Telephone: 785-336-3901

Duke Company
P.O. Box 555
West Point, MS 39773 USA
Telephone: 662-494-6767 
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The Egg Trap Company
P.O. Box 334
Butte, ND 58723 USA
Telephone: 701-626-7150

Fleming Outdoors
5480 Highway 94
Ramer, AL 36069 USA
Telephone: 800-624-4493

F&T Fur Harvester’s Trading Post
10681 Bushey Rd.
Alpena, MI 49707 USA
Telephone: 989-727-8727

Funke Trap Tags & Supplies
2151 Eastman Ave.
State Center, IA 50247 USA
Telephone: 641-483-2597

Halford Hide & Leather Company
2011 39 Ave. NE
Calgary, AB T2E 6R7 Canada
Telephone: 403-283-9197

Hancock Trap Company
P.O. Box 268
Custer, SD 57730-0268 USA
Telephone: 605-673-4128

Kaatz Bros Lures
9986 Wacker Rd.
Savanna, IL 61074 USA
Telephone: 815-273-2344

Kania Industries 
63 Centennial Rd.
Nanaimo, BC V9R 6N6 Canada
Telephone: 250-716-1685

Les Entreprises Bélisle
61, Rue Gaston-Dumoulin,  
 Bureau 300
Blainville, QC J7C 6B4 Canada 
Telephone: 450-433-4242

Les Pieges du Quebec (LPQ)
16125 Demers St.
Hyacinthe, QC J2T 3V4 Canada
Telephone: 450-774-4645

Margo Supplies 
P.O. Box 5400 
High River, AB T1V 1M5 Canada 
Telephone: 403-652-1932

Minnesota Trapline Products
6699 156th Ave. NW
Pennock, MN 56279 USA
Telephone: 320-599-4176

Molnar Outdoor
9191 Leavitt Rd.
Elyria, OH 44035 USA
Telephone: 440-986-3366

Montgomery Fur Company
1539 West 3375 South 
Ogden, UT 84401 USA
Telephone: 801-394-4686 

National Live Trap Corporation
1416 E Mohawk Dr.
Tomahawk, WI 54487 USA
Telephone: 715-453-2249

Oneida Victor 
P.O. Box 32398
Euclid, OH 44132 USA
Telephone: 216-761-9010

PDK Snares
8631 Hirst Rd.
Newark, OH 43055 USA
Telephone: 740-323-4541

Quad Performance Products
Rt. 1, Box 114
Bonnots Mill, MO 65016 USA
Telephone: 573-897-2097 

Rally Hess Enterprises
13337 US Highway 169
Hill City, MN 55748 USA
Telephone: 218-697-8113

Rancher’s Supply—The Livestock  
 Protection Company
P.O. Box 725
Alpine, TX 79831 USA 
Telephone: 432-837-3630

R-P Outdoors
505 Polk St., P.O. Box 1170 
Mansfield, LA 71052 USA
Telephone: 800-762-2706

Thompson Snares
37637 Nutmeg St.
Anabel, MO 63431 USA
Telephone: 660-699-3782

Rocky Mountain Fur Company
14950 Highway 20/26
Caldwell, ID 83607 USA 
Telephone: 208-459-6854

Rudy Traps—LOYS Trapping Supplies 
577 Lauzon Ave.
St-Faustin, QC J0T 1J2 Canada 
Telephone: 819-688-3387

Sleepy Creek Manufacturing
459 Duckwall Rd.
Berkeley Springs, WV 25411 USA
Telephone: 304-258-9175

The Snare Shop 
330 Main, P.O. Box 70 
Lidderdale, IA 51452 USA
Telephone: 712-822-5780

Sterling Fur & Tool Company
11268 Frick Rd.
Sterling, OH 44276 USA
Telephone: 330-939-3763 

Sullivan’s Supply Line
429 Upper Twin
Blue Creek, OH 45616 USA
Telephone: 740-858-4416

Tomahawk Live Trap Company
P.O. Box 323
Tomahawk, WI 54487 USA
Telephone: 800-272-8727

Wildlife Control Products
P.O. Box 115, 107 Packer Dr.
Roberts, WI 54023 USA 
Telephone: 715-749-3857

Wildlife Control Supplies
P.O. Box 538
East Granby, CT 06026 USA
Telephone: 877-684-7262

Wildlife-Traps.com  
 (Online) SuperStore
P.O. Box 1181 
Geneva, FL 32732 USA
Telephone: 407-349-2525

Woodstream Corporation
69 N. Locust St.
Lititz, PA 17543 USA
Telephone: 800-800-1819



INTRODUCTION

CHEMICAL IMMOBILIZATION IS the use of  drugs to capture or re-
strain animals. The term immobilization describes the actions of  such 
drugs, which can range from tranquilization to paralysis to general anesthe-

sia. Wildlife capture is needed for research, translocation, and public safety, and 
drugs are just one of  many tools the biologist can employ to accomplish this. Ani-
mals can be captured using only physical means (e.g., traps), only drugs, or a com-
bination of  the 2 (e.g., trap then drug). Every situation is different, requiring all the 
“capture tools” to be in the toolbox. Using the right drug delivered effectively at the 
right dose results in an effective and humane capture that not only accomplishes 
your needs, but also reflects well on your profession.
 Reading this chapter will not make you an expert on chemical capture, but it 
should provide you with a comprehensive overview. Nothing will substitute for ex-
pert training coupled with field experience. Many government agencies have staff  
veterinarians, and there are a few for-profit businesses that conduct excellent train-
ing classes. Probably the most important criterion for training is the experience of  
the instructor. Just because a person is a veterinarian does not mean that he or she 
has knowledge of  injectable immobilants or wildlife biology. Many nonveterinarian 
biologists have extensive field experience with wildlife captures, and their expertise 
can be valuable. Formal training should consist of  8–12 hours of  lecture coupled 
with equipment handling and, hopefully, actual animal immobilization. 
 The bulk of  this chapter has been taken from the third edition of  the Handbook 
of  Wildlife Chemical Immobilization (Kreeger and Arnemo 2007). The Handbook greatly 
expands on the information provided below, plus it provides drug recommenda-
tions and dosages for >475 species of  wildlife supported by >2,400 references. That 
level of  detail obviously cannot be duplicated here, but this resource plus others are 
included at the end of  this volume.

Legal Considerations
Conditions for the use of  drugs (pharmaceuticals) are established by the U.S. Food 
and Drug Administration (FDA). The FDA verifies the safety and efficacy of  drugs 
as well as ensures manufacturing quality control. Approval by the FDA limits the 
use of  the drug to conditions specified on the label. Only 4 drugs have been specifi-
cally approved by the FDA for use on certain wild animals: carfentanil for use on 
cervids; xylazine for use on elk (Cervus canadensis) and fallow (Dama dama), mule 
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(Odocoileus hemionus), sika (Cervus nippon), and white-tailed 
deer (O. virginianus); yohimbine for use on cervids (deer and 
elk); and ketamine for use on primates. Any use of  these or 
other drugs on any species not identified on the label is 
termed extra label or off label. 
 However, the Animal Medicinal Drug Use Clarification 
Act of 1994 (http://www.fda.gov/AnimalVeterinary/Guidance
ComplianceEnforcement/ActsRulesRegulations/ucm 
085377.htm) essentially allowed approved animal and human 
drugs to be used extra label under certain conditions. In 
general, those conditions are the drug: (1) must be approved 
by the FDA; (2) used by, or on the lawful written or oral or-
der of, a licensed veterinarian; and (3) used in the context of  
a valid veterinarian–client–patient relationship. Additionally, 
if  the animal could be consumed by a human, the veterinar-
ian should: (1) establish a substantially extended withdrawal 
time (the time from the date that a drug was administered 
to when the animal can safely be consumed by humans); (2) 
be able to identify the treated animals; and (3) ensure that 
assigned timeframes for withdrawal are met and no illegal 
residues occur. 
 In addition to being prescription drugs, some of  the 
drugs used for wildlife immobilization are classified as con-
trolled substances. A controlled substance is a drug that is 
identified in 1 of  5 schedules established by the U.S. Drug 
Enforcement Administration (DEA). Special regulations gov-
ern the recording and storage of  these drugs. Regulations 
regarding drug storage are contained in 21 CFR 1301.75d. 
The Controlled Substances Act (http://www.justice.gov/dea/ 
pubs/csa.html) requires an individual to have a special DEA 
registration number to possess controlled substances. Ap-
plication for this number is made through regional offices 
of  the DEA. If  you are unable to determine your regional 
office, contact the DEA (http://www.deadiversion.usdoj 
.gov/drugreg/). The following is a brief  discussion of  the 5 
schedules:

Schedule I is reserved for experimental and abused drugs, 
such as heroin, marijuana, and lysergic acid diethyl-
amide (LSD). No capture drugs are Schedule I.

Schedule II (IIN) includes most of  the opioids used for 
animal immobilization, such as etorphine, fentanyl, 
sufentanil, and carfentanil and the opioid antagonist 
diprenorphine. 

Schedule III (IIIN) contains ketamine and tiletamine and/
or zolazepam. 

Schedule IV includes benzodiazepine tranquilizers, such 
as diazepam and midazolam, and butorphanol.

Schedule V covers small quantities of  narcotic drugs in-
cluded in preparations with non-narcotic active medici-
nal ingredients. No capture drugs are Schedule V.

 Many biologists have obtained a DEA registration num-
ber and have been able to procure drugs through veterinary 
product distributors. Technically, however, even though they 

are in possession of  these drugs, they cannot use them on 
animals without veterinary supervision. This restriction is 
because all wildlife capture drugs are prescription drugs  
and must be used by, or on the order of, a licensed veterinar-
ian. Nonveterinarians can legally administer drugs if  a valid 
veterinarian–client–patient relationship is established. That 
is, the biologist becomes the “client,” and the wild animal 
becomes the “patient.” The biologist consults with the vet-
erinarian, who determines whether the dose and application 
of  the drug are appropriate. The veterinarian does not have 
to be on site during the actual immobilization event, but he 
or she should be involved in the planning process. 
 Finally, most states have a Pharmacy Board or equiva-
lent. These boards have their own set of  regulations that 
also must be followed and often require licensure. Some-
times, state regulations are more restrictive than FDA or DEA 
requirements. An excellent and detailed discussion of  drug 
acquisition in Canada can be found in the second edition of  
The Chemical Immobilization of  Wildlife (Cattet et al. 2005).

PHARMACOLOGY

General Principles
No perfect capture drug exists. However, the characteristics 
of  an ideal injectable drug may serve as a guide to the eval-
uation of  currently available drugs. Such characteristics in-
clude: (1) safe for animals and humans; (2) potent (sufficient 
dose delivered in a small volume); (3) fast-acting, smooth 
onset of  action; (3) good muscle relaxation; (4) minimal de-
pression of  cardiovascular or respiratory systems; (5) capa-
ble of  being antagonized (reversed); (6) rapid, smooth emer-
gence with minimal side effects; (7) minimum withdrawal 
time for safe human and/or animal consumption; and (8) 
low potential for human abuse.

Calculating Drug Doses
Accurate calculation of drug doses is critical to reduce the 
problems associated with under- or overdosing. A dose is 
the total amount of  drug given to an animal. Information 
required prior to calculating a dose includes: (1) weight of  
the animal (usually in kg); (2) drug concentration (usually 
expressed as mg of  drug per mL of  solvent); and (3) dosage. 
Dosages are mostly given as mg of  drug per kg of  animal 
body weight (mg/kg) and can be found in a variety of  refer-
ences and publications. Armed with these data, you can 
now calculate the volume (mL) of  drug to administer (Box 
4.1). If  you are using >1 drug, a calculation has to be made 
for each drug.

Drug Combinations
Capture drugs (i.e., immobilants) are often employed in 
combination for wildlife immobilization. Effects of  immobi-
lants can range from paralysis (the animal is mentally alert, 
but cannot move) to general anesthesia (unconsciousness). 
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In most cases, the primary drug (e.g., ketamine or car- 
fentanil) is sufficient to immobilize an animal on its own. 
Tranquilizers and/or sedatives are often combined with 
these primary drugs, because they usually improve the over-
all immobilization process. By themselves, tranquilizers or 
sedatives only cause sedation, not unconsciousness. Such  
sedation may be profound to the point that the animal  
may be safely handled (e.g., deer given only xylazine). How-
ever, if  sufficiently stimulated, a tranquilized animal can 
arouse and flee (or attack!). Some common examples of  
immobilants combined with tranquilizers include: ketamine/
acepromazine, ketamine/xylazine, ketamine/medetomidine, 
carfentanil/xylazine, tiletamine/zolazepam, and tiletamine/ 
zolazepam/xylazine.
 Advantages of  combining drugs include: (1) reduction 
of  doses of  all drugs (often reducing total cost of  drugs); (2) 
reduction of  total drug volume (thus permitting smaller 
darts to be used); (3) reduction of  undesirable side effects 
(convulsions, muscle rigidity, etc.); (4) decreased induction 
time; and (5) improved recovery (less stumbling and incoor-
dination). Drug combinations, however, also can exacerbate 
adverse effects, such as respiratory depression and thermo-
regulation disruption.

Records
Records are vital for future immobilization events, because 
they allow review of  what worked and what did not. Also, 

valuable biological data are usually included in the capture 
record (Box 4.2). Records of  receipt and use are required by 
federal law for DEA scheduled drugs, but they probably 
should be kept for all drugs used. 
 All prescription drugs have an expiration date printed on 
the label. A drug expiration date is the date on which the 
drug still retains at least 90% of  its potency. Although there 
is good evidence that many drugs remain biologically effec-
tive for many years after their expiration date, they should 
not be used in any circumstance where failure of  the drug 
to work would result in human injury, property damage, or 
animal harm.

Drug Classes
Neuromuscular Blocking Drugs
The neuromuscular blocking (NMB) drugs were some of  
the first drugs used for the chemical immobilization of  wild-
life. They immobilize the animal by inducing muscle paral-
ysis, but they have no central nervous system (CNS) effects. 
Despite their long history of  use, NMB drugs are generally 
inferior to modern drugs. There are 2 major deficiencies of  
NMB drugs. The first is that NMB drugs have low thera-
peutic indices (ratio of  lethal to effective dosages), and dos-
age errors of  only 10% can result in either no effect or death. 
Overdosing results in diaphragmatic paralysis and death by 
asphyxia. The second deficiency is that NMBs are virtually 
devoid of  CNS effects because of  their inability to cross the 

Box 4.1. Formula For calculating the volume (ml) oF drug to administer

The formula is:

  Body weight × Dosage
Volume of drug administered = ——————————— .

  Drug concentration

For example, consider immobilizing an animal that weighs 80 kg (176 lb) with drug X. The recommended dosage of drug 

X for this animal is 5 mg/kg. The concentration of drug X is 100 mg/mL. First, calculate the total mg needed for this ani-

mal by multiplying the animal’s weight (80 kg) by the recommended drug dosage (5 mg/kg):

Milligrams of drug X needed = 80 kg × 5 mg/kg = 400 mg. 

Then calculate the volume of drug solution to withdraw from the bottle by dividing the total mg (400 mg) by its concentra-

tion (100 mg/mL):

  400 mg 
Volume (mL) needed = ————— = 4 mL of drug solution.

  100mg/mL

Some points to remember in calculating drug doses: (1) never memorize drug dosages; (2) do not calculate drug doses in 

your head; (3) double check your math; and (4) check that your answer makes sense. As you gain experience with the drug 

and the animal, a drug volume that is miscalculated should trigger a mental alarm.



Box 4.2. sample animal capture Form

ANIMAL CAPTURE FORM

Date ———————————— Animal number ————————————

Name of investigator(s) ———————————— ———————————— —————————————————

Species ———————————— ——————————————————— —— Sex (circle) M  F  UNK

Age ———————————— ————————————————————— —— mo yr (estimated or actual)

Weight ———————————— ——————————————————— —— lb kg (estimated or actual)

Purpose of capture ———————————— ———————————————————————————————— ——

Location of capture ———————————— ———————————————————————————————— ——

Ambient temperature ———————————— F° C° Weather conditions ————————————

Time Drug Dose (mg or mL) Method Location of injection

——— ————————— ————————— ———————— ——————————

——— ————————— ————————— ———————— —————————— 

——— ————————— ————————— ———————— —————————— 

——— ————————— ————————— ———————— —————————— 

——— ————————— ————————— ———————— —————————— 
  

Time animal immobilized —————————   Time animal recovered —————————

Vital signs Time Temperature Pulse Respiration

————————— ——— ————————— ————————— —————————

————————— ——— ————————— ————————— —————————

————————— ——— ————————— ————————— —————————

Condition of animal—indicate:  ——— Excellent  ——— Good  ——— Fair  ——— Poor

Injuries or abnormalities noted —————————————————————————————————————

Sample(s) taken:  Time Type (indicate blood, tissue, tooth, etc.)

 ——— ————————————————————————————————————

 ——— ————————————————————————————————————

Radiocollar frequency ————— ————————  Radio signal checked? ————— ————————

Transponder number ————— ———————— Transponder checked? ————— ————————

Ear tag number(s) and color(s) ————— ——————————————— ————————————— ————————

Other measurements:

 Body length ————— ———————— cm Tail length ————— ———————— cm

 Shoulder height ————— —————— cm Girth ————— —————————— cm

Comments:
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blood–brain barrier. Thus, an animal paralyzed with NMB 
drugs is conscious, aware of  its surroundings, fully sensory, 
and can feel pain and experience psychogenic stress yet is 
physically unable to react. With few exceptions, there are no 
antagonists for NMBs (Table 4.1).
 There are, however, certain definite advantages to a few 
NMB drugs. They are generally very fast-acting (1–3 minutes), 
and the duration of  effect lasts only for a short while (15–30 
minutes). Succinylcholine, the most commonly used drug of  
this class, also is fairly safe for humans. Unlike some other 
drugs, the succinylcholine dose required to immobilize most 
animals is much lower than the clinically effective dose for 
humans. Also, animals that have been given only succinyl- 
choline and have died or been euthanized using physical 
means (i.e., not other drugs) can be safely eaten by other ani-
mals or, in some countries, by humans. And finally, succinyl-
choline is extraordinarily cheap, perhaps the least expensive 
immobilizing agent available. Nonetheless, paralytics should 
be used judiciously, such as in captive environments, where 
problems can be quickly addressed. 

Tranquilizers and Sedatives
Tranquilizers and sedatives (Table 4.1) are used primarily as 
adjuncts to primary immobilants to hasten and smooth in-
duction and recovery and to reduce the amount of  the pri-
mary agent required to achieve immobilization. Tranquiliz-
ers relieve anxiety with minimal sedation; sedatives relieve 
anxiety, making it easier for the animal to rest or sleep. The 
differences between tranquilizers and sedatives are not terri-
bly important for your needs. 
 Acepromazine is a phenothiazine antipsychotic drug. Al-
though not used much these days in wildlife immobiliza-
tion, acepromazine combined with ketamine is a good com-

bination for small to medium (50 kg) mammals. Additionally, 
acepromazine is readily available from most veterinary clin-
ics. It is not a controlled substance.
 Azaperone is a butyrophenone that has been reported to 
partially counteract opioid respiratory depression in wild an-
imals. Azaperone is enjoying renewed popularity in a drug 
combination with butorphanol and medetomidine (BAM) 
discussed later. Azaperone is not a controlled substance.
 Benzodiazepine tranquilizers (diazepam, midazolam) 
are used primarily to treat convulsions caused by ketamine. 
However, they can be combined with ketamine to immobi-
lize small animals (10 kg). They generally are not used to 
immobilize large mammals (>50 kg), because the volume 
required is too large to be practical. Benzodiazepine tran-
quilizers are Schedule IV controlled substances.
 The alpha-2 adrenergic agonists (xylazine, medetomi-
dine) are potent sedatives that can be completely antago-
nized. They are usually used as adjuncts with opioids or  
cyclohexanes to hasten and smooth induction. By themselves, 
they are capable of  heavily sedating animals, particularly 
ungulates, to the point of  relatively safe handling. Immobili-
zation or sedation of  highly excited animals using alpha-2 
adrenergic agonists alone will be prolonged, if  not impossi-
ble. Additionally, animals sedated with these agonists gener-
ally can be aroused with stimulation and are capable of  di-
rected attack. Caution should always be exercised in such 
animals, even though they appear harmless. These sedatives 
can cause profound respiratory depression and can alter 
thermoregulation (animal overheats or cools).

Cyclohexanes
These drugs are true anesthetics and can be used alone to 
immobilize animals, but they are usually combined with a 
tranquilizer or sedative. Also termed dissociative anesthet-
ics, these drugs are characterized by producing a cataleptic 
state (a malleable rigidity of  the limbs), in which the eyes 
remain open with intact corneal and light reflexes. There is 
no complete antagonist of  the cyclohexanes (Table 4.1), al-
though several drugs appear to antagonize some of  their 
effects. 
 Ketamine and tiletamine are 2 cyclohexanes in use to-
day. They are probably the most widely used drugs for wild-
life anesthesia because of  their efficacy and high therapeutic 
indices. They can immobilize species ranging from reptiles 
to large ungulates. Tiletamine is combined in equal propor-
tions with the benzodiazepine tranquilizer, zolazepam (i.e., 
Telazol®). Combining these 2 drugs results in few convul-
sions, good muscle relaxation, and smooth recoveries. 

Opioids
Opium is a drug obtained from the juice of  the poppy (Pa-
paver somniferum) and contains >20 alkaloids. Opioid immo-
bilizing agents are generally congeners of  2 of  these alka-
loids, morphine and thebaine. The opioids have been used 

Table 4.1. Summary of the most common drugs used for 
wildlife immobilization and their antagonists, if applicable

Drug classification Drug name Antagonist

Paralytic Succinylcholine None
Tranquilizer or sedative Acepromazine None
Tranquilizer or sedative Diazepam Flumazenil
Tranquilizer or sedative Midazolam Flumazenil
Tranquilizer or sedative Azaperone None
Tranquilizer or sedative Xylazine Yohimbine, tolazoline,  
   atipamezole
Tranquilizer or sedative Medetomidine Atipamezole
Cyclohexane Ketamine None
Cyclohexane Tiletamine  None 
  (in Telazol®) 
Opioid Carfentanil Naltrexone, naloxone
Opioid Thiafentanil Naltrexone, naloxone
Opioid Sufentanil Naltrexone, naloxone
Opioid Butorphanol Naltrexone, naloxone
Opioid Etorphine Naltrexone, naloxone,  
   diprenorphine
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for animal immobilization since the 1960s and are the most 
potent drugs available for this purpose. A major advantage 
in the use of  opioids is the availability of  specific antagonists. 
 Opioids are not general anesthetics. Technically, they are 
classified as neuroleptanalgesics produced by a combina-
tion of  a tranquilizer or sedative and an opioid analgesic. 
Animals given opioids often respond to noise, touch, and 
other stimulation that indicates they are not completely un-
conscious (a characteristic of  general anesthesia). Although 
most opioids are potent analgesics, they do not induce sur-
gical anesthesia and surgical interventions, such as radio-
transmitter implantation, should not be done on animals 
given opioids alone.
 The most commonly used opioids are butorphanol, etor-
phine, thiafentanil, sufentanil, and carfentanil (Table 4.1). 
Butorphanol is 3.5–7.0 times, etorphine is 1,000 times, suf-
entanil 4,521 times, and carfentanil 9,441 times more po-
tent than morphine. Although a weak opioid, butorphanol 
mixed with azaperone and medetomidine (known as BAM) 
has been used successfully to immobilize a variety of  ungu-
lates. The only advantage of  BAM is that butorphanol is a 
Schedule IV controlled substance and does not require the 
rigorous record keeping of  the Schedule II opioids, such as 
etorphine and carfentanil. The disadvantages of  BAM in-
clude prolonged induction time (>10 min) and severe respi-
ratory depression. 
 The potency of  etorphine and carfentanil is both an ad-
vantage and disadvantage. The advantage is the reduced vol-
ume of  drug required for immobilization makes them the 
only class of  drugs capable of  remote capture of  large ani-
mals. The disadvantage is they are potentially toxic to hu-
mans. Many people have assumed the human lethal dose of  
carfentanil, the most potent opioid in use today, is very low. 
Some have even said that exposure to an almost invisible 
amount would be fatal. This statement is probably not true. 
Extra care and concentration, though, is required when work-
ing with these drugs. Toxic exposure can be by accidental 
injection with a syringe or dart; by absorption through the 
mucous membranes of  the mouth, eyes, or nose; or by di-
rect absorption through broken skin. Opioid immobilizing 
agents should never be used while working alone or with-
out having an antagonist immediately on hand. Although 
opioids are potentially toxic, keep in mind there have been 
only 2 recorded human deaths (due to injection with etor-
phine) and no recorded deaths due to carfentanil or thiafent-
anil despite >20 years of  use and tens of  thousands of  doses 
given.

Inhalation Anesthetics 
Comprehensive instruction on inhalation (gas) anesthesia 
is beyond the scope of  this chapter. Unless you are dealing 
with the simplest of  gas systems, do not attempt to anesthe-
tize animals without hands-on instruction from a veterinar-
ian or an experienced veterinary technician. In the simplest 

of  terms, gas anesthesia is the delivery of  vaporized drugs 
that are breathed directly into the lungs, taken up by the 
blood, and delivered to the brain, resulting in general anesthe-
sia. Elimination of  the drug is mostly by a reversal of  this 
same route. The main advantage of  gas anesthesia is the abil-
ity to control depth of  anesthesia and hasten recoveries.
 Inhalation anesthesia sees limited application in field 
immobilizations. However, it can be used effectively for small 
mammals (Fig. 4.1); some marine mammals, birds, and rep-
tiles; or for maintaining anesthesia in larger animals ini-
tially anesthetized with injectable drugs. Its primary use is 
in zoos and research facilities (West et al. 2007). The most 
common gas anesthetics used for wildlife are isoflurane and 
sevoflurane.
 The simplest method for delivering inhalation drugs is an 
open system. It can be a jar with ether-soaked cotton balls, 
in which you place a small mammal until it loses conscious-
ness, or a cone with drug-soaked cotton that is placed over 
the muzzle of  a larger animal. Open systems provide an ac-
ceptable means to anesthetize rodents and other small 
mammals. Cones can be used to maintain anesthesia in ani-
mals that have been initially anesthetized in a chamber, but 
then removed for further handling. Open systems waste a 

Fig. 4.1. Black-footed ferret (Mustela nigripes) in portable 
sevoflurane anesthesia delivery system.
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lot of  anesthetic through uncontrolled vaporization. This 
vaporization also exposes humans to potentially toxic fumes. 
There is little control of  depth of  anesthesia with open sys-
tems. You must closely observe the depth of  anesthesia and 
remove the animal for a brief  period to breathe ambient air 
when needed. 
 Rebreathing systems are the best systems for delivering 
inhalation anesthetics, but are the most expensive and the 
most complex. Rebreathing systems start with compressed 
oxygen that passes through a flowmeter to monitor and ad-
just oxygen flow rate. The oxygen then passes through an 
adjustable vaporizer, where the anesthetic is vaporized and 
swept along the hose by the oxygen and delivered to the ani-
mal’s lungs through a one-way valve. Expired gases are 
forced by the one-way valve along another tube that passes 
through a carbon dioxide absorbent canister. Precision va-
porizers are gas specific; for example, isoflurane requires an 
isoflurane vaporizer. Rebreathing systems generally cannot 
be used for small mammals (2–3 kg) because of  their small 
lung volumes.
 You must constantly monitor the patient when using 
gas anesthesia. The biggest mistake novices make with gas 
anesthesia is to become distracted with other tasks (e.g., 
blood sampling, measurements, or ultrasound) and ignore 
the depth of  anesthesia. In a very short time, animals can go 
from an acceptable level of  anesthesia to respiratory arrest 
and death. If  you are going to use gas anesthesia, you must 
have a person dedicated to monitoring the patient. 

Antagonists
Some of  the more notable pharmacological developments 
relative to wild animal immobilization have been specific, 
long-lasting opioid and alpha-2 adrenergic antagonists. The 
ability to antagonize immobilization and return the animal 
more quickly to physiological normalcy offers many advan-
tages, including: (1) alleviation of  problems associated with 
prolonged recumbency, such as hypothermia; (2) reduced 
probability of  injury or death after recovery due to accident 
or predation; (3) decreased probability of  rejection or inter-
specific strife due to quicker return to parent, herd, or pack; 
and (4) decreased personnel and equipment time dedicated 
to monitoring the recovery process. 
 In general, opioid and alpha-2 adrenergic antagonists are 
safe, causing adverse effects only at higher doses. It should 
be remembered that antagonists act on the animal and not 
on the agonist. Thus, it does not necessarily follow that the 
more potent the agonist, the greater is the amount of  antag-
onist that needs to be administered. You should select an an-
tagonist that is the most specific for the receptors affected 
and has the longest biological life in the animal to prevent 
resedation. Antagonists can be given intravenously (IV) or 
intramuscularly (IM), with IM probably being the easiest 
to administer while providing the smoothest recovery for 
the animal. 

 Opioid antagonists have been in use for >40 years, and 
their use in combination with potent opioid agonists has 
made them powerful tools for wildlife capture. Today, they 
are used extensively to antagonize the effects of  such opioid 
agonists as etorphine, thiafentanil, sufentanil, and carfent-
anil. Naloxone and naltrexone are the most commonly used 
opioid antagonists; naltrexone is the preferred antagonist, 
because it has a longer biological half-life. 
 Alpha-adrenergic antagonists (yohimbine, tolazoline, 
and atipamezole) are used to antagonize tranquilizers, such 
as xylazine and medetomidine. For unknown reasons, to-
lazoline appears to be more effective than yohimbine in 
some ungulate species. When immobilizing animals with a 
ketamine–xylazine combination, note that yohimbine or to-
lazoline antagonizes only the xylazine. These antagonists 
should not be administered until ≥30 minutes have elapsed 
since the last ketamine injection. If  they are given when  
ketamine serum concentrations are still high, the xylazine 
component will be antagonized, resulting in an anesthetic 
recovery from what is essentially pure ketamine. Such re-
coveries are characterized by uncontrolled, often violent, 
body movements and/or severe hyperthermia that can cause 
injury or death to the animal.
 Atipamezole is more potent and more selective than ei-
ther yohimbine or tolazoline. Only atipamezole should be 
used to antagonize the effects of  medetomidine, because 
yohimbine or tolazoline may result in incomplete antago-
nism. A major advantage of  using ketamine–medetomidine 
combinations is the potent medetomidine greatly reduces 
the amount of  ketamine required. Thus, when atipamezole 
is administered, there is usually little ketamine left in the an-
imal, resulting in quicker, smoother, and more complete re-
coveries. Atipamezole is generally administered at a dose 5 
times higher than medetomidine on a weight-to-weight ba-
sis. Atipamezole effectively antagonizes xylazine at a ratio 
of  1 mg atipamezole for every 10 mg xylazine used.

EQUIPMENT

This section discusses the equipment for delivering drugs to 
animals and for monitoring the effects of  those drugs. There 
is no single type of  system that can be used on all animals at 
all times. This fact is sometimes difficult to accept, particu-
larly when buying decisions are limited by fiscal constraints. 
You possibly can get by with only a 13-mm (0.50-caliber) 
dart rifle having variable power settings. The well-equipped 
professional, however, will have multiple dart guns (pistol, 
CO2 and .22 caliber rifles), pole syringe, and blow pipe (or 
powered blow pipe). For equipment and suppliers of  cap-
ture drugs, see Box 4.3. 

Syringes and Needles
Hand syringes and needles are the basis for any drug deliv-
ery system. Not only are they used to administer drugs di-
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rectly to restrained animals, they also are used for measur-
ing and loading immobilization drugs into darts. Syringes 
and needles are required for taking blood samples and ad-
ministering antibiotics and other drugs. Most syringes and 
all needles are sterilized and disposable—they are intended 
to be used once and discarded. 
 You can never have enough syringes in your kit, because 
you will consume them rapidly. For example, a syringe used 
to measure or administer an anesthetic should not be used 
to administer any antagonist (there could be residual anes-
thetic in the syringe). Also, any syringe that is used for an in-
travenous injection in one animal should not be used on an-
other, because it will be contaminated with blood. Syringes 
are available in an assortment of  sizes, but 1 mL, 3 mL, 
5–6 mL, and 10–12 mL are the most commonly used. 
 Likewise, you cannot have too many needles on hand. 
Needles should be used to withdraw and/or administer  
only one type of  drug. They should not be used on >1 ani-
mal and should not be reused for any reason. The basic phi-
losophy here is to avoid cross-contamination of  either drugs 
or animal fluids. Needles also come in a variety of  gauges 
(inside diameter measurement) and lengths. The larger the 
needle gauge, the smaller the inside diameter. For example, 
a 25-gauge needle is much smaller than a 16-gauge one. 

Pole Syringes
Pole syringes are exactly that—a syringe on the end of  a pole. 
They are very useful tools with broad applications, such as 
administering drugs to trapped or caged animals or safely giv-
ing additional drugs to animals not completely immobilized, 
but approachable. Pole syringes are usually limited to admin-
istering ≤10 ml of  drug, because the animal will usually not 
hold still long enough to give larger volumes. Homemade 
pole syringes can be easily and cheaply constructed, but none 
seem to work as well as the manufactured versions. 

Blow Pipes
Blow pipes, or blow guns, are useful devices for delivering 
small volumes of  drugs at short to medium ranges. They 
operate by propelling a dart through a pipe or tube by rapid 
expulsion of  one’s breath, compressed air, or CO2. Conven-
tional (lung-powered) blow pipes consist of  1- or 2-piece 
aluminum tubes. Most propel 10-mm-diameter darts having 
a maximum capacity of  3 mL. Their effective range is lim-
ited (10 m). Blow pipes are quiet. They usually cause little 
trauma to the animal, because the dart strikes the animal 
with little velocity and its method of  operation does not 
cause injury; animals as small as 3 kg (6.6 lb) can be safely 
treated. Blow pipes are used primarily on captive animals, 
but they can be used on treed or trapped free-ranging 
wildlife. 
 Powered blow pipes consist of  a barrel connected to a 
pistol grip containing a metering device and reservoir. Air is 
compressed by a foot pump connected by a hose to the pis-
tol grip or by CO2 cartridges feeding into a reservoir that 
can be adjusted to increase or decrease the amount of  pres-
sure. These devices have a wide effective range of  1–20 m, 
because the dart flight distance is proportional to the pres-
sure in the reservoir. 

Dart Guns
Dart guns propel darts by either the gas generated from a 
.22 caliber blank cartridge, compressed CO2, or compressed 
atmospheric air. Effective ranges can be as far as 75 m, but 
only for larger (>100 kg) animals. Guns can be equipped 
with a variety of  sights; open sights are preferred by those 
who dart animals from helicopters. Rifle scopes make aim-
ing easier, unless the animal is at close range, where the 
magnification of  the scope makes it difficult to identify where 
on the animal you are aiming. Also, by closing the opposite 
eye when aiming through a rifle scope, other animals can 

Box 4.3. resources (weB sites) For chemical immoBilization supplies

Animal Care Equipment and Services, Inc.

www.animal-care.com

(Dart guns, darts, blow pipes, other animal capture equipment)

Dan-Inject 

http://www.daninjectdartguns.com/

(Dart guns, darts, blow pipes)

Palmer Chemical & Equipment Co., Inc.

www.palmercap-chur.com

(Dart guns, darts)

Pneu Dart, Inc.

www.pneudart.com

(Dart guns, darts, blow pipes)

Telinject USA, Inc.

www.telinject.com

(Dart guns, darts, blow pipes)

Wildlife Pharmaceuticals, Inc.

www.wildpharm.com

(North American supplier of capture drugs)
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easily walk undetected into your shot. Laser or “dot” sights 
can hardly be seen on very bright days, especially with snow 
cover.
 Pistols are often overlooked because of  their perceived 
limitations. Nonetheless, they can effectively deliver smaller 
darts ≤25 m, shoot a variety of  dart sizes, and are easy to 
carry. Most pistols are powered by CO2 (Fig. 4.2). Another 
overlooked gun is a rifle that compresses air by multiple 
pumping of  a forearm handle. These rifles are lightweight, 
inexpensive, and versatile. They also have the advantage 
that no additional propellant is required (i.e., CO2 cylinders 
or .22 blanks), so that you never run out of  power. The 
main disadvantage is that compressed air does not develop 
the propulsive force, and thus the range, comparable to the 
other systems.
 The best dart rifles are those that use some kind of  me-
tering device to adjust the distance (Fig. 4.2). They are pow-
ered by .22 blanks or CO2 cartridges. Those powered by .22 
blanks are much less expensive than CO2 rifles, but .22 blanks 
can be frustratingly inconsistent in the distance they propel a 
dart. The best, and most expensive, rifles are powered by CO2 
and have a metering device that can precisely and consistently 
adjust dart velocity and thus range. These rifles usually can 
fire both 11-mm and 13-mm darts by switching barrels. 
Whatever dart gun is chosen, you should spend time practic-
ing with different dart sizes and power settings.

Darts
Darts can be thought of  as flying syringes, consisting es-
sentially of  a needle, body, plunger, and tailpiece. They dif-

fer in the manner in which the plunger is pushed forward to 
inject the dart’s contents and in the materials of  construc-
tion (Fig. 4.3). Darts discharge their contents by expanding 
gas from an explosive powder charge, compressed air, bu-
tane, or chemical reaction (acid-base). Darts using explosive 
charges expel their contents in 0.001 seconds and thus re-
quire large-bore needles to allow the rapid expulsion of  liq-
uid. Needle shafts can be smooth or equipped with a variety 
of  barbs or collars to retain the dart in the animal. Smooth-
shafted needles are used to deliver the drug and then fall out 
on their own, eliminating the need to capture the animal to 
remove the dart. Such darts are commonly used to remotely 
treat or vaccinate, but not necessarily to capture, animals. If  
the dart contents are under high pressure, however, smooth-
shafted needles can rocket back out of  the animal due to the 
expulsion of  the liquid and therefore may not inject any or 
all of  the substance. Either wire barbs or metal collars are 
used to securely retain the dart in the animal. Barbs proba-
bly should be used when the dart contains opioids, because 
barbed darts will stay in the animal, which will allow recov-
ery of  the dart as opposed to it falling out somewhere. Most 
wildlife agencies prefer to recover opioid-containing darts, 
even when discharged. Other darts have been devised that 
can either simultaneously mark the struck animal and at-
tach a small radiotransmitter for location of  the immobi-
lized animal, or take a sample for DNA analysis. 
 Darts that use a powder-based injection system inject 
their contents explosively. All compressed-air or butane-gas 
injection systems inject their contents in approximately 0.5–
1.0 second. If  injection speed is rapid, the underlying tissue 

Fig. 4.2. Examples of versatile, 
adjustable dart projectors:  
(A) Cap-Chur Short-range 
Projector, (B) Pneu-Dart X2 CO2 
pistol, (C) Dan-Inject JM Special 
CO2 rifle, (D) Pneu-Dart Model 
389 .22 caliber rifle, (E) Pneu-
Dart X-Caliber CO2 rifle.
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will always be injured (e.g., hemorrhage). However, if  it is 
slow, some animals (e.g., carnivores or primates) may have 
time to remove the dart before all contents have been in-
jected. Lightweight darts may cause less impact when they 
strike the animal, unless they strike at high velocities, in 
which case they can cause more harm than heavier, slow-
moving darts. 
 The contents of  some darts are pressurized by compress-
ing air or injecting butane into them when they are initially 
loaded. This type of  dart is more prone to leaking or spray-
ing its contents than are darts that do not develop any ex-
pulsion pressure until they strike the animal (e.g., powder). 
Few people use these pressurized darts with opioids because 
of  the risk of  leaking. Despite many opinions and unsub-
stantiated claims, there does not appear to be any difference 
in induction times among the different types of  dart injec-
tion methods.

Range Finders
Range finders that utilize the principle of  reflected laser 
beams to accurately measure distance are essential items of  
equipment when using dart guns. Inaccurate range estima-
tion is probably the single major cause of  missed shots. 

Range finders are accurate to within ±1 m. Calibrate dart 
guns with known ranges and different dart sizes before the 
capture event. That is, set up a target range with measured 
distances of  10 m, 20 m, 30 m, 40 m, and 50 m (or farther). 
Fire the darts that you most commonly use (e.g., 1 mL, 
2 mL, or 3 mL) at each range. Write down the power set-
tings for each dart size and each range for which the dart is 
accurately and consistently hitting the target. Prepare a 
chart from this information and attach it to your dart gun. 
In the field, all you have to do is quickly get a range from 
the range finder, look at the chart, and set your gun for the 
appropriate distance (Fig. 4.4).

Thermometer
Many immobilizing agents disrupt an animal’s thermoregu-
latory capability. Additionally, the physical exertion of  being 
chased or restrained prior to immobilization often results in 
elevated body temperatures. Either hyper- or hypothermia 
can kill an animal. Thus, monitoring rectal temperatures is 
important. The glass mercury thermometer is basic equip-
ment, although readings are slow to develop, and the de-
vices are prone to breakage. Inexpensive, electronic digital 
thermometers sold in human drug stores are rapid and ac-

Fig. 4.3. Three common dart 
types used in North America: 
(A) Cap-Chur (powder-charge), 
(B) Dan-Inject (compressed  
air), (C) Pneu-Dart (powder 
charge).

Fig. 4.4. All adjustable dart guns should be cali-
brated for various dart sizes and ranges. Make a 
chart of these data and attach it to the gun. This 
chart, combined with a range finder, will reduce 
misplaced darts and missed shots.
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curate, but you should always have spare batteries on hand. 
Other thermometers have a long, flexible temperature probe, 
allowing deeper probe insertion for large animals (that is es-
sential to obtain accurate temperatures) or enhancing pro-
tection of  the electronics box by placing it away from the 
animal. 

Pulse Oximeter
Pulse oximeters are electronic devices that measure the per-
centage of  oxygen saturation of  hemoglobin in the blood 
(SpO2). They provide information on the respiratory func-
tion of  the animal that can be useful, because many immo-
bilizing drugs depress respiration. Oximeters use a clip that 
can be attached to the tongue or other thin, nonpigmented 
tissue or a rectal probe to measure SpO2. Ideally, SpO2 
should be >90%; however, animals anesthetized with potent 
opioids or alpha-2 adrenergic agonists often have SpO2 val-
ues markedly below this value. The trend of  SpO

2 
values is 

more important than any specific value. That is, if  the SpO2 
steadily decreases, it can be presumed the animal is in some 
sort of  respiratory crisis. 

Vital Signs Monitor
In unusual situations or when immobilizing particularly crit-
ical animals, monitoring cardiac function may be required. 
Additionally, such information may be useful when evaluat-
ing a new drug. Portable, rechargeable, vital signs moni-
tors can simultaneously display electrocardiogram, blood 
pressure, temperature, and SpO2.

CAPTURE PROCEDURE

After reading the above, you should be familiar with the 
drugs and the equipment used to capture animals. This sec-
tion now puts this information together. The following 
“rules” have been developed through years of  experience, 
and they should be recalled prior to any capture operation.

1. Most of  the effort involved in the handling and treat-
ment of  a wild animal is expended in the capture process. 
Until you get some experience under your belt, you will not 
believe how much time it takes to locate, get close to, dart, 
and finally capture a wild animal. Thus, allow plenty of  time 
to both capture the animal and monitor its recovery. 

2. Always plan ahead and be prepared for any contingency. 
Whatever can go wrong, probably will (particularly when 
someone important is watching!). Most cases of  animal loss 
can be attributed to human error, so think twice and act 
once. Before you set out to capture an animal, take a few 
minutes and mentally walk through the process. For each 
step, try to imagine what equipment is required and what 
can go wrong. Then make sure you have the appropriate 
supplies, drugs, etc. to respond to each event that you have 
visualized.

3. Do not stress about stress. It would be ideal if  the cap-
ture operation did not stress the animal, but this is unlikely. 
It is impossible to capture an animal and not stress it. Proba-
bly the only way to minimize stress is to capture, process, 
and release the animal as quickly as possible.

4. When in doubt, dose high! More disastrous capture epi-
sodes have occurred when an animal was underdosed than 
when it was overdosed. An underdosed animal experiences 
some drug effect, but not enough to become immobilized. 
In this partially drugged state, it can injure itself, damage 
property, or escape entirely. Most capture drugs have high 
therapeutic indices, and high dosages rarely cause life-
threatening sequelae. Any medical complications that arise 
from overdosing can be addressed when you get your hands 
on the animal. If  you are trying to capture a highly stressed 
animal, increase your dosage by 20–25%. If  you are not sure 
about an animal’s weight, estimate it on the heavier side. 
Remember, the goal of  remote capture is 1 dart, 1 animal 
down!

5. A captured animal becomes a valuable animal—both in-
trinsically and economically. The loss of  any animal is re-
grettable; the loss of  one from an endangered species is 
tragic. A great deal of  personnel and equipment costs are 
invested in an immobilization; thus, care and treatment of  
the animal should not be trivialized. 

6. Keep records. Good records are essential references for 
future captures, research, and analyzing disasters (see Box 
4.2 for a sample animal capture record).

Considerations Prior to Animal Capture
The species, purpose, and circumstances of  the capture must 
be considered prior to undertaking the drugging of  any ani-
mal. You should ascertain whether the capture is really nec-
essary and whether the risk of  killing the animal justifies the 
planned gains. If  committed to the capture, the following 
factors should be considered prior to, during, and after 
the process.

1. Species. Drug choice, drug doses, and animal response 
change across species and may vary within species. Adher-
ing to an inflexible drugging protocol can easily end in di-
saster. Know the species in terms of  body weight range, ba-
sic feeding habits, seasonal reproductive and condition cycles, 
habitat, and response to available drugs. Be prepared to adapt 
to conditions.

2. Free-ranging versus captive animals. Free-ranging animals 
usually require higher doses than do captive animals. Free-
ranging individuals are usually highly excited and stressed in 
a capture situation (e.g., chased by a helicopter or trapped 
in a snare), whereas captive animals tend to be more docile 
and used to human activity and handling. Effective doses for 
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free-ranging animals can be twice those for captive individu-
als of  the same species. 

3. Age. Young animals (not neonates) require more and 
older animals usually require less drug per unit body weight 
than do prime-aged adult animals. Neonates usually require 
lower dosages. There is a higher risk of  complications devel-
oping in older animals.

4. Weight. Most current drug dosage literature is based on 
milligram of  drug per kilogram of  body weight. Weight es-
timates accurate to ±20% are easy to make with experience, 
and doses based on such estimates should be safe. Keeping 
records of  animal weight estimates coupled with actual 
weights after the animal is captured are useful reference 
sources. Animal weights may change with seasons or condi-
tions (e.g., winter or drought). 

5. Physical condition. A sick, exhausted, injured, or mal-
nourished animal will usually require less drug than will a 
healthy, well-fed animal. Such compromised animals are 
high-risk candidates for anesthesia and frequently die after 
capture, despite everything being done correctly. 

6. Pregnancy. Animals in late stage pregnancy may require 
more drugs for immobilization, but they also may experi-
ence more respiratory distress once immobilized, because 
the large uterus may impinge on the diaphragm. Although 
anesthetics may depress fetal respiration, there has been no 
evidence that immobilization during pregnancy results in fe-
tal loss.

7. Psychological condition. As the excitement level of  the 
animal increases, the chances of  a successful capture de-
creases. The calmer the animal, the safer and smoother will 
be the procedure. An excited animal usually will require a 
higher drug dose. Failure to consider this phenomenon usu-
ally results in underdosing, which leads to even more excite-
ment and increased chances of  injury, trauma, hyperther-
mia, and capture myopathy (CM). 

8. Weather. Adverse weather conditions, ambient tempera-
ture, and relative humidity must be considered when immo-
bilizing an animal. During extremes of  temperature (below 
–15° C [5° F] or >33° C [91° F]), equipment or facilities 
should be available to prevent and treat hypo- or hyperther-
mia. The physiological effects of  the chosen drug on an ani-
mal’s thermoregulation should be understood, so that its re-
sponse may be anticipated. 

9. Hazards. The physical environment must be considered 
both before and after the capture. A drugged animal cannot 
choose where it finally becomes immobilized. Water (in-
cluding water bowls) always presents a drowning hazard. 
Falls from rocks, ledges, and steep slopes can injure a semi-

conscious or ataxic animal. If  predation or intraspecific ag-
gression is possible, the animal should be protected or mon-
itored until it recovers.

10. Drugs. Proper selection of  the capture drug is critical. 
The best drug available that will provide the desired result 
should be selected. Compared to all other factors, drug costs 
are the least significant. If  you cannot afford the proper 
drug, then the capture is probably unjustified. In general, 
the best drugs for ungulates are the opioids. An unsubstanti-
ated fear of  these drugs should not be an excuse for avoid-
ing them, because less-effective drugs can be dangerous for 
both animals and humans. 

Preparation
The considerations listed above constitute a mental check-
list. The following is more of  a physical checklist.

1. Have everything that you need with you. Before you be-
gin the capture procedure, be sure that you have all drugs, 
supplies, and equipment that you may need. Fishing tackle 
boxes usually make good receptacles for all supplies. Vests 
with multiple pockets, such as a fly fishing or photographer’s 
vest, can be used to carry most items, and they free the 
hands to carry such things as dart guns and pole syringes.

2. Prepare dart(s) beforehand. Have 1 or more darts loaded 
before you begin your approach. You will usually expend 
more darts than you would think possible: darts miss, bounce 
out, or fail to discharge. Be sure that all loaded darts are 
safely stored so as to prevent accidental injection. If  you are 
working in freezing weather, be sure to keep the extra darts 
warm. It is generally best to load darts under controlled 
conditions, such as inside a heated building, where you can 
lay everything out and reduce the chance for drug or vol-
ume error. When loading multiple darts, do 1 step at a time 
for all darts to avoid mix-ups. 

3. Check the gun before using it. Always inspect your dart 
gun prior to use to ensure that it is unloaded and the barrel 
is clean and clear. If  you are using any form of  electronic 
sights, be sure they are working (and always carry spare 
batteries!). 

4. Do not load the gun until ready to approach the animal. 
Until you are actually in a position to approach and dart an 
animal, it is generally unnecessary to load your dart gun. 

5. Approach captive animals quietly and calmly. Even if  you 
are working with captive animals that are restrained in a 
chute or a trapped wild animal, you should approach it qui-
etly and calmly. If  captive animals are used to a routine, 
such as feeding or cleaning, try to mimic that activity (at the 
same time of  day) to allow a closer approach.
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6. Use devices to approach free-ranging animals. Approach-
ing an animal close enough so that you can get a suitable 
shot with a dart gun can be frustrating. Free-ranging ani-
mals, if  shot from the ground, are best shot from a blind 
overlooking a feeding station or some other device that 
draws the animal into range. Wild animals can often be ap-
proached quite closely with a vehicle or on horseback, but 
you must remain inside the vehicle or on the horse even 
when taking a shot. If  using a vehicle or helicopter to pur-
sue and dart animals, try to limit the length of  the chase 
(5 minutes). Many ungulates have evolved for quick bursts 
of  running only and are physiologically ill-equipped for 
long-distance pursuits. Such species, if  run too hard, will 
survive the immobilization process only to die several hours 
or even weeks later due to CM or stress-related diseases.

7. Estimate distance and wind. As stated previously, be fa-
miliar with your dart gun and the different settings and dis-
tances. Darts are greatly influenced by wind and can drift 
even at relatively short ranges. If  possible, practice under 
windy conditions to get an appreciation for this factor.

8. Adjust for altitude. A dart gun that is sighted in at one al-
titude may perform quite differently at another. For exam-
ple, a gun sighted in at an altitude of  2,000 m will shoot 
high at 4,000 m and low at sea level (0 m). 

Administration Sites
Immobilizing drugs are almost always administered as IM 
injections. The usual injection sites are the large muscle 
masses of  the proximal hind limb and forelimb, with the 
former being the most commonly used (Fig. 4.5). Areas of  
large fat deposits also should be avoided, as drug absorption 
from these sites is slow and unpredictable. For example, 
bears (Ursus spp.) should be injected in the lower regions of  
the hind limbs or in the shoulder to avoid the fat deposits 
around the rump. 
 IV administration is usually reserved for antagonists. IV 
administration of  anesthetics should be done with caution, 
because the onset of  action is often quite rapid and, in some 
cases, respiratory depression or arrest can occur. 
 Oral administration is not often used in wildlife capture 
primarily because of  the difficulty in predicting the dose the 
animal receives. Oral administration is most often used to 
capture birds, but it has been used to at least partially tran-
quilize carnivores. 

Immobilization
Familiarity with the signs of immobilization is essential. 
You can assess drug effect through changes in behavior, so it 
is critical to be familiar with the target species. Know what 
is normal and look for the abnormal. Once the animal is 
down, you need to assess the depth of  anesthesia. Always 
exercise caution when checking a downed animal. Approach 

the animal slowly and quietly; approach dangerous animals 
from the rear and be sure that you have an escape route. If  
the animal appears unconscious, check for ear twitch (touch 
inside of  ear), jaw tone (resistance to opening jaws), palpe-
bral reflex (touch eyelashes, animal blinks), and corneal re-
flex (touch cornea, animal blinks). These reflexes are pro-
gressively lost as the animal becomes more anesthetized.
 You should always note the time when the dart hit the 
animal. Allow 10–15 minutes (but never >15 minutes) to 
elapse after the first dart before giving booster doses. If  the 
animal is showing signs of  receiving some of  the drug, ad-
minister 50% of  the original dose. If  no sign of  drug effect 
is apparent after 10 minutes, then give the animal the same 
drug(s) and dose(s) again. 
 If  the animal is down and can be handled, but continues 
to struggle, a low dose of  a potent tranquilizer, such as xyla-
zine or medetomidine, often calms the animal enough to al-
low safer and easier handling. 
 When an animal is finally down and can be safely han-
dled, you should:

1. Position the body. Ruminants should be placed on their 
sternums; otherwise try to place them on their right sides. 
Most other animals can be placed on either side or on the 
sternum.

2. Cover the eyes. Covering the eyes protects them from 
harmful ultraviolet light from the sun, reduces drying, and 
prevents dirt and debris from entering them. Coating the 
eyes with a lubricant further prevents drying. Covering the 

Fig. 4.5. The preferred areas for intramuscular injection are the 
large muscles of the hindquarters or the shoulder. In elk and 
many other ungulates, the area on the rump where the light hair 
meets the darker hair is a good aiming point.
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eyes also appears to further calm the animal even when it 
has been effectively immobilized. 

3. Hobble the legs. This step is particularly necessary with 
ungulates to avoid spontaneous kicking that may injure 
someone. Hobbles also prevent possible escape, should the 
animal partially or spontaneously recover. 

4. Check vital signs. Respiration and temperature are the 2 
most important vital signs to monitor. Cardiac impairment 
due to drugs is rare.

5. Check for wounds, injuries, and general condition. Start 
from the nose and work toward the tail. Look for blood, 
swelling, hair loss, and abnormal body configuration (e.g., 
fractures or luxations). 

6. Do not make loud or sharp noises. Animals that have 
been anesthetized with opioids often spontaneously respond 
to loud or sharp noises, such as a slammed truck door. The 
response is usually a kick, but such animals may try to 
stand. Ear plugs are not recommended, as there will come a 
time when you will forget to remove them, and most ani-
mals cannot dislodge ear plugs on their own. 

Urban Wildlife Capture
Many wildlife immobilizations occur in urban settings, when 
a wild animal wanders into town and poses a hazard not 
only to itself, but also to people, pets, and property. Proba-
bly the most common species that come to town are deer 
and bears, but moose (Alces alces) and mountain lion (Puma 
concolor) are not uncommon. Most of  these animals will be 
quite stressed, because they have been chased by children, 
dogs, and the police—remember to dose high because of  
this condition. The above considerations and preparations 
apply in these circumstances in addition to the following:

1. Be professional. Urban wildlife capture can be quite stress-
ful because of  the public and media scrutinizing your every 
move. Have a plan before you do anything. Be organized 
and stay calm, no matter how exciting things might get. Most 
importantly, assess the situation carefully and try to antici-
pate any and all problems. Do not just rush to the scene and 
dart the animal without some consideration of  where the 
animal might go once darted or how you are going to ex-
tract it, if  it is in a difficult spot. 

2. Communicate. Talk over your plan not only with your 
co-workers, but also with the police and other public offi-
cials. If  the animal is in a dangerous place and could get hurt 
(or could look like it was hurt afterward) during the immo-
bilization process, it is wise to communicate your concerns 
to public officials or the media (but see later). If  you apprise 
everyone that something might go wrong—and it does—

then you won’t look like an idiot for not having anticipated 
the outcome. The public does not like to see animals hurt, 
but generally people are more forgiving when they are fore-
warned that bad things could happen.

3. Use the right drugs. Your goal in any wildlife capture, 
and especially urban wildlife capture, is to hit the animal 
with one dart and immobilize it quickly (10 minutes). Under- 
dosing or using ineffective drugs results in the animal run-
ning through town in a partially drugged state, potentially 
damaging property, itself, or humans. The only effective 
drugs for immobilizing many ungulates are the opioids, and 
they should be used despite unfounded fears for public 
safety. Only the opioids guarantee that once struck, the ani-
mal will be immobilized. All bets are off  with any other 
drug combination.

4. Use a spotter. Always have someone accompany the 
shooter. This person’s sole job is to follow the flight of  the 
dart, which can be difficult for the shooter. The spotter 
should note where the dart hit the animal or, if  missed, 
where the dart landed. Every effort should be made to find 
missed darts, and a spotter can greatly increase the odds of  
finding them.

5. Control the public. The police can be of  great assistance 
in accomplishing this task. They understand crowd control, 
and it also gives them something to do instead of  trying to 
do your job, for which they are untrained.

6. Think about public perception. Even though drugged 
bears can probably fall dozens of  feet out of  a tree without 
getting hurt, it does not appear this way to the public (or 
the evening news reporter). If  the animal is truly in an un-
tenable situation for drugging, it may be wiser to wait the 
animal out. Many animals will come down a pole or out of  
a tree when the public leaves and darkness falls. Otherwise, 
make a show of  looking like you are trying to break the ani-
mal’s fall. Using a tarp is the most common method. A 75-
kg bear falling from a 9-m tree generates >415 kg of  energy. 
Four guys holding a tarp are not going to break its fall, but 
it looks like you did to the public.

7. The media come last. Talk to the media only when the 
animal is safely in hand. The media might get quite insis-
tent, but you have no obligation to talk to them and waste 
time better spent catching the animal. 

8. Treat the animal respectfully. Treating the downed ani-
mal roughly by dragging it on the ground or throwing it 
into the truck does not set well with the public. Hobble the 
animal if  it is an ungulate and blindfold all animals. Carry 
them in a tarp or other device. 
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9. Talk to the public afterward. Once the animal is safely in 
hand and stable, you might spend a few moments with the 
public explaining what you did, what age and sex the animal 
is, and where you are going to take it for release. Although 
wildlife biologists can take these animals for granted, it 
should be kept in mind that very few of  the public ever gets 
a chance to see these animals up close. Answer questions; 
let kids touch the animal; it does not cost anything except 
some of  your time—and your time will be well spent.

Transport
There is much discussion on the appropriate method of  
transporting animals over long distances (e.g., should ani-
mals be moved while anesthetized or while awake?). Anes-
thetized animals may stop breathing or overheat in transit, 
because they are not continually monitored. However, 
awake animals may pace continuously, jump, kick, trample 
one another, overheat, or develop CM. Each species and  
situation is different. If  the species is fairly calm, such as 
moose, elk, or bighorn sheep (Ovis canadensis), then trans-
porting it in an awake, revived condition is best. If  the ani-
mal is hyperactive, such as deer or pronghorn (Antilocapra 
americana), then moving it while anesthetized (if  the animal 
is stable) might be best. Tranquilizers, such as diazepam, 
might help calm hyperactive species. The males of  many 
ungulate species should have their horns removed or cov-
ered with piping or tubes, or they should be transported in 
individual crates.
 Transport trailers should be dark, but not so enclosed as 
to preclude adequate air circulation. Animals crowded in a 
closed trailer can quickly overheat, even at subfreezing tem-
peratures. It is more important to allow for good air circula-
tion than it is to have a darkened trailer. Many North Ameri-
can ungulates have been transported safely in unmodified, 
standard stock or horse trailers. 
 Carnivores should be crated and shipped separately. 
They can be transported anesthetized and allowed to recover 
in the crate. Blocks of  ice in a pan can provide needed mois-
ture while preventing spills. 

Recovery
An animal recovering from anesthesia should not be left un-
attended. Ideally, you should remain with the animal until it 
can walk in a relatively coordinated manner. At the mini-
mum, you should stay with the animal until it can at least 
raise itself  to a sternal position. Keep the animal cool or 
warm (depending on weather conditions), dry, and free from 
inter- or intraspecific harassment or aggression.
 Look around the recovery area for possible hazards, such 
as sharp rocks, ledges, or water. Either relocate the animal 
or stay with it through recovery, so as to direct it away from 
such hazards. When releasing animals that have been trans-
ported in a trailer, be sure the release area is free of  obsta-
cles in the immediate area. Many ungulates simply walk out 

of  the trailer when the door is opened, but some leap out 
and run in a panic. Enough clear area should be available to 
allow the animal to quickly orient itself  and avoid obstacles. 
For these same reasons, try to never release animals at night. 
 Some species may benefit from being released in a tem-
porary enclosure containing food and water. Subsequent re-
lease from this site, hours or days later, may result in the 
group staying together instead of  fragmenting as well as 
their staying closer to the original site.

Euthanasia
Invariably, there will come a time when an animal must be 
euthanized because it has been critically injured or is termi-
nally ill. If  an animal needs to be euthanized, it should be 
done safely and effectively, with some consideration for the 
dignity of  the animal and the sensitivities of  the public. 
Many methods of  euthanasia, such as shooting and stun-
ning, are effective and medically acceptable, but are repre-
hensible to the public. A detailed discussion of  euthanasia 
methods can be found in American Veterinary Medical As-
sociation (2001).
 For most wildlife, shooting the animal in the head is 
probably the best method of  euthanasia. A “field friendly” 
method of  chemical euthanasia is IV injection of  potassium 
chloride (KCI). A saturated solution can be made by adding 
about 300 mg of  KCI per mL of  any kind of  water. Shake 
vigorously and immediately draw into a syringe, as the KCI 
will quickly settle out of  this saturated solution. The solu-
tion must be quickly injected (slow, drawn-out administra-
tion will not be effective). Administer at a dosage of  ≥50 mg 
KCI per kilogram of  body weight. The animal should be 
anesthetized before potassium chloride is administered. 
With the exception of  succinylcholine, an overdose of  al-
most any capture drug will not euthanize the animal.

ANIMAL EMERGENCY MEDICINE

This section is intended to familiarize you with the most 
common medical emergencies encountered in the chemical 
capture of  wild animals. Many captures are conducted in 
the field, where monitoring and emergency equipment will 
be minimal: this section addresses emergencies that arise in 
such circumstances. Thus, your ability to assess problems 
will be limited to what you can see, hear, or feel. The condi-
tions listed below are more or less in the order of  likelihood 
of  occurrence.

1. Respiratory depression or arrest. Respiratory depres-
sion or arrest is probably the most common complication 
encountered in wild animal immobilization. The best advice 
we can give concerning respiratory arrest is not to panic. 
You probably have ≥5 minutes before irreversible hypoxic 
brain damage occurs. The tongue, if  unpigmented, is a good 
indicator of  oxygenation. If  the tongue is pale pink or gray, 
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you will need to assist ventilation. Ensure the airway is clear 
of  any obstruction. The simplest treatment is artificial re-
suscitation by laying the animal on its side and pushing 
down firmly on the chest, 15–20 times per minute (Fig. 4.6). 
Alternatively, you can: (1) provide supplemental oxygen if  
you have it; (2) inject 1–2 mg/kg doxapram IV (a respiratory 
stimulant); (3) try acupuncture by inserting a needle into 
the upper lip just between and below the nares (Fig. 4.7); or 
(4) if  all else fails, give appropriate antagonists. 

2. Hyperthermia. Severe hyperthermia (>41° C or 106° F) 
is a medical emergency, and you must cool the animal im-
mediately. Obtaining a rectal temperature should be one of  
the first steps taken as soon as the animal can be safely han-
dled. Monitor the temperature throughout the immobiliza-

tion period. Immersing the body in water (pond, stream, or 
water tank) is probably the fastest way to cool an animal 
(Fig. 4.8). Alternatively, you can: (1) spray the entire ani-
mal with water, particularly the groin and belly; (2) pack ice 
or cold water bags on groin and head; (3) douse with iso- 
propyl alcohol (rapid evaporation cools quickly); (4) admin-
ister a cold water enema; or (5) give appropriate antagonists. 

3. Hypothermia. Body temperatures that fall 24° C (75° F) 
invariably result in death. Because the animal’s metabolism 
is slowed during hypothermia, drug effect is usually pro-
longed, and recovery will be slow. The only treatment for 
hypothermia or frostbite is: (1) warming the animal or af-
fected part by placing containers of  warm water on it; (2) 
wrapping it in blankets with some method of  external heat 
applied (heat pad, lights, or hand warmers); or (3) put a small 
animal inside your coat and warm it with body heat. Regard-
less of  the method used, expect a slow recovery back to tem-
peratures suitable for release of  the animal (38° C or 100° F).

4. Shock. Shock is a clinical syndrome characterized by in-
effective blood perfusion of  tissues, resulting in cellular hy-
poxia. Shock is often seen in animals that have undergone a 
stressful or strenuous capture or handling. Like CM, there 
may be little that you can do to treat shock, except prevent 
it from happening in the first place. Signs of  shock include 
rapid heart rate, low blood pressure (slow capillary refill), 
pale gums, and perhaps hyperventilation. Administering IV 
fluids is standard therapy, but few workers have the neces-
sary supplies in the field. Otherwise, consider administering 
5 mg/kg dexamethasone IV, give appropriate antagonists 
quickly, and release the animal. 

5. Bloat. Bloat develops when gas from normal fermenta-
tion accumulates in the rumen of  ungulates or from gas-

Fig. 4.6. Artificial resuscitation can be accomplished on most 
animals by placing them on their sides and compressing the 
chest 15–20 times per minute.

Fig. 4.7. Ungulates and carnivores can be 
stimulated to breathe by using acupuncture just 
below the nares. Twirl the needle if a breath is not 
taken soon after insertion of the needle.
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forming bacteria in carnivore stomachs. The rumen or stom-
ach enlarges, compressing the diaphragm and lungs and so 
impairing respiration. A stomach tube should be standard 
equipment when immobilizing ruminants, because bloat is 
a common sequelae to chemical capture. Often, however, 
you will be through with the procedure and will have antag-
onized the capture drugs before bloat develops to the point 
of  causing complications. Signs of  bloat include increase  
in abdomen size, labored breathing (rapid and/or shallow), 
and increased salivation. Treat bloat by positioning the ani-
mal on its sternum, passing a stomach tube, or administer-
ing the appropriate antagonist. 

6. Vomiting/Aspiration. Vomiting in and of  itself  may not 
be a problem; the aspiration of  the vomitus into the respira-
tory system is. Not only can the animal choke on its vomit 
and die, the mere aspiration of  just a small amount of  stom-
ach contents can inoculate the lungs with bacteria, resulting 
in pneumonia. The pneumonia may not develop for days—
long after the animal has been released and often beyond 
further treatment. Aspiration of  large amounts of  vomitus 
has a grim prognosis for the animal, and euthanasia may 
have to be considered. Prevention by placing the animal on 
its sternum at all times and clearing any food, vomitus, or 
other matter from its mouth is about all that can be done. If  
aspiration is suspected, administer antibiotics and hope for 
the best.

7. Capture Myopathy. CM is a complex condition affecting 
animals that usually have undergone a particularly stressful 
or strenuous capture, handling, or transport. It is invariably 
associated with severe or prolonged physical exertion, but 
psychological stress is suspected as an important initiator of  
CM. It occurs predominantly in ungulates. The animal may 
appear weak, and unable to rise, and its urine may be dark 
colored. There is no known effective treatment for CM; pre-
vention by not overly exerting animals is the only option.

8. Seizures/Convulsions. Most seizures seen in chemical 
immobilization are due to the use of  ketamine, either when 
used alone or in conjunction with the alpha-2 adrenergic or 
phenothiazine tranquilizers. Usually seizures do no harm to 
the animal, but they disrupt handling of  the animal and can 
lead to hyperthermia if  left untreated. Seizures accompany-
ing ketamine immobilizations are most common during in-
duction and recovery from anesthesia. In most cases, sei-
zures can be effectively treated by administering 5–10 mg 
diazepam or midazolam IV slowly or IM.

9. Wounds. Antibiotics should always be given to animals 
that have been darted, particularly those shot with the pow-
der-charged darts. The large-bore dart needles often inocu-
late surface bacteria, resulting in debilitating abscesses. A 
combination of  procaine penicillin G and benzathine peni-
cillin G provides both fast, high blood concentrations (pro-
caine) plus prolonged therapeutic concentrations (benza-
thine; 5–7 days). Alternatively, oxytetracycline can be given, 
but it will not last as long as penicillin. Other wounds should 
be lavaged with a povidone-iodine solution, 2% chlorhexi-
dine scrub solution, or sterile saline. 

HUMAN EMERGENCY MEDICINE

There are many agents used in animal anesthesia that can 
be harmful to humans. Accidental exposure can occur in 
many ways, but most commonly, drugs are sprayed in the 
eyes or mouth or injected via a syringe with an unprotected 
needle. Accidental injection by being hit with a dart or re-
ceiving the full dose by some other method is rare. Despite 
hundreds of  thousands of  animal captures using drugs, 
there have been only 2 human deaths due to injection of  
etorphine. The following are some precautionary steps to 
take and rules to follow that should decrease the chances of  
accidental drug exposure.

Preventative Measures
1. Obtain competent training. Safe drug handling and use 
should not be a self-taught course. Attend courses taught by 
experienced instructors on the use of  capture drugs. Unfor-
tunately, there are several individuals teaching classes about 
the chemical capture of  wildlife, but some of  them are woe-
fully inexperienced and misinformed. 

Fig. 4.8. Whole body immersion is probably the quickest and 
most effective way to cool an overheated animal.
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2. Be trained in basic first aid and cardiopulmonary resus-
citation (CPR) techniques. Ideally, everyone involved in the 
immobilization effort should have this training. Murphy’s law 
dictates that if  only one person on the team has such train-
ing, that would be the person who needed medical help! 

3. Always work in pairs. This condition is absolutely essen-
tial when working with drugs that are potentially toxic. 

4. Always have appropriate antagonists immediately avail-
able. You may not have a second chance to remember the 
antagonist back in the truck or office. You do not need to 
have a syringe preloaded with the antagonist; just have the 
antagonist, syringe, and needle together and close at hand. 

5. Wear protective gloves and eye protectors. Drugs can be 
spilled, sprayed, dripped, dropped, slopped, and leaked in 
more ways than you can imagine. Do not spray drugs into 
the air and do not hold loaded syringes in your mouth. Also, 
do not smoke, eat, drink, rub your eyes or mouth, or work 
when you have open sores when working with immobilizing 
drugs.

6. Carefully withdraw drugs from vials. Do not inject exces-
sive air into drug vials; equalize air pressure in vials with a 
needle before withdrawing the drug. This precaution is par-
ticularly important if  you work at different altitudes with 
the same drug vial (vials used at low altitudes will develop 
high internal pressures at high altitude). Tap the syringe to 
clear air bubbles only if  needed. Use a small-gauge needle 
(e.g., 21, 22, or 25 gauge) to withdraw the drug, because 
large-gauge needles will create holes in the rubber stopper 
from which drug can leak.

7. Avoid using pressurized darts when using potent drugs. 
Darts whose contents are under pressure by air or butane 
have their needles capped with a silicone plug or sleeve. 
When these darts are pressurized, there is a possibility that 
drug will leak from the sleeve or the needle will fly off. If  
you must use pressurized darts, place the needle into a test 
tube or other device that will contain the drug should it leak. 

8. Treat syringes and darts as if  they were guns. That is, al-
ways consider them “loaded” and watch where you point 
them. Do not carry loaded, unprotected syringes in your 
pocket; hold them in your hand with a protective cap on 
them or carry them in a protective case, such as a test tube 
or cigar case.

9. Know what you are using. Make sure the contents of  
bottles, tubes, and loaded syringes are marked. If  you do not 
know what a drug is, do not use it!

10. If  possible, notify the local emergency care center in ad-
vance. Most physicians are ignorant of  the drugs used in 

wildlife anesthesia, and they are unfamiliar with their po-
tency, symptoms, and antagonists. A little communication 
with the local hospital could save valuable time in an emer-
gency. Either provide the staff, or have on hand, the package 
inserts of  the drugs that you will be using. This information 
can help the attending physician develop an appropriate 
treatment. There was a case in which a biologist had in-
jected himself  and was refused treatment because of  the 
hospital staff ’s unfamiliarity with the drug.

11. Be careful with used darts, syringes, and needles. All 
these items will have residual drugs on them, and many ex-
posures have occurred as a result of  careless handling. Store 
and dispose of  used needles and syringes with care. It is very 
easy to jab a finger when recapping needles—particularly 
when you are in a hurry or distracted; therefore, used nee-
dles should not be recapped. Used needles must be placed 
immediately in a rigid container (sharps disposal container) 
for disposal. They should never be placed in a plastic trash 
bag that could permit a needle to penetrate, resulting in the 
possibility of  a puncture wound to someone handling the 
bag. To comply with state and local waste disposal regula-
tions, the contents of  needle collection containers must be 
encapsulated before they can be placed in a trash dumpster 
that will go to the local landfill. Encapsulation (i.e., forma-
tion into a solid matrix) may be accomplished in several 
ways, such as adding plaster of  Paris or melted paraffin to 
the container.

12. Always clean used darts with care. Wear gloves and gog-
gles when cleaning darts containing potent drugs. You also 
can submerge reusable darts under water before disassem-
bling, which helps dilute any residual drug. 

Rules for Accidental Exposure
The previous discussion was concerned with preventative 
measures. Below are rules to follow when there has been 
an actual accidental exposure. 

1. Do not panic. Stay calm and try to determine how much 
drug could have been delivered. If  there is doubt that a sig-
nificant amount of  drug has been absorbed, you may wish 
to quietly wait to determine whether any signs of  exposure 
develop. If  there are no signs in ≤30 minutes, you can proba-
bly assume the amount was clinically insignificant. How-
ever, if  you know the person has received a significant drug 
exposure, you want to work fast, but always under control. 
Panic can obfuscate your thinking processes and costs time. 
Panic in the exposed person also may cause symptoms, such 
as lightheadedness, fainting, or hyperventilation, that can be 
misinterpreted as a drug effect.

2. Tell others of  the accident. It is not the time to be em-
barrassed or feel stupid after you have accidentally injected 
yourself. Tell someone about the accident immediately! 
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3. Wash the site. Irrigating the injection or exposure site 
(particularly mucous membranes) with large volumes of  
water will greatly reduce further drug absorption. Also, if  
the drug was sprayed on the skin or clothing, residual drug 
might be inadvertently picked up and delivered to the mouth 
or eyes at a much later time. Washing the entire sprayed 
area can help prevent this secondary exposure. 

4. Administer the appropriate antagonist(s). This action ap-
plies primarily to opioid exposure, but it also includes expo-
sure to the potent alpha adrenergic agonists, such as me-
detomidine. Administer antagonists only if  you know the 
person has received a significant amount of  drug or is dem-
onstrating any symptoms.

5. Note the time. Despite the harried circumstances sur-
rounding accidental drug exposure, try to remember when 
the exposure occurred and when treatments were adminis-
tered. This time could be valuable in assessing the amount 
of  drug absorbed as well as determining an appropriate treat-
ment regimen.

6. Transport the victim to the nearest emergency center. If  
feasible, have the person walk to the vehicle, but not at a 
strenuous rate. If  the person requires CPR or otherwise 
cannot be transported, send for help. If  there is no one avail-
able to send, stay with the patient! Although the exposed 
person may be conscious when you leave for help, more 
drug will be absorbed over time, and the person may lapse 
into a coma, leading to respiratory depression and death. 

Specific Emergency Treatments
Opioids: Sufentanil, Carfentanil, Etorphine,  
and Thiafentanil 
Symptoms of  opioid toxicity include dizziness, incoordina-
tion, lethargy, sedation, nausea, vomiting, pinpoint pupils, 
slow breathing, collapse, and unconsciousness. If  any of  these 
symptoms develop, administer at least 10 mg naloxone, nal-
trexone, or nalmefene. If  you can give the antagonist IV, so 
much the better, but do not waste time if  you cannot locate 
a vein. If  IV is not possible, give IM in the large muscle 
masses of  the shoulder or thigh. Do not administer under 
the tongue. If  there is no improvement in the patient’s con-
dition ≤1 minute after giving the antagonist IV (or ≤3–5 min-
utes for IM administration), repeat the dose. Continue to re-
peat this dose every 3–5 minutes until central nervous 
system depression is antagonized. Transport the patient to 
an emergency center as soon as possible, even if  he or she 
has recovered.

Cyclohexanes: Ketamine and Tiletamine
Symptoms of  cyclohexane exposure include disorientation, 
hallucination, excitement, abnormal behavior, and loss of  
consciousness. Primary treatment is to transport the patient 

to an emergency center while monitoring for any respira-
tory depression. Administer 10 mg of  diazepam if  patient 
has convulsions. You can administer diazepam or midazolam 
IV or IM. If  given IV, administer slowly (10–15 seconds). Re-
member that ketamine and tiletamine are congeners of  phen- 
cyclidine, also known as PCP or Angel Dust, so the most 
likely result of  cyclohexane injection is abnormal behavior. 

Tranquilizers or Sedatives: Xylazine and 
Medetomidine
Symptoms of  alpha-2 adrenergic sedative exposure include 
decreased respiratory and heart rate, decreased blood pres-
sure, sedation, dizziness, nausea, slurred speech, and unsteady 
gait. Treatment should support respiration if  the patient’s 
respiratory rate falls to 6 breaths per minute or if  lips and 
gums become pale or bluish. If  symptoms are severe (respi-
ratory arrest or collapse), administer atipamezole slowly IV 
and monitor for antagonistic effects. An infusion rate of  5 mg 
atipamezole over 5 minutes or 100 mg over 20 minutes has 
been used in healthy adults. For xylazine intoxication only, 
you also can administer 0.125 mg/kg yohimbine IV; yohim-
bine can be given IM, but response can take ≤20 minutes.
 Death due to overdose of  phenothiazine and butyrophe-
none tranquilizers is rare and highly unlikely, given the 
doses of  these drugs used in wildlife capture. Exposure to 
these agents would most likely be in conjunction with, and 
therefore exacerbate the effects of, primary immobilizing 
agents (opioids and cyclohexanes). 

DRUG RECOMMENDATIONS

It is beyond the scope of  this chapter to provide all the vari-
ous drug dosages for all North American species. The reader 
is referred to Kreeger and Arnemo (2007) for a complete 
listing of  recommended and alternate drug dosages. This 
section provides an overview of  vertebrate immobilization 
with general suggestions for drugs and dosages.

Fish
Immerse fish in a solution of  tricaine methane sulfonate 
(MS-222), 3–10 mg/100 mL water (0.003–0.01%). The longer 
the fish is immersed in the anesthetic solution, the longer 
the duration of  effect will be. Use higher concentrations for 
smaller fish and lower concentrations for larger ones. Revive 
the fish by placing it in clean water. For very large fish, such 
as sharks, try 20 mg/kg ketamine plus 10 mg/kg xylazine.

Amphibians
Immerse amphibians in a solution of  tricaine methane sul-
fonate (MS-222), 2–10 mg/10 mL water (0.02–0.1%). The 
longer the amphibian is immersed in the anesthetic solu-
tion, the longer the duration of  effect will be. Always induce 
immobilization with the lowest concentration possible. Use 
higher concentrations for smaller amphibians and lower 
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concentrations for larger ones. Do not completely submerge 
the animal to prevent drowning. Revive amphibians by wash-
ing repeatedly in warm, clean water. Gas anesthesia also 
works well for amphibians.

Reptiles
There is no entirely satisfactory immobilization regimen for 
reptiles. Straight ketamine can be used for most species. For 
reptiles weighing between 1 kg and 20 kg, give 25 mg/kg 
ketamine; for reptiles weighing 20–50 kg, give 12 mg/kg. For 
large alligators (Alligator mississippiensis), give 15 mg/kg ket-
amine plus 1 mg/kg xylazine. Complete recovery may take 
days. Succinylcholine also can be used on alligators. Inject 
drugs into the hind legs, the side of  the tail just behind the 
hind legs, or the large jaw muscles.

Birds
Birds should be anesthetized only when necessary, and gas 
anesthesia is preferred. If  gas is unavailable, inject drugs 
into the breast or thigh muscles. For passerine birds weigh-
ing between 0.5 and 1.0 kg, give 10 mg/kg ketamine plus 
2 mg/kg xylazine. For nonpasserine birds weighing 1 kg, give 
15 mg/kg ketamine; for birds weighing 1–5 kg, give 10 mg/
kg ketamine; for those >5 kg, give 2.5 mg/kg ketamine plus 
0.5 mg/kg xylazine. Ducks can be given 50 mg/kg tiletamine-
zolazepam (Telazol); geese can be given 20 mg/kg Telazol. 
Hawks and falcons can be given 30 mg/kg ketamine plus 
1.5 mg/kg diazepam IV; eagles, 15 mg/kg Telazol; owls can 
be given the same dosage as hawks or 10 mg/kg Telazol. If  
using Telazol, monitor closely for excess salivation to pre-
vent aspiration.

Mammals
If  you cannot find a drug dosage for your species, try an ini-
tial dosage of  3.0 mg/kg ketamine plus 0.1 mg/kg medeto-
midine. This dosage is based on the mean of  this combina-
tion reported in 56 species. Wait at least 30 minutes after 
administration of  the ketamine-medetomidine to antago-
nize with 0.5 mg/kg atipamezole.
 Tiletamine-zolazepam (Telazol) has been used safely in 
>200 vertebrate species and is a good drug to try if  you have 

no other suggested drug for a mammal. It is available in  
lyophilized (freeze-dried) form with 572 mg (286 mg of  each 
drug) per vial. Manufacturer’s instructions call for adding 
5 mL sterile water to the vial, resulting in an approximate 
concentration of  100 mg/mL. You can increase this concen-
tration by adding less water. You also can increase the effec-
tiveness of  this drug by adding tranquilizers, such as xyla-
zine or medetomidine, instead of  water. For example, you 
can add 2 mL of  100 mg/mL xylazine. One vial of  this mix- 
ture should immobilize most medium-sized mammals 
(≤100 kg); 2 vials should work on larger animals (100–250 kg). 
Alternatively, you can add 1 mL of  100 mg/mL ketamine 
plus 1 mL of  100 mg/mL xylazine. This combination is 
good for carnivores, such as bears. The same doses would 
apply (e.g., 1 vial for ≤100-kg bears). 

Ungulates
Cloven-hoofed ruminants are probably the hardest mam-
mals to immobilize and are prone to many of  the medical 
problems listed above. The opioids overwhelmingly are the 
most effective drugs for these animals. For example, prong-
horn, despite their small size, are almost impossible to ef-
fectively immobilize with any drug combination other than 
the opioids. Cyclohexane/alpha-adrenergic combinations 
have been used to capture ungulates for years, but darted 
animals often overcome the drugs and rise and stumble 
away when approached. Two suggestions to decrease this 
possibility are (1) do not attempt to immobilize excited ani-
mals (e.g., chased) and (2) dose high! 
 Regardless of  the drugs used, when you initially get your 
hands on the downed animal, immediately monitor respira-
tion and temperature and continue to do so. Hobble the 
front legs to the back legs and place the animal on its ster-
num, if  at all possible. Blindfolding also might help calm un-
gulates given opioids. 
 Table 4.2 suggests dosages for various North American 
ungulates, but there are many other drug combinations and 
dosages that will work. Most of  these suggested dosages are 
a combination of  an opioid or cyclohexane plus an alpha-
adrenergic sedative, with the exception of  the dosage for 
moose. Moose appear to be very sensitive to sedatives, and 

Table 4.2. Recommended immobilizing dosages for ungulates

Species Immobilizing dosage Antagonist

Bison (Bison bison) 0.005 mg/kg carfentanil plus 0.07 mg/kg xylazine 0.5 mg/kg plus 1 mg/kg tolazoline
Caribou (Rangifer tarandus) 2.5 mg/kg ketamine plus 0.25 mg/kg medetomidine 1.25 mg/kg atipamezole
Deer, mule 4.4 mg/kg Telazol® plus 2.2 mg/kg xylazine 2.0 mg/kg tolazoline
Deer, white-tailed 4.4 mg/kg Telazol plus 2.2 mg/kg xylazine 2.0 mg/kg tolazoline
Moose 0.01 mg/kg carfentanil 1.0 mg/kg naltrexone
Mountain goat (Oreamnos americanus) 0.035 mg/kg carfentanil 3.5 mg/kg naltrexone
Pronghorn 0.05 mg/kg carfentanil plus 1.0 mg/kg xylazine 5.0 mg/kg naltrexone plus 2.0 mg/kg tolazoline
Sheep, bighorn 0.05 mg/kg carfentanil plus 0.2 mg/kg xylazine 5.0 mg/kg naltrexone plus 2.0 mg/kg tolazoline
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it is recommended they be avoided to prevent excess muscle 
relaxation, which leads to rolling over, regurgitation, aspira-
tion, and development of  lethal pneumonia. Moose immo-
bilized with just opioids most often remain sternal with their 
heads up (Fig. 4.9).
 Bighorn sheep and mountain goat (Oreamnos america-
nus) are difficult to chemically immobilize, and no entirely 
satisfactory regimen has been found. Regardless of  the drug 
combinations given, sheep and goats often continue to strug-
gle when handled.

Carnivores
Just the opposite of  ungulates, carnivores are probably the 
easiest mammals to immobilize with the fewest medical 
complications. Hyper- and hypothermia are perhaps the most 
common medical issues. Carnivores can be kept immobi-
lized for hours by administering booster doses. Multiple ani-
mals can be safely immobilized and processed at the same 
time (e.g., wolves, bears, and cubs) if  you are organized and 
have a dedicated person responsible for ensuring that vital 
signs are routinely checked and all samples and measure-
ments have been taken. Carnivores do not need to be hob-
bled or blindfolded, but blindfolds can help to keep debris 
out of  the eyes, which usually remain open. Opioids are 
generally not used on carnivores because of  severe respira-
tory depression.

bears 
Most bears are initially trapped or are found hibernating 
and then immobilized. Brown (Ursus arctos) and polar (U. 
maritimus) bears are often darted from helicopters. All North 
American bears can be safely immobilized with 8 mg/kg 
Telazol. Expect prolonged recoveries (2–4 hours). Ketamine-
xylazine combinations have been used for decades on black 
bears (Ursus americanus). Ketamine-medetomidine also is ef-
fective, but bears must be constantly monitored for signs of  
recovery, which can be (heart stoppingly) sudden and com-
plete. Extreme caution should always be used when captur-

ing bears to ensure they are completely immobilized. It may 
be wise to use a snare to anchor the bear to a tree in the 
event of  sudden arousal. Try to minimize stimulation, such 
as vocalization of  cubs.

canids 
Wolves, coyotes (Canis latrans), and foxes can all be immobi-
lized with 10 mg/kg Telazol. Many other combinations 
also are effective. Ketamine-medetomidine with atipamezole 
antagonism offers the quickest recoveries, if  that is impor-
tant. Medical problems are few. Canids are usually trapped 
and then immobilized, although wolves can be darted from 
helicopters.

felids 
The felids also are usually trapped or treed before immobili-
zation. Big cats, such as mountain lions, can be immobi-
lized with 5 mg/kg Telazol; give small cats (bobcat [Lynx 
rufus], lynx [L. canadensis]) 10 mg/kg Telazol. Ketamine-
medetomidine also works well on felids and offers quicker 
recoveries than does Telazol. 

marine mammals 
Marine mammals (seals, sea lions, and walrus [Odobenus ros-
marus]) are difficult animals to chemically immobilize and 
should only be attempted with an experienced biologist 
present. A major problem is preventing them from return-
ing to the water after being darted or injected. If  the animal 
is small enough to be physically restrained, induction and 
maintenance with gas anesthesia is preferred. If  the immo-
bilization is going to be prolonged, initially immobilize with 
injectable drugs and then maintain on gas. There are many 
cyclohexanes/tranquilizer combinations published for a va-
riety of  marine mammals, and the reader is again referred 
to Kreeger and Arnemo (2007) for a complete list. Opioids 
are generally not used on marine mammals, except for sea 
otters (Enhydra lutris) that are trapped in floating nets and 
given 0.3 mg/kg fentanyl plus 0.1 mg/kg diazepam. If  no 

Fig. 4.9. Moose immobilized with only opioids 
(carfentanil, thiafentanil, or etorphine) usually 
remain sternal with head up. The addition of a 
tranquilizer increases the probability of pneumo-
nia, because moose have a tendency to roll over 
and aspirate rumen contents.
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published dosage can be found for your species, initially try 
2 mg/kg Telazol. 

mustelids 
Mustelids are usually trapped and given cyclohexane combi-
nations. Small mustelids can be physically restrained and 
placed in a gas anesthesia box (Fig. 4.1). Medical complica-
tions are few (see Table 4.3 for representative species and 
suggested dosages).

miscellaneous small mammals 
Most other small mammals can safely and cheaply be anes-
thetized with ketamine-xylazine combinations or Telazol 
(Table 4.4). Others can be trapped and placed in a gas anes-
thesia chamber, but this treatment is more difficult with 
aquatic mammals, such as beaver (Castor canadensis) and 

Table 4.3. Recommended immobilizations dosages 
for mustelids

Species Immobilization dosage

Ferret (Mustela nigripes) 35.0 mg/kg ketamine plus 0.2 mg/kg 
  diazepam
Fisher (Martes pennanti) 10.0 mg/kg Telazol®

Marten (M. americana) 18.0 mg/kg ketamine plus 2.0 mg/kg 
  xylazine
Mink (Neovison vison) 15.0 mg/kg Telazol
Otter (Lontra canadensis) 4.0 mg/kg Telazol
Skunk (Mephitis spp.) 10.0 mg/kg Telazol
Weasel (Mustela spp.) 5.0 mg/kg ketamine plus 0.1 mg/kg 
  medetomidine

Table 4.4. Recommended immobilizations dosages for 
other small mammals

Species Immobilization dosage

Badger (Taxidea taxus) 4.4 mg/kg Telazol®

Beaver 10.0 mg/kg ketamine plus 1.0 mg/kg  
  xylazine
Marmot (Marmota spp.) 80.0 mg/kg ketamine plus 10.0 mg/kg 
  xylazine
Muskrat 50.0 mg/kg ketamine plus 5.0 mg/kg  
  xylazine
Opossum (Didelphis virginiana) 10.0 mg/kg ketamine plus 2.0 mg/kg 
  xylazine
Porcupine (Erethizon dorsatum) 5.0 mg/kg ketamine plus 2.0 mg/kg 
  xylazine
Rabbit (order Lagomorpha) 30.0 mg/kg ketamine plus 6.0 mg/kg  
  xylazine
Squirrel (family Sciuridae) 10.0 mg/kg Telazol

muskrat (Ondatra zibethicus), because they will hold their 
breath for long periods of  time. 

SUMMARY

Drugs and the equipment used to administer them have be-
come more sophisticated, efficacious, and safe over the past 
half  century. Today, capture drugs should be part of  every 
wildlife management professional’s armamentarium. Al-
though capture drugs should be used judiciously, they 
should always be considered as a primary solution to prob-
lems where animal and human safety is uppermost. 
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INTRODUCTION

CONTEMPOR ARY TECHNIQUES FOR wildlife research and man-
agement tend to be relatively expensive and involve an ever expanding tech-
nology. In comparison, use of  dogs to obtain wildlife data, a relatively old 

technique, may seem outdated, and a discussion on the use of  dogs could appear 
elementary (Fig. 5.1). However, data collection in the wildlife profession must be 
field-based if  modeling exercises are to represent reality. The use of  dogs can pro-
vide valuable information that could not otherwise be collected in the face of  
shrinking budgets and limited personnel, or when more precise estimates are de-
sired and use of  dogs is known to surpass other methods. This is especially true 
given recent advances in techniques and technology, such as use of  the Global Posi-
tioning Systems (GPS). Though dogs may be used infrequently in North America 
for wildlife work, European wildlife managers have a long history of  using dogs, 
and their wildlife educational programs require a demonstrated ability to handle 
dogs (S. Tóth, University of  Washington, personal communication). Currently, 
there is no comprehensive guide for using dogs to aid researchers. Thus, this chap-
ter is intended to provide examples of  how dogs can be employed to collect data, 
provide basic guidance on practices that work, and stimulate thought and discus-
sion of  other potential applications. This topic was covered in past editions 
(Zwickel 1971, 1980) of  the Wildlife Management Techniques Manual, but was discon-
tinued in later editions. Since the publication of  these editions, many additional ap-
plications have been devised and are summarized here.
 Dogs offer a unique set of  skills that otherwise might not be available for collec-
tion of  wildlife data. The scenting abilities of  dogs have been well documented 
( Johnston 1999, Syrotuck 2000). For instance, dogs can detect scent up to 100 mil-
lion times better than a human can (Syrotuck 2000) and can detect certain com-
pounds up to 500 parts per trillion ( Johnson 1999). Additionally, most dogs offer in-
creased ground coverage with speeds that are up to 4 times faster than a human 
(Mecozzi and Guthery 2008). These factors illustrate the advantages of  using vari-
ous task-oriented dog breeds for some management and research activities. We 
have summarized the use of  dogs in wildlife management into the following cate-
gories: (1) locating wildlife and assessing population status, (2) facilitating specimen 
and carcass collection, (3) detecting scat, (4) capturing and marking wildlife, (5) 
studying wildlife behavior, and (6) managing wildlife damage.

Use of  Dogs in Wildlife Research  
and Management
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TYPES OF DOGS

Most experts agree that domestic dogs descended from 
wolves (Canis lupus) rather than other canids (Olsen 1985, 
Pennisi 2002, Wang and Tedford 2008). However, debate 
continues concerning timelines and specific selective factors 
for domestication, as well as the geographic location (Pen-
nisi 2002). Interestingly, Coppinger and Coppinger (2002) de-
scribe a theory of  natural selection for the evolution of  the 
domestic dog (Canis lupus familiaris) that suggests dogs may 
be the only “self-domesticated” animal. 
 The American Kennel Club (AKC) currently registers 161 
breeds of  dog (www.akc.org); however, there are many more 
breeds throughout the world that are not recognized by AKC. 
Most individual breeds were developed for specific tasks. 
Breeds are generally grouped into the following broad cate-
gories: sporting, hound, working, terrier, toy, non-sporting, 
and herding. Hunting breeds (e.g., sporting and hound groups) 
are most commonly used for wildlife work because of  their 
innate interest in game and other wildlife species, as this in-
terest was the original selected trait. Herding breeds, includ-
ing protection oriented breeds, also may aid wildlife work,  
including wildlife damage management. Often breeds in this 
group (e.g., border collie and German shepherd) exhibit high 
intelligence, cooperation, and trainability and have been used 
for tasks unrelated to their herding instincts. 
 There are too many breeds that could be used in wildlife 
work to list individually, and there are multiple volumes dedi-

cated to breed traits (Fogle 2000, Coile 2005). The proper 
breed(s) should be chosen for specific tasks (Table 5.1), al-
though, in a given breed or group, individual variation in 
traits (e.g., drive, intelligence, cooperation, trainability, range, 
and scenting ability) may be more important than the breed 
itself. Additionally, certain lines exist within breeds that ex-
hibit specific traits and abilities. For example, English springer 
spaniels have “show” and “field” lines. The hunting line is 
commonly referred to as “field bred” English springer span-
iels and may be of  more value to wildlife work than the 
show type. Another example is the popularity of  the Labra-
dor retriever (labs) as a companion or family dog, and in 
many cases individuals have been bred irrespective of  hunt-
ing abilities. Therefore, those interested in wildlife work 
should obtain labs from proven hunting parentage to ensure 
the proper traits are present to carry out the desired tasks. 
Potential for crossbreeding among breeds has been sug-
gested in the past (Zwickel 1980); however, the yeoman ef-
fort of  dedicated breeders to provide consistent heritable 
traits, combined with the availability of  so many potential 
breeds, behooves the selection of  a workable individual 
from purebred lines. This is not to imply that mixed dogs 
are not of  use, but their traits will be much less predictable. 
Moreover, adoption of  unwanted or rescue dogs (mixed or 
purebred) is easy and inexpensive, and may be a reasonable 
option. For instance, scat and reptile detection work has 
successfully used mixed breeds and rescue dogs where indi-
viduals exhibited specific desirable traits (discussed later). 
Thorough research into a breed, specific lines, and individ-
ual kennels should be undertaken before a dog is obtained 
for use in wildlife work. 

GENERAL INFORMATION ON  
USE OF DOGS

In most cases, dogs will be used in wildlife work because of  
their scenting abilities. Scent, scenting conditions, and scent-
ing ability of  dogs are important when considering their use 
for field research. Bird scent is thought to be created by rafts 
of  dead skin (continuously shed by birds) that bacteria me-
tabolize, creating residues and secretions of  vapor or “scent” 
(Gutzwiller 1990). However, lipids, fatty acids, and wax pro-
duced by the uropygial gland (used in preening) also may be 
another source of  bird scent (Conover 2007). Regardless of  
scent origin, the ability of  scent to be airborne and the im-
pact of  environmental conditions on airborne scent are key 
factors that influence scent-detection ability (Gutzwiller 1990, 
Conover 2007). 
 Weather conditions, such as wind, temperature, humid-
ity, and barometric pressure, also play important roles in 
scenting conditions (Gutzwiller 1990, Shivik 2002, Conover 
2007) and should be taken into account when conducting 
searches with dogs. Scenting conditions should be similar 

Fig. 5.1. “My dog, by the way, thinks I have much to learn about 
partridges” (Leopold 1970:67). Aldo Leopold with Flick (German 
shorthaired pointer) at the Riley Game Cooperative, Wisconsin. 
Photo courtesy of the Aldo Leopold Foundation (www.aldoleopold.org).
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between treatment and control groups when collecting data 
with dogs for experimental practices (Gutzwiller 1990). This 
requirement necessitates the use of  standardized weather 
parameters as much as possible. 
 Shivik (2002) tested the ability of  dogs to scent humans 
with scent-adsorptive clothing and found wind variability 
was negatively correlated with dogs’ ability to locate sub-
jects quickly. Gutzwiller (1990) suggested that moderate 
winds actually enhance scenting conditions, whereas weak 
or extremely strong winds degrade them. From the authors’ 
personal experience, steady winds between 8 and 40 kph 
provide optimum scenting conditions, at least for pointing 
dogs. 
 In an interesting study, Steen et al. (1996) tested olfaction 
properties of  pointing dogs while they were searching for 
game. They found that even while exhaling during hunting 
activities, the dog can maintain a continuous inward air flow 
for up to 40 seconds or at least 30 respiratory cycles. This 
ability is due to the Bernoulli effect, which results from 
lower pressure in the mouth cavity than in the nose during 
inhaling and causes an inward flow of  air through the nose 
(Raphael et al. 2007). This phenomenon only occurs while 
the dog is running with its head held high and does not oc-

cur while it is resting or searching for ground scent (Steen et 
al. 1996). This phenomenon explains why dogs, and possibly 
other mammals, can be running and breathing hard (pant-
ing) yet continuously scent game.
 All dogs are not created equal, and individual dogs differ 
in their ability to locate subjects ( Jenkins et al. 1963, Gutz-
willer 1990, Shivik 2002). The differentiating factors between 
individual dogs can be related to range or ground coverage, 
scenting ability, and/or age and experience. Thus, during 
wildlife data collection, individual dogs should be used con-
sistently, and the number of  dogs used in a study minimized 
to reduce bias, much like we minimize human observers 
(Gutzwiller 1990). Additionally, individual dog performance 
can be variable, even during a given day (Gutzwiller 1990). 
Therefore, environmental factors that may influence a dog’s 
performance should be taken into account if  possible. Phys-
iological factors, such as parasite loads, poor diets, and fa-
tigue, or other negative influences affect a dog’s ability to 
find subjects optimally (Gutzwiller 1990). Furthermore, so-
ciological factors also may influence a dog’s performance. 
Some dogs are more competitive than others and may have 
ineffective sessions if  paired with another dog they feel com-
petitive toward (Gutzwiller 1990). Gutzwiller (1990) provided 

Table 5.1. Dog types and breeds with potential for various wildlife oriented tasks

 Task

 Detection Capture Harassment Detection Detection Livestock Harassment Capture Detection 
Dog breed or typea of  birds of  birds of  birds of  carcasses of  scat protection of  mammals of  mammals of  reptiles

Pointers
EP, GSP, GWP, BR X X   X   Xb Xb

Setters
ES, GS, RS X X
Retrievers
LR,c GR,c CBR X  X X X    X
Spaniels
ESS, ECS, FS X  X X X
Hounds
BGL, RBH, BTH,     X   X X 
 WKR, BLTH    
Collies and shepherds
GSD, BC, AS, AK, KBD  X X X X X X X X
Other breeds
GP, AD      X 

a This list is not comprehensive but is meant to give an overview and general guidance for the most common breeds. As noted in the text, individual traits vary widely even within 
breeds and lines and may be the most important factor when considering a dog for specific wildlife tasks. Accordingly, some individuals (mixed or purebred) may work for tasks we 
have not listed. AD = Akbash dogs; AK = Australian kelpie; AS = Australian shepherd; BC = border collie; BGL = beagle; BLTH = black and tan coonhound; BTH = blue tick 
coonhound; BR = Brittany; CBR = Chesapeake Bay retriever; ECS = English cocker spaniel; EP = English pointer; ES = English setter; ESS = English springer spaniel; FS = field 
spaniel; GP = great Pyrenees; GR = golden retriever; GS = Gordon setter; GSD = German shepherd dog; GSP = German shorthaired pointer; GWP = German wirehaired pointer; 
KBD = Karelian bear dog; LR = Labrador retriever; RBH = red bone coonhound; RS = red setter; WKR = Walker coonhound.

b GSP and GWP were originally bred to both point and retrieve feathered game, as well as track and find furred game, though many North American breeding programs have 
focused more on the bird finding abilities of  these and other continental breeds. Therefore, individuals of  the continental breeds may vary in their drive for mammals based on past 
breeding objectives.
c Because of  the popularity of  retriever breeds as companion and family dogs (e.g., Labrador retrievers are the most popular dog in the United States), many lines in these breeds have 
been bred irrespective of  hunting ability. Therefore, individuals used for wildlife work should come from parentage focused on and used for their hunting traits.
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these standard procedures for reducing bias while using dogs 
in wildlife studies:

1.  Use the same dog throughout a study, or balance the 
use of  each of  2 or more dogs in time and space, to 
avoid observer bias.

2.  Ensure dogs are physically fit (before and during 
searches) and well trained.

3.  Search for birds under as similar temperature, wind, 
precipitation, and barometric conditions as possible, 
because these factors can affect bird activity, scent, and 
dog performance.

4.  Restrict search to a certain period of  the day, because 
daily cycles in temperature, humidity, and other vari-
ables influence scent production and detection. Bird 
activity and habitat use also vary with time of  day.

5.  Balance search efforts by using equal numbers of  dogs 
and researchers per unit time and area.

 Technology (e.g., GPS units) has become essential in 
wildlife research and management in recent years. The use 
of  GPS has not escaped the realm of  working dogs. There 
are several products currently available for tracking dogs us-
ing GPS technology (e.g., RoamEO™, White Bear Technol-
ogies, St. Paul, MN; Garmin™ Astro, Garmin International, 
Olathe, KS). The Garmin Astro is specifically designed for 
hunting dogs. Some researchers have simply attached small 
GPS units to the dog’s collar for tracking purposes (Guthery 
and Mecozzi 2008), though based on their experience, they 
encouraged the use of  GPS units specifically designed for 
dogs (G. Mecozzi, Oklahoma State University, personal com-
munication). These units track the handler’s path, along 
with the dogs’ path (some units allow multiple dog tracking 
simultaneously), as well as providing other information 
about the dog (e.g., speed; distance from handler; direction; 
distance traveled; and activity, such as pointing or running). 
This technology may provide increased information con-
cerning biases associated with using dogs and address some 
of  the violated assumption concerns (100% detectability 
and coverage) of  methods, such as the belt transect method 
(discussed later; Jenkins et al. 1963). Using GPS units de-
signed for dogs can enhance the ability of  researchers to col-
lect data for probability detection methodology (e.g., dis-
tance sampling; see below; Buckland et al. 1993).
 Other considerations when using dogs in wildlife work 
include safety of  the subject species and the dog. This as-
pect of  the work must be acknowledged and steps taken to 
minimize risk. It is especially important in modern research, 
where Animal Care and Use Committees and wildlife agen-
cies are charged with the task of  ensuring minimal harm to 
wildlife during management and research activities. When 
using dogs, the predatory instincts of  these animals (espe-
cially hunting breeds) must not be underestimated. The de-
sire to search out game, or hunt, is merely the first step in a 
predation event. Appropriate training and cooperation from 

the dog can keep the pseudo-predation event controlled; 
however, the intent of  the dog remains predatory in nature. 
In our personal experience, individual dogs vary in their 
prey drive (the desire to chase and/or dispatch game), thus 
a handler must pay particular attention to each individual’s 
natural drive. A muzzle may be useful for preventing unde-
sired harm, though we could not find an example of  its use. 
Additionally, special care should be given to keep the dog’s 
physical and nutritional condition and its demeanor in or-
der. Dogs can be injured by heat stroke, rattlesnake bites, 
and porcupine quills (Flake et al. 2010). Again, these concerns 
should be acknowledged in animal use protocols. Handlers 
should always maintain an ample water supply and a first 
aid kit specialized for field dogs.

LOCATING WILDLIFE

Dogs have been widely used for sampling wildlife popula-
tions. Often this includes counting animals, determining 
distribution, and/or gathering demographic (e.g., age and 
sex) information (Table 5.2). These data are then used to 
project indices for a population, such as density or produc-
tivity. In many instances dogs can enhance the detection of  
wildlife or mortalities beyond the ability of  an observer 
alone (Novoa et al. 1996, Homan et al. 2001, Arnett 2006, 
Dahlgren et al. 2010).
 Pointing dogs have been used to estimate densities or in-
dices of  the abundance of  grouse in several different studies 
( Jenkins et al. 1963, Thirgood et al. 2000, Amar et al. 2004, 
Broseth et al. 2005, Dahlgren et al. 2006; Table 5.2). The 
original method for estimating grouse density was devel-
oped on red grouse (Lagopus lagopus scoticus) in Europe and 
consisted of  using belt transects ( Jenkins et al. 1963, Thir-
good et al. 2000). In general, the method entails searching 
an area by working a pointing dog along parallel transects, 
often spaced approximately 150 m apart. The dog is cast (di-
rected) to either side of  the transect line (approx. 75 m), and 
all birds in the area are assumed to be detected and flushed. 
However, this assumption is uncertain, because other re-
search indicates that pointing dogs only detected 50% of  
available radiomarked birds (Stribling and Sisson 1998). Es-
sentially this method is a total (census) strip count that has 
been validated for consistency, but not accuracy (S. Thir-
good, Macaulay Institute and Aberdeen University, UK, per-
sonal communication). Additionally, this method does not 
readily yield error rates for comparison purposes. Interest-
ingly, Broseth and Pedersen (2000) reported detection of  
willow ptarmigan (Lagopus lagopus; known as red grouse in 
Europe) past 80 m (from the transect line) to be difficult 
when using dogs, that supports a similar belt transect width 
reported by Jenkins et al. (1963) and Thirgood et al. (2000). 
 Use of  dogs for distance sampling procedures has been 
suggested to estimate density of  birds (Buckland et al. 1993; 
Table 5.2). Rosenstock et al. (2002) encouraged use of  more 



Table 5.2. Dogs in wildlife research and management: summary of live animal, nest, and carcass detectiona

Wildlife species Dog breed or typeb Method Reference

Study objective: abundance, density, and indices
Red grouse (Lagopus lagopus  Pointing dogs (pointers  Belt transect Jenkins et al. 1963, Redpath and Thirgood 1999,
 scoticus)  and setters)   Thirgood et al. 2000, Park et al. 2001, Thirgood 
    et al. 2002, Amar et al. 2004
Greater sage-grouse  Pointing dogs (German Belt transect Dahlgren et al. 2006 
 (Centrocercus urophasianus)  shorthaired pointers)  
Red grouse Pointing dogs Line transect distance sampling Warren and Baines 2007 
Ruffed grouse (Bonasa  Pointing dogs Belt transect Berner and Gysel 1969
 umbellus)   
Sooty grouse (Dendragapus  Pointing dogs Belt transect Zwickel 1972
 fuliginosus)   
Willow ptarmigan (Lagopus  Pointing dogs Line transect distance sampling Pedersen et al. 2004, Broseth et al. 2005
 lagopus)    
Northern bobwhite (Colinus Pointing dogs Effective strip width sampling Guthery and Mecozzi 2008
 virginianus)    
Desert tortoise (Gopherus  Herding dogs, Labrador Systematically searched plots Cablk and Heaton 2006, Nussear et al. 2008
 agassizii)  retrievers, and mixed 
  breeds   
Ringed seal (Phoca hispida) N/A Searched likely habitat Lydersen and Gjertz 1986, Furgal et al. 1996

Study objective: productivity
Red grouse Pointing dogs Belt transects Redpath 1991, Redpath and Thirgood 1999
Willow ptarmigan Pointing dogs Searched entire study area and  Parker 1985, Schieck and Hannon 1989 
   marked broods 
Capercaillie (Tetrao urogallus) Pointing dogs Line transects Novoa et al. 1996, Storaas et al. 1999
Black grouse (Tetrao tetrix) Pointing dogs Line transects Storaas et al. 1999
Greater sage-grouse Pointing dogs Line transects and marked broods Klott and Lindzey 1990, Dahlgren 2009
Columbian sharptailed grouse  N/A Line transects Klott and Lindzey 1990 
 (Tympanuchus phasianellus 
 columbianus) 
Little spotted kiwi (Apteryx  N/A Searched likely habitat Colbourne 1992
 owenii) 

Study objective: nest searches
Greater prairie-chicken  N/A Searched likely habitat Bowen et al. 1976 
 (Tympanuchus cupido) 
Willow ptarmigan Pointing dogs Searched likely habitat Schieck and Hannon 1989, Hannon et al. 1993
Capercaillie Pointing dogs Line transects Storaas et al. 1999
Black grouse Pointing dogs Line transects Storaas et al. 1999
Korean pheasant (Phasianus  N/A Searched likely habitat Wollard et al. 1977
 colchicus karpowi) 
Northern pintail (Anas acuta) N/A Systematically searched likely habitat Flint and Grand 1996
Greater golden-plover  Pointing dogs Systematically searched likely habitat Byrkjedal 1987 
 (Pluvialis apricaria)   
Eurasian dotterel (Charadrius  Pointing dogs Systematically searched likely habitat Byrkjedal 1987
 morinellus)    
Little spotted kiwi N/A Searched likely habitat Colbourne 1992
Yellow rail (Coturnicops  German shorthaired Searched likely habitat Robert and Laporte 1997
 noveboracens)  pointer 

Study objective: capture
Willow ptarmigan adults and  Pointing dogs Hand-held nets, by hand, or noose Erikstad and Andersen 1983, Hannon et al.  
 chicks   poles  1990, Broseth and Pedersen 2000
Black grouse broods Pointing dogs Large nets dragged over brood or  Caizergues and Ellison 2000, Baines and 
   flushed into nets  Richardson 2007 
Spruce grouse (Falcipennis  Pointing dogs Noose pole Herzog and Boag 1978
 canadensis) 
Blue grouse (Dendragopus spp.) Pointing dogs Noose pole Zwickel and Bendell 1967, Zwickel 1972
Greater sage-grouse Pointing dogs (German  By hand and hand-held nets Connelly et al. 2000, 2003b
  shorthaired pointers)  

continued
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detectability-based density estimates (i.e., distance sam-
pling) in land-bird counting techniques, including the use of  
dogs while sampling. This method consists of  using random 
or systematic transect lines placed in a specified area and 
casting the dog as the observer and/or handler walks the 
transect line (Fig. 5.2). The distance from grouse locations 

(or dog on point) to the centerline is recorded, as well as 
number of  grouse per flock or cluster. Along with density, 
program DISTANCE (http://www.ruwpa.st-and.ac.uk/dis-
tance/) also calculates probability of  detection, an effective 
strip width (ESW), and error rates. If  reliable estimates of  
density can be obtained, those estimates can be used in a 
Geographic Information System (GIS) application of  Krig-
ing (a group of  geostatistical techniques to interpolate the 
value of  a random field) that allows extrapolation of  data to 
obtain a spatial distribution of  densities (Warren 2006, War-
ren and Baines 2007). Distance sampling and subsequent 
Kriging methods have been applied to red grouse, but fur-
ther evaluation for additional species is needed. This 
method likely has application for any gallinaceous (and pos-
sibly other species) bird that pointing or flushing breeds 
commonly detect. However, because pointing dogs gener-
ally cover more area than flushing dogs and hold point, 
likely resulting in more accurate counts and distance mea-
surements, we suggest there is an advantage to using point-
ing dogs over flushing dogs for distance sampling.
 Guthery and Mecozzi (2008) developed a modification 
of distance sampling to obtain northern bobwhite (Colinus 
virginianus) densities using pointing dogs. This method uses 
a dog’s path, recorded by GPS units attached to the dog, as 
the theoretical centerline for distance sampling. The dis-
tance from where a dog establishes a point to the bird(s) is 
the perpendicular distance, which program DISTANCE 
uses to estimate an ESW for the transect. The dog’s path is 
then buffered by the ESW on each side to create an area 
(polygon). Redundancy in a single or multiple dogs’ path(s) 
is then eliminated. Then the number of  birds located within 
the polygon’s area yields a density estimate. This method 
has only been used on northern bobwhites and has not been 
evaluated for other species. There are some biases with this 
methodology that should be considered. First, this method 
does not account for wind direction and assumes equal de-
tectability on either side of  the dog despite wind direction. 
Second, the assumption that all birds are detected in a path, 
and thus redundancy is wasted effort may not be valid. And 
third, measuring detection distance based on an established 

Table 5.2. continued

Wildlife species Dog breed or typeb Method Reference

Aleutian Canada goose (Branta  Border collies Herded into nets Shute 1990
 canadensis leucopareia) 
Mountain lion (Puma concolor) Hounds Treed and immobilized Hornocker 1970
Black bear (Ursus americanus) Hounds Treed and immobilized Akenson et al. 2001

Study objective: carcass searches
Bat and bird fatalities at wind  Labrador retrievers Systematically searched plots Arnett 2006 
 facilities   beneath turbines 

a For scat-detection wildlife damage, see the text and MacKay et al. (2008).

b N/A = not applicable.

Transect

Dog path
100 0 100 200 300 Meters

N

Fig. 5.2. Example of a transect in a 40.5-ha plot to monitor greater 
sage-grouse using pointing dogs on Parker Mountain, Utah, 
2009. Data were collected using Garmin™ Astro GPS units. 
Transect line spacing was designed to reduce redundancy in the 
dog’s path and to allow for distance sampling procedures. A 
problem with this design is that grouse detected at the corners 
do not have a perpendicular distance to transect line.
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point may be a poor assumption, as the distance between 
the bird and an established point can vary considerably 
among individual dogs. In the authors’ experience, many 
pointing dogs move well past the location of  initial scent de-
tection to approach the bird more closely. 
 Upland game bird productivity has been commonly as-
sessed using dogs to locate hens and their broods (Table 
5.2). This method is preferred, as observers without dogs of-
ten underestimate brood size (Novoa et al. 1996, Schroeder 
1997, Dahlgren et al. 2010). Similarly, Dahlgren et al. (2010) 
reported that greater sage-grouse (Centrocercus urophasianus) 
chicks were detected more frequently using dogs compared 
to an observer walking alone. Individual chicks are located 
by the dog once the general location of  the brood is found. 
Chicks have a tendency to hold tight and let observers pass 
by without flushing. Once a brood hen is located, a dog can 
be kept in close proximity to her location and can quickly 
(10 min) find the vast majority of  chicks (Dahlgren et al. 
2010). 
 Habitat use and breeding characteristics of  various up-
land game bird species also have been studied with the aid 
of  dogs. Baxter and Wolfe (1968) used dogs to evaluate 
pheasant (Phasianus colchicus) brood cover use in Nebraska. 
Hines (1986) used dogs to monitor flock characteristics, 
movement patterns, and home range of  sooty grouse (Den-
dragapus fuliginosus) in British Columbia, Canada. Novoa et al. 
(1996) determined that pointing dog surveys provided better 
estimates of  capercaillie (Tetrao urogallus) production than 
did routes carried out by observers alone. Dogs also have 
been used to determine breeding status. Hannon and Eason 
(1995) used dogs to assess the pairing status of  male willow 
ptarmigan by searching their territories for females. Thus, 
for general distribution and abundance, dogs can greatly in-
crease searcher efficiency and area covered.
 Nest searches for gallinaceous and other ground nesting 
birds have been conducted using the aid of  dogs (Table 5.2). 
Flint and Grand (1996) used dogs to search for northern pin-
tail (Anas acuta) nests in Alaska. Byrkjedal (1987) used point-
ing dogs to locate nests of  shorebirds (greater golden-plover 
[Pluvialis apricaria] and Eurasian dotterel [Charadrius morinel-
lus]) in Norway. Specific species’ reaction to nest disturbance 
should be considered when using dogs for nest searches. For 
instance, some species, such as northern pintail (Flint and 
Grand 1996) and spruce grouse (Falcipennis canadensis; Kep-
pie and Herzog 1978), will return to a nest following distur-
bance by a dog, whereas others, like greater sage-grouse, 
may be prone to abandonment if  flushed from a nest, espe-
cially during laying and early incubation (Patterson 1952). 
Most sage-grouse researchers avoid flushing the hen from 
the nest because of  concerns about observer-induced nest 
abandonment (Fischer et al. 1993, Sveum et al. 1998, Wik 2002, 
Chi 2004, Holloran and Anderson 2005, Kaiser 2006, Baxter 
et al. 2008). Indeed, those who have flushed sage-grouse 
hens from their nests reported comparatively lower nest 

success rates (Herman-Brunson 2007, Moynahan et al. 2007). 
For species whose nest ecology is poorly understood, nest 
success rates should be carefully monitored for disturbed 
and undisturbed nests to determine whether the use of  dogs 
is acceptable for that species.
 Monitoring wildlife management actions is an impor-
tant strategy for assessing practices and applying adaptive 
management. Dogs can be used to facilitate monitoring ac-
tivities. Martin (1970) used dogs to assess greater sage-grouse 
use of  chemically controlled sagebrush (Artemisia spp.) areas 
in Montana. Similarly, Dahlgren et al. (2006) used pointing 
dogs to monitor greater sage-grouse use of  chemically and 
mechanically treated mountain big sagebrush (A. tridentata 
var. vaseyana) in late brood-rearing areas in Utah (Fig. 5.3). 
Newborn and Foster (2002) used dogs to count red grouse 
on plots where medicated and nonmedicated grit was ap-
plied to evaluate parasite control. Larsen et al. (1994) used 
dogs to monitor pheasant use of  food plots in South Dakota.
 Dogs have been used for detecting species of conserva-
tion concern, especially where other techniques are ineffi-
cient at detecting species in low abundance and/or patchy 
habitats. They have been used to locate a number of  endan-
gered species in New Zealand for >100 years (Browne et al. 
2006), including the blue duck (Hymenolaimus malacorhyn-
chos), kiwi (Apteryx spp.), and kakapo (Strigops habroptila). 
Detection dogs are an essential part of  little spotted kiwi  
(A. owenii) conservation and data collection in New Zealand 
because of  the difficulty locating nests and young (Colbourne 
1992). A German shorthaired pointer successfully found the 
nests of  yellow rail (Coturnicops noveboracens; classified as a 
vulnerable species) which are notoriously difficult to locate, 
in southern Quebec, Canada (Robert and Laporte 1997). 
Black rail (Laterallus jamaicensis), another difficult bird to 
locate, have been found using a German shorthaired pointer 
(R. Elmore, unpublished data). Cablk and Heaton (2006) tested 
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Fig. 5.3. Example of greater sage-grouse use data collected with 
pointing dogs in 40.5-ha experimental plots on Parker Mountain, 
Utah, 2003–2004 (see Dahlgren et al. 2006). These data show a 
preference for tebuthiuron (Spike®; an herbicide) treated plots 
for both grouse in general and broods specifically. Using dogs 
allowed the classification of sage-grouse by age and sex, which 
benefited this project specifically designed to improve late brood-
rearing habitat.



u s e  o f  d o g s i n  w i l d l i f e  r e s e a r c h a n d m a n a g e m e n t   147

the efficacy and reliability of  dogs to locate the United 
States federally listed desert tortoise (Gopherus agassizii) 
above and below ground in the Mojave Desert of  the south-
western United States in various climate conditions. They 
reported that dogs found 90% of  the known population and 
located smaller tortoises than human observers were able to 
detect. They also suggested using dogs to conduct distance 
sampling and mark–recapture techniques for this species. 
Dogs have been used to locate ringed seal (Phoca hispida) 
subnivean structures in the arctic for studies on characteris-
tics of  seal predation and territory size (Lydersen and Gjertz 
1986, Furgal et al. 1996).
 Dogs can be used to locate unknown grouse leks (D. 
Dahlgren and R. Elmore, unpublished data; Fig. 5.4). Al-
though leks are generally easy to locate during the first few 
hours of  the day when the birds are actively displaying, the 
window of  time the birds display is fairly narrow. However, 
males typically use cover near the lek most of  the day. Using 
pointing dogs that can cover large areas quickly is an ideal 
method of  locating these males. Once a large number of  male 
grouse are flushed, the researcher can mark the location 
and come back during display periods to do a visual count 
and determine the precise location of  the lek. This method 
extends survey time in areas with unknown lek locations.

SPECIMEN AND CARCASS COLLECTION

The use of  dogs to detect carcasses has many wildlife man-
agement and research applications involving human–wild-
life interactions. Examples include detecting mortality from 
collisions with manmade structures, poisons, or disease 
events. The use of  dogs around wind farms is proving to be 
particularly beneficial to determine impacts on avian and 
bat species. Additionally, dogs can be allies in the search for 
bird carcasses due to mortality from pesticide use, especially 
in dense cover (Homan et al. 2001). Finley (1965) used dogs 
to help locate birds that were affected by use of  an insecti-
cide in a Montana forest. Homan et al. (2001) reported that 
dogs found 92% of  house sparrow (Passer domesticus) car-
casses compared to 45% by human searchers, and dogs pro-
vided a greater searching efficiency per unit time. Because 
scavenging rates may be high in many areas, the ability of  
dogs to locate carcasses quickly can be beneficial (Homan et 
al. 2001). Accordingly, dogs have been successfully used to 
search for lesser prairie chicken (Tympanuchus pallidicinctus) 
fence strike mortalities in Oklahoma (R. Elmore, unpub-
lished data). Dogs also may be used to search for birds dying 
from natural causes ( Jenkins et al. 1963). Dogs have been 
used to collect ducks with botulism and were able to be 
trained to select live specimens (Zwickel 1980).
 Arnett (2006) used Labrador retrievers to assess the abil-
ity of  dog–handler teams to recover dead bats (and birds) 
during fatality searches typically performed at wind energy 
facilities to determine fatality rates for birds and bats (Fig. 

5.5). Dogs found 71% of  bats used during searcher-efficiency 
trials at one site and 81% of  those at a second site, com-
pared to 42% and 14% for human searchers. Dogs and hu-
mans both found a high proportion of  trial bats within 10 m 
of  the turbine, usually on open ground (88% and 75%, re-
spectively). During a 6-day fatality search trial at 5 turbines 
at a wind facility, the dog–handler teams found 45 bat car-
casses, of  which only 42% (n = 19) were found during the 
same period by humans. In both trials humans found fewer 
carcasses as vegetation height and density increased, whereas 
dog–handler teams search efficiency remained high. Arnett 
(2006) suggested that broad-scale use of  dogs to monitor fa-
talities at wind facilities may be difficult to implement, espe-
cially at large facilities, where several trained dogs and han-
dlers would be required. However, dogs could easily be 
employed to (1) survey smaller facilities (generally those 
with 20 turbines), particularly when low-visibility habitats 
prevail; (2) confirm specific questions regarding individual 
or small numbers of  turbines for any facility (e.g., confirm 
whether bats are killed at nonoperational turbines or mete-
orological towers); or (3) obtain more precise and accurate 
estimates of  fatality when testing and comparing different 
approaches to reduce bat fatalities at wind turbines.
 Beyond finding carcasses, there are opportunities to use 
dogs to locate and capture animals. Small dogs have been 
used to bring fox pups from dens (Zwickel 1980). Small dogs 
also have been commonly used by the U.S. Department of  
Agriculture’s Wildlife Services to lure coyotes (Canis latrans) 
into gun range for control (M. Conover, Utah State Univer-
sity, personal communication). Further, Johnson (1970) re-

Fig. 5.4. German shorthaired pointers pointing greater sage-
grouse while researchers search for unknown lek (display) sites  
in the spring in northwestern Utah. Using dogs for this purpose 
can extend the survey time beyond the grouse display period by 
locating males using habitat near lek sites. Once males are 
located, researchers can come back during display periods and 
determine the exact location of the lek.
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ported that raccoons (Procyon lotor) captured using dogs pro-
vided the most unbiased and representative diet samples, 
compared to trap-caught animals. Often when nuisance wild- 
life requires extermination, wildlife agencies will employ 
dogs (usually hounds) to track individual animals (M. Conover, 
personal communication). Mecozzi and Guthery (2008) de-
scribe characteristics and behaviors of  walk-hunters and 
dogs pursuing northern bobwhite in Oklahoma and Mis-
souri. Shupe et al. (1990) used pointing dogs to facilitate har-
vest of  northern bobwhite in a study on the vulnerability of  
sex and age of  this species. Hardin et al. (2005) used hunters 
and pointing dogs to spatially analyze northern bobwhite 
hunting using models that predict daily harvest. By using 
such models, better understanding and management of  quail 
hunting can be achieved. The use of  dogs to harvest wildlife 
in indigenous Neotropical villages in Nicaragua was a signif-
icant predictor of  species composition in harvest, and the 
advantage of  using dogs was their ineffectiveness at pursu-
ing species that were vulnerable to overharvest, such as tree 
dwelling species (e.g., primates), that are much more diffi-
cult to detect with dogs (Koster 2008).

SCAT DETECTION

An emerging field in wildlife work is the use of  scat detec-
tion dogs for research and management (Fig. 5.6). An exten-
sive overview of  scat detection dogs is found in MacKay et al. 
(2008) and Hurt and Smith (2009). Based on these 2 main 
sources and several other recent works, we provide a detailed 
summary of  dogs used for scat detection.
 Early uses of  scat dogs involved finding scats of  such spe-
cies as black-footed ferrets (Mustela nigripes; Dean 1979, 
Winter 1981); wolves, coyotes, black bears (Ursus america-
nus; P. Paquet, University of  Calgary, unpublished data); and 
lynx (Lynx Canadensis; U. Breitenmoser and C. Breitenmoser-
Wursten, International Union for Conservation of  Nature 
Species Survival Commission, Cat Specialist Group, unpub-
lished data) to help biologists obtain presence, diet, and 
other information on populations. In the 1990s, the new 
benefit of  gleaning DNA information from scat—such as 
individual presence and movement, sex ratios, relatedness, 
habitat selection, and home ranges (Kohn and Wayne 1997) 
—led to a more formalized and systematic approach to us-
ing scat detection dogs (MacKay et al. 2008). In Washington, 
wildlife researchers and a professional narcotic-detection 
dog trainer joined forces and applied training techniques 
similar to narcotic, cadaver, and search-and-rescue disciplines 
to scat-detection dog methodology (MacKay et al. 2008; 
Hurt and Smith 2009). Their formally trained dogs were 
then used to search for scats of  bear and other carnivores in 
the Okanogan National Forest (S. Wasser, B. Davenport, 
and M. Parker, Okanogan National Forest, Washington, un-
published data). Subsequently, this research team used scat 
detection dogs to locate brown (U. arctos) and black bear 
scat over a 5,200-km2 area in Alberta, Canada, and reported 
that dogs reduced bias in collection methods (Wasser et al. 

Fig. 5.5. Researcher Ed Arnett, Bat Conservation International, 
searches for dead bats and birds beneath wind turbines with his 
Labrador retriever at a facility in south-central Pennsylvania.

Fig. 5.6. After alerting her handler to bear scat (upper center of 
photo) by sitting next to the sample, the scat detection dog now 
ignores the scat. She chews on her reward toy while her handler 
prepares to label and collect the sample.
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2004). In their study, scat found by dogs helped identify indi-
vidual bears and sex ratio as well as habitat use patterns, 
and it provided indices of  physiological stress and reproduc-
tive activity. 
 Many dogs have been trained with a similar professional 
approach to locate scats of  target species and ignore others 
both on land and in water (MacKay et al. 2008; Hurt and 
Smith 2009). In California, Smith et al. (2003a) compared 
detection and accuracy rates of  4 dogs trained to find scats 
of  San Joaquin kit fox (Vulpes macrotis mutica) and demon-
strated that dogs could provide large, accurate sample sizes 
of  fox scat for DNA population analyses. They also showed 
that 1 dog with the lowest detection rate for kit fox scat still 
equaled the detection rate of  2 experienced humans. Smith 
et al. (2005) found that scat-detection dog surveys were suc-
cessful in San Joaquin kit fox population areas that varied in 
both relative fox density and vegetation type. In addition, 
other studies using dogs to locate San Joaquin kit fox scat 
provided current information on status, sex ratio, related-
ness, movement patterns, scent marking, and size of  home 
range (Ralls and Smith 2004; Smith et al. 2006a, b). 
 Long et al. (2007a, b) used scat detection dogs in Vermont 
to simultaneously locate scat of  black bear, fisher (Martes 
pennanti) and bobcat (L. rufus). Dogs proved effective for col-
lecting detection–nondetection data on these three species 
(Long et al. 2007a) and compared to remote cameras and 
hair snares yielded the highest raw detection rate and proba-
bility of  detection for each species plus the greatest number 
of  unique detections (Long et al. 2007b). Beckmann (2006) 
used dogs over multiple years to simultaneously locate scat 
of  black bear, grizzly bear (U. a. horribilis), wolf, and moun-
tain lion (Puma concolor) in Idaho and Montana. DNA from 
scat combined with location data identified areas that can 
support these four species at low densities over time (Beck-
mann 2006). In New Mexico, a dog trained to find bobcat 
scats produced approximately 10 times the number of  bob-
cat detections than did remote cameras, hair-snares, and 
scent stations, suggesting the appropriateness of  this method 
for population monitoring of  bobcats (Harrison 2006). Scat 
detection dogs also have worked well from boats. Rolland  
et al. (2006) used dogs to locate scats of  North Atlantic right 
whales (Eubalaena glacialis) and found rates of  scat collec-
tion with dogs were >4 times higher than with opportunis-
tic methods. Thus, the use of  dogs ensured the required 
number of  samples needed to conduct endocrine, disease, 
genetic, and biotoxin studies was obtained.
 Scat detection dogs also have been used in international 
research. In Brazil, data from dog-collected scat is helping 
develop species distribution and landscape models for maned 
wolf  (Chrysocyon brachyurus), jaguar (Panthera onca), moun-
tain lion, giant anteater (Myrmecophaga tridactyla), and giant 
armadillo (Priodontes maximus; C. Vynne, University of  Wash-
ington, personal communication). Moreover, DeMatteo et al. 
(2009) reported that a dog could successfully locate scats of  

the bush dog (Speothos venaticus) in dense forest vegetation 
in Argentina, thereby offering an opportunity to obtain data 
needed for developing conservation strategies. 
 In controlled laboratory settings, scat detection dogs have 
been used for their scent discrimination abilities to match 
species or individuals from scat samples. This use of  dogs 
can potentially help avoid costly genetic analysis and pro-
vide reliable information for mark–recapture methods (Smith 
et al. 2003a, Kerley and Salkina 2007, Wasser et al. 2009). On 
the species level, dogs showed promise in being able to dif-
ferentiate scats of  grizzly and black bear (A. Hurt, unpub-
lished data); bobcat and sympatric carnivores, such as fox 
and coyote (Harrison 2006); and San Joaquin kit fox from 
red fox (V. vulpes; Smith et al. 2003a). However, accuracy 
rates for dogs at this task can be affected by individual dog 
aptitude and performance, presence of  target scats in match-
ing test, and a number of  other variables (A. Hurt, unpub-
lished data; Smith et al. 2003a; Harrison 2006). On the indi-
vidual level, Kerley and Salkina (2007) showed that dogs 
were 87% accurate at matching individual Amur tigers (P. 
tigris altaica) with their scats. Most recently, Wasser et al. 
(2009) reported that 3 dogs correctly matched 25 out of  28 
scat samples from individual maned wolves, thus demon-
strating the potential for dogs to assist researchers even more 
in obtaining valuable information from scat. 
 Detection dogs also have been trained to detect guano to 
locate roosting structures used by bats. Field experiments 
were first conducted to identify factors that influence the 
probability of  guano detection by scent detection dogs in 
pinyon–juniper (Pinus spp. and Juniperus spp., respectively) 
woodlands in New Mexico (A. Chung-MacCoubrey, U.S. For-
est Service Rocky Mountain Research Station, unpublished 
data). Detection probabilities were higher for larger quanti-
ties of  scat, and detection probabilities decreased as height 
of  scat increased from ground level to 2 m. There was no  
effect of  dog–handler pair or scat dispersal on detection 
probabilities, but there were significant interactions among 
temperature, scat distance from path, and cumulative work 
time: the probability of  detection decreased with increasing 
values of  these variables. Lower detection probabilities also 
were associated with fatigue (cumulative time worked) and 
time since scat placement. Researchers in Arizona and New 
Mexico (A. Chung-MacCoubrey, National Park Service, C. 
Chambers and L. Mering, Northern Arizona University, and 
C. Vojta, U.S. Forest Service, unpublished data) then tested 
the efficiency of  dog–handler pairs in locating known roosts 
of  bats in ponderosa pine (Pinus ponderosa) snags. Dogs in 
these trials were trained using a blend of  guano from 5 spe-
cies of  bats, and the influence of  weather, characteristics of  
roost trees, roost height, number of  bats, and dog–handler 
pair on the success of  identifying roosts was evaluated. The 
researchers found that dogs located 71% of  known roosts 
and were most successful when roosts had higher numbers 
of  bats and were closer to the ground; there was no differ-
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ence among dog–handler pairs. Building on previous tests, 
these researchers also compared the success of  dogs finding 
bags with varying quantities of  guano (0 g, 5 g, or 20 g) 
placed at different heights (2 m or 6 m) throughout 1-ha 
plots and found that dogs were more likely to find large 
amounts of  guano closer to ground than smaller amounts 
placed higher. The researchers suggested that detection dogs 
are likely to be most effective in woodlands (e.g., pinyon– 
juniper), where bats roost close to ground, or in locating 
ground (e.g., hidden cave) roosts. In summary, scat detec-
tion dogs have and continue to be used for a wide range of  
species in diverse habitats for multiple research purposes. 

CAPTURING AND MARKING WILDLIFE

Capturing and marking of  wildlife is often an essential field 
activity for many research projects. Dogs can provide in-
valuable service to this end (Table 5.2). Some researchers 
have suggested using pointing dogs to capture grouse 
chicks approximately ≤4 weeks of  age; chicks 2 weeks of  
age can be picked up by hand in front of  the dog, but older 
chicks should be captured in front of  the dog using a long-
handled net or noose poles (Hannon et al. 1990; Connelly  
et al. 2000, 2003b). Border collies were used to capture and 
relocate the endangered Aleutian Canada goose (Branta 
canadensis leucopareia) to predator-free islands in Alaska 
(Shute 1990). Dogs in this study were not only more effi-
cient at capturing geese by herding them into nets, but they 
also spared injury to geese and researchers that had oc-
curred prior to using dogs. However, dogs may increase 
mortality during capturing activities (Zwickel 1980), and in-
dividual dogs vary in their ability to aid in the safe capture 
of  wildlife. This variability is largely related to prey drive 
and the level of  control that handlers have over their dogs.
 Large mammalian predators also have been captured 
and marked by using dogs (hounds; Table 5.2). Akenson et al. 
(2001) used hounds to estimate black bear density in Ore-
gon. Hornocker (1970) used hounds to capture and mark 
mountain lions in Idaho for a predation study. Shaw (1989) 
used his many years of  experience to relate the nuances of  
capturing mountain lions with hounds that could be help- 
ful to others capturing and marking large cats. In contrast  
Logan et al. (1999) believed that capturing mountain lions 
with foot-hold snares produced fewer deaths compared to 
traditional methods of  capture—using dogs and immobili-
zation. Germaine et al. (2000) used hounds to monitor pres-
ence–absence data for mountain lions in southwestern Ari-
zona. While focusing on likely habitat, hounds were run off  
horseback, and hound behavior was noted when they de-
tected fresh scent.

STUDIES OF WILDLIFE BEHAVIOR

Studies of  wildlife behavior can be aided by the use of  dogs. 
Zwickel (1980) reported this area of  using dogs in wildlife 

research may have the most potential for growth. Storaas  
et al. (1999) used dogs to simulate mammalian predation on 
capercaillie and black grouse (Tetrao tetrix) nests and broods 
in fragmented habitats. They found that detection distances 
(behavior of  the predator) and reaction-to-predator distances 
(behavior of  the prey) differed between nests and broods 
when using dogs. Miller et al. (2001) used dogs (accompa-
nied by a handler and alone) to measure disturbance behav-
ior of  songbirds (2 grassland species and 1 forest species) 
and mule deer (Odocoileus hemionus) along recreational trails 
and off  trails. They found that wildlife had different responses 
to different treatment stimuli. Sweeney et al. (1971) used 
hounds to chase radiomarked white-tailed deer (O. viginia-
nus) and monitor escape behavior. They found that individ-
ual deer selected different strategies, but most ended up us-
ing bodies of  water in their tactics. Most deer returned to 
their home range within a day, and all deer remained in 
good physical condition. Artificial nest studies are often used 
in avian research, but they can be compromised by predator 
behavior of  following human scent trails (Donalty and 
Henke 2001). Donalty and Henke (2001) used a dog when 
checking artificial nests to test whether the dog’s scent 
could mask human scent and found no difference in treat-
ments and controls.

WILDLIFE DAMAGE MANAGEMENT

Wildlife damage management is an important field due to 
an extensive wildlife–agricultural interface and expansion of  
the human–wildlife interface near urban areas. Dogs have 
been successfully used to target problem animals for cap-
ture, harass animals, and protect domestic animals. Because 
of  the protected status of  brown bears in North America, 
Gillin et al. (1997) suggested using animals specifically bred 
for chasing bear, Laika dogs, for nonlethal management 
when bear–human conflicts occur. Karelian bear dogs also 
have been used for this purpose (see www.beardogs.org;  
C. Hunt, Wind River Bear Institute, unpublished data.). Beck-
mann et al. (2004) evaluated the effectiveness of  nonlethal 
deterrents, including hounds, to manage problem black 
bears in the Lake Tahoe Basin of  the Sierra Nevada range. 
They found that over time, all nonlethal deterrents were in-
effective at keeping nuisance bears from returning to their 
original home ranges. In contrast, dogs were used to suc-
cessfully harass nuisance geese in urban settings (Conover 
and Chasko 1985). Castelli and Sleggs (2000) reported that 
border collies were successful at controlling nuisance Can-
ada geese (Branta canadensis) in New Jersey. Once trained, 
these dogs can be confined to specific areas by use of  elec-
tric fences and shock collars (i.e., invisible fences). This has 
considerable application for golf  courses, which have high 
rates of  wildlife conflicts, particularly with Canada geese 
(M. Conover, personal communication). Dogs also were used 
to reduce damage caused by white-tailed deer to a tree plan-
tation in Missouri (Beringer et al. 1994). Caley and Ottley 
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(1995) tested the effectiveness of  hunting dogs for removing 
feral pigs (Sus scrofa). They found that effectiveness of  dogs de-
creased with increasing group size of  the pigs, and dogs 
were biased toward catching male pigs. These researchers 
found that dogs were only effective for removing pigs fol-
lowing control with other methods.
 Detection dogs have been used in Guam to locate brown 
tree snakes (Boiga irregularis) in outgoing cargo to prevent 
the spread of  this invasive species (Engeman et al. 1998). 
However, the dogs only detected 61–64% of  known planted 
brown tree snakes in an efficacy test (Engeman et al. 2002). 
The handlers’ search pattern did not change between de-
tected and undetected cases, but the dog’s body language 
failed to indicate a snake for the latter. This study demon-
strated a difference in detection based on indoor or out-
door searches. This discrepancy likely occurred because of  
variable scenting conditions outside, or possibly because  
of  training issues, as the dogs experienced more distracting 
stimuli outside.
 Livestock protection dogs have been used for thousands 
of  years in Europe and Asia, but have seen less emphasis in 
the western hemisphere (Green and Woodruff  1980). Smith 
et al. (2000) reported a document written in 150 b.c. on Ro-
man farm management that described the use of  livestock 
protection dogs. European breeds are the most common, 
and Great Pyrenees is probably the most popular breed, 
though many others exist, including the Akbash dog, Anato-
lian shepherd, Komondor, and sarplaninac (Green and Wood-
ruff  1980, Green et al. 1984). Green and Woodruff  (1988) 
provided an overview of  the use of  different breeds and 
their characteristics for livestock protection. Coppinger et al. 
(1985) reported that mongrel dogs can make effective live-
stock protectors as well and, historically, have been used for 
this purpose by the Navajo tribes of  the southwestern United 
States. One common ingredient for a successful protection 
dog is raising it among the animals that it is to protect. The 
majority (89%) of  livestock producers using dogs feel they 
are cost effective, and most (80%) individual dogs from the 
breeds mentioned above become reliable protection dogs 
(Green et al. 1984). Andelt and Hopper (2000) showed that 
protection dogs reduced domestic sheep depredation in Col-
orado and that producers without dogs lost 2.1 and 5.9 times 
(depending on year) more lambs than did producers with 
dogs. Savings from protection dogs outweigh the cost in 
most cases, and some producers saved up to approximately 
US$14,000 per year with use of  dogs (Green et al. 1984). 

TRAINING AND HANDLING

Training dogs in general is an art form as much as a sci-
ence. All dogs used in wildlife research should have basic 
obedience training (sit, come, stay, heel, etc.) prior to more 
specialized training for their target species. There are many 
different modern and traditional techniques for training 
hunting dogs (e.g., Wolters 1961, Tarrant 1977, Williams 

2002). Training can take place at any age, though young 
dogs (≤2 years) seem most impressionable. Keeping things 
simple and fun (no pressure) for puppies is important. Each 
dog matures at different ages, and a good trainer recognizes 
when to increase the training pressure. The choice to train a 
dog yourself  for specialized work is a personal one. Often a 
working relationship or bond develops during training that 
can reward the trainer with a morale boost and a partner 
with excellent skills, if  done properly. If  commitment (of  
time, space, expertise, and desire) is lacking, the training 
and its incomplete results can often be the most frustrating 
aspect of  using a dog in wildlife work. Another option is to 
obtain a partially or fully trained dog, though upfront costs 
are generally higher than those for a puppy. If  personal 
training is an issue, hiring a professional dog trainer is an al-
ternative to get the dog to perform tasks according to spe-
cific project needs. However, after ensuring the professional 
trainer understands these specific needs, the researchers us-
ing the dogs need to work with the trainer, so the dog will 
respond to them as consistently as it does to the trainer. 
 This requirement presents an inherent problem for wild-
life research work. Research projects often rely on graduate 
students, who may be working on the project for only 2–4 
years. These temporary situations may conflict with com-
mitted dog ownership (unless the graduate students have 
their own dogs), because the life span for most working 
breeds generally ranges between 8 and 12 years. Therefore, 
it may be preferable for a principal investigator—rather than 
the university or agency—to have ownership of  the animal. 
Trained dogs can then be used as needed by field personnel. 
In our experience, university and agency ownership adds 
considerably to the burden of  using dogs in research, as in-
stitutional requirements become very restrictive. 
 Another option is to use volunteers from local hunting 
dog or conservation groups. Such organizations as the North 
American Versatile Hunting Dog Association or AKC breed 
clubs have chapters throughout North America and may 
provide volunteers with highly trained dogs. We caution that 
dogs and handlers vary greatly, and it may be difficult to en-
sure quality data collection. Specific protocol must be estab-
lished and adhered to. However, for general presence–absence 
studies or animal capture, they can be extremely beneficial. 
Additionally, in some cases volunteers could be used to de-
termine density or indices to density of  animals, such as in 
an evaluation of  habitat treatments (Dahlgren et al. 2006).
 Use of  modern electronic collars (e-collars; the authors 
have successfully used products from the following compa-
nies: Tri-tronics, Tucson, AZ; and Dogtra, Torrance, CA) can 
be helpful for training purposes (e.g., Dobbs et al. 1993).  
E-collars are a humane and effective method for dog train-
ing if  used properly. If  used improperly, e-collars are destruc-
tive to both the training process and the dog’s personality 
and drive. The most common mistake people make when 
using e-collars is delivering correction from the e-collar 
prior to the dog’s complete understanding of  the command. 
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A dog must know it disobeyed a command before stimula-
tion from the e-collar can be effective. This understanding 
from the dog comes from consistent repetitive training ses-
sions prior to e-collar stimulation. Without this understand-
ing, training with an e-collar is completely ineffective. Addi-
tionally, dogs vary in how they respond to e-collars. For 
some dogs, it may not be an effective tool.
 Scat detection dogs are motivated by different factors 
than many dogs trained to find live animals; pointing dogs, 
for example, have instincts for bird detection that training 
will hone. In contrast, scat detection dogs are obsessively  
eager to receive a reward (usually toy-play or food) and are 
taught to seek a target of  no inherent interest by learning 
that finding that target will result in getting the reward. This 
noninstinctual reward-based system relates to other differ-
ences between scat detection dogs and other wildlife dogs: 
breed is largely irrelevant and dogs may be taught to detect 
many targets at once. In all documented studies to date, scat 
detection dogs have varied by sex, age, and breed (pure and 
mixed; e.g., Australian cattle dog, Australian shepherd, Bel-
gian malinois, border collie, German shepherd, golden re-
triever, Labrador retriever; Table 5.1). Of  great interest to 
biologists is that scat detection dogs have the ability to be 
trained to multiple species, cover large search areas, and lo-
cate cryptic or hard-to-find scats of  rare and common spe-
cies. Furthermore, scat detection dogs have been successful 
in cross-training to detect live animals as well as invasive and 
rare plants (Cablk and Heaton 2006; Goodwin et al. 2006). 
In fact, with some live-animal detection, it may be favorable 
to work a dog with less prey drive and thus less inherent in-
terest in the target (see Calbk and Heaton [2006] for detailed 
information on training and handling dogs for locating des-
ert tortoise).
 Without breed preferences or instinctual interests as a 
guide, selecting dogs with a specific set of  traits is para-
mount for successfully training a dog for scat detection. De-
sirable traits, or “drives,” in a scat detection dog are similar 
to those in one selected for narcotic or cadaver detection, 
but the ideal proportion of  these qualities may differ from 
dogs better suited for other detection disciplines. The rele-
vant drives and characteristics (and ideal drive strength) are 
pack drive (moderate), play drive (extremely high) or food 
drive (extremely high), hunt or search drive (extremely high), 
prey drive (low to moderately high), work ethic (extremely 
strong), and nerve strength to handle stress and new stimuli 
(moderate or greater). Scat detection dogs contend with rug-
ged physical environments, like all other wildlife dogs, and 
so the most versatile and low maintenance dog will be heat 
tolerant, moderately sized, agile, and fit (Hurt and Smith 
2009). 
 Training is similar to other detection disciplines and con-
sists of: (1) imprinting the target odor so the dog under-
stands that smelling the target results in receiving the re-
ward, (2) training an “alert” (e.g., sit or bark) the dog is to 

perform upon locating the scent, (3) developing interactive 
search behavior with the handler, and (4) maintaining fi-
delity to the target scent. Because individual dogs vary 
considerably, the selection criteria are strict, and training is 
intense, not all candidates that begin training end up being 
used for official work; one dog out of  200–300 will be se-
lected to begin training, and of  those selected, 40% be-
come field ready (Hurt and Smith 2009). For additional  
selection and training information for scat detection, see 
Smith et al. (2003a), Wasser et al. (2004), and Hurt and 
Smith (2009).
 Arnett (2006) trained Labrador retrievers to locate dead 
bats by seeding a 10 m × 25 m belt transect with bat car-
casses representing different species and in varying stages of  
decay. The dog was rewarded with a food treat if  it per-
formed the task of  locating a trial bat, sitting or at least 
stopping movement when given a whistle command to do 
so, and leaving the carcass undisturbed. Arnett (2006) chose 
to begin formal testing based on his perception of  the dogs’ 
quickening response to the scent of  trial bats, their response 
to commands, and their ability to consistently find all trial 
bats during their last few days of  training.

SPECIAL CONSIDERATIONS

Reporting research results is a special consideration when 
using dogs for wildlife studies. Here the researcher must de-
scribe the specific attributes of  the dogs used and steps 
taken to control bias and variance among dogs. It is not ade-
quate to simply state that dogs were used in a certain man-
ner to collect data. Specific information needs to be reported, 
such as breed, temperament (prey drive), range (average 
and maximum), and ground coverage (average velocity, re-
dundancy in pattern) of  the individual dogs. Although this 
requirement may seem a radical departure from traditional 
research involving humans, it is necessary when using dogs. 
For human researchers we often have established protocols 
to attempt to eliminate observer bias. Removing bias is more 
difficult to achieve with dogs, as they do not completely un-
derstand research intent. For example, a dog’s range is unique 
to that animal, as is its velocity of  travel. Although the han-
dler can take steps to control for these variations, such as  
selection of  individuals and monitoring range, there are  
limitations on what can be controlled, and any 2 dogs will 
behave differently. Therefore, studies using the same meth-
odologies, but with different types of  dogs could vary con-
siderably in their results. This variability does not necessar-
ily result in poor studies, but for a researcher attempting to 
replicate the work, it becomes problematic. However, if  
specific characteristics of  the dog(s) are explicitly described, 
the reader can more accurately infer results and design fu-
ture research that is comparable. This practice should be 
considered true disclosure, just as with any study where po-
tential limitations are described.
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 We believe future research needs for using dogs in wild-
life studies could be enhanced by considering the following 
information. First, the effects of  scenting conditions are in-
herently difficult to deal with and have rarely been modeled. 
By quantitatively assessing these environmental factors, bet-
ter data and a greater understanding of  scenting condi-
tions can be gathered. Second, with an increase in the use 
of  probability detection techniques, it will be important to 
know how detection rates may vary by species and individ-
ual dogs. Third, we have described various techniques for 
using dogs to obtain density estimates. Efficacy studies on 
techniques using dogs have been rare in wildlife research, 
and there is a need for more work assessing the accuracy of  
these methods. 

SUMMARY

Although dogs have been used in wildlife management and 
research for many years, there has not been a synthesis of  
this work, and their use has largely been conducted by trial 

and error on the part of  individuals. We have synthesized 
the vast array of  useful applications of  dogs in the field of  
wildlife management and research. We hope this chapter 
will not only serve as a reference for field practitioners, but 
also will stimulate new applications of  dogs in our field. 
Dogs have limitations, and there are special considerations 
in using them, just as for any technique or tool. Despite 
their limitations, they provide the wildlife professional with 
abilities that cannot be otherwise replicated. 
 The authors’ experience and the available literature indi-
cate that dogs are truly an underutilized tool. We hope that 
professionals find this information useful and consider meth-
ods using dogs to better manage wildlife resources. In many 
instances, the dogs can lend superior skills that lead to bet-
ter data in the field of  wildlife research and management. 
Advances in techniques from scat detection to GPS technol-
ogy increase the value of  dogs for wildlife work. Consistent 
and proper training cannot be overemphasized when con-
sidering dogs for use in data collection. “Man’s best friend” 
may in fact be a biologist’s best asset.
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INTRODUCTION

WILDLIFE BIOLOGISTS H AVE potential for field encounters with 
wildlife mortality or morbidity incidents as a result of  routine moni-
toring of  an area or a call from the general public. Mortality is an inci-

dence of  death in a population, whereas morbidity is an incidence of  sickness or ill 
health. Wildlife mortality or morbidity can be due to natural or accidental causes, 
disease, or exposure to environmental contaminants. Every year, species of  wildlife 
are subject to exposure to a myriad of  different chemical contaminants that make 
their way into the environment. These chemical contaminants include pesticides, 
metals or metalloids, organics, inorganics, pharmaceuticals, and a wide variety of  
other compounds in air, soil, sediment, water, plants, and wild and domestic ani-
mals. If  organisms are exposed to contaminants, there may be no resulting visible 
effects, suggesting that there were no effects of  exposure, or that if  there was a neg-
ative effect, it was not apparent. However, there may be visible effects from expo-
sure to chemical contaminants, indicating that it caused sickness or was lethal to 
wildlife species.
 Understanding contaminant impacts on wildlife includes determining parame-
ters, such as species (or higher taxa) involved, trophic level of  the species involved, 
chemical(s) involved, route(s) of  exposure, signs of  intoxication, fate and transport 
(movement) through the environment, environmental compartment (media), and 
environmental persistence. Not all classes of  contaminants pose the same level of  
risk to all taxonomic groups of  animals. For example, mammals may be relatively 
less sensitive than birds or reptiles to environmental contaminants due to their  
evolutionarily more advanced detoxification enzyme systems. The physical and 
chemical properties of  the chemical (e.g., lipid solubility, water solubility, environ-
mental persistence, and volatility), level of  toxicity, route(s) of  exposure, and tro-
phic level (first use) of  the animal all affect which taxonomic groups may be more 
susceptible to different classes of  contaminants. The trophic level at which the ani-
mal feeds is a major factor in contaminant exposure: animals at higher trophic lev-
els are more susceptible to bioaccumulation and biomagnification of  contaminants. 
Bioaccumulation is the process by which chemicals accumulate in an organism at 
a rate faster than they can be metabolized and excreted. Biomagnification is the re-
sult of  the process of  bioaccumulation and biotransfer, by which tissue concentra-
tions of  a contaminant increase as it moves up the food chain through 2 or more 
trophic levels. Herbivorous species may be less susceptible to the effects of  contam-

Identifying and Handling 
Contaminant-Related Wildlife 
Mortality or Morbidity
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inant exposure—they are better adapted for detoxifying for-
eign chemicals (xenobiotics), because they routinely en-
counter natural plant toxins (secondary plant compounds) 
in their diet that require similar detoxification (Vangilder 
1983, Ray 1991). Species that feed on soil invertebrates will 
be more susceptible to exposure to contaminants, such as 
metals, that remain in soil for long periods of  time. 
 The behavior of  sick or intoxicated animals and their lo-
cation and numbers may be indicative of  different classes of  
contaminants. Once the class of  contaminant is identified, 
characteristics of  the class or the specific contaminant will 
affect what type, where, or how many environmental sam-
ples should be collected, and how long after the incident has 
been discovered the site should be monitored. On discovery 
of  a field mortality or morbidity incident suspected to be 
caused by environmental contaminants, there generally is 
little time to plan and conduct a research study of  the inci-
dent. The available time for collecting evidence, such as tis-
sue samples and/or other environmental media (plants, soil, 
water, sediment, or air) is often a matter of  hours to a few 
days. Chemicals decompose, tissues decay or desiccate, and 
carcasses are readily scavenged, all of  which greatly affect 
time available for sampling. 
 The objective of  this chapter is to provide guidelines  
for field biologists to assess wildlife mortality or morbidity 
incidents and sampling techniques useful in detection and 
documentation of  environmental contaminants impacting 
wildlife. Previously, there was difficulty finding published 
procedures for handling wildlife mortality or morbidity inci-
dents. Few specific criteria are available for conclusive diag-
nosis of  wildlife poisoning, other than correlation of  effects 
with chemical residues in critical tissues. Here, we include 
safe, proper field techniques for collecting, handling, and pre-
serving environmental samples for biological assays or chem-
ical analyses as well as where to look for more information 
on wildlife mortality or morbidity (Box 6.1). Because time is 
short and field data and samples are critical, assistance from 
others with experience in handling contaminant-related is-
sues can be important to gain a full understanding of  the 
entire incident. Careful documentation of  the mortality or 
morbidity incident is necessary, including detailing the ap-
pearance of  affected individuals, species involved, and likely 
scenarios leading to the incident.

ENVIRONMENTAL CONTAMINANTS

Human activities have resulted in the pervasive and dy-
namic nature of  contaminants in our environment. Al-
though environmental contamination increased sharply 
with the rise of  the Industrial Revolution in the mid- to late 
1800s, the presence of  contaminants in the environment has 
accelerated greatly since the 1940s. For example, pesticide 
use in the United States increased more than 10-fold, and 
chemical and mining industries have continued their exten-

sive operations during the post-war economic growth. The 
United States is the major producer, user, and exporter of  
pesticides in the world. In 2001, 2.26 billion kg of  active in-
gredient of  toxic chemicals were used as pesticides in the 
United States (Kiely et al. 2004), increasing annually from 
2.02 billion kg used in 1994 (Aspelin 1997). The United States 
also is the major producer, user, and exporter of  organic 
and inorganic chemicals. In 2002, the estimated volume of  
the top 50 chemicals produced by the chemical industry in 
the United States was 837 billion kg (Chenier 2003), up from 
>340 billion kg in 1995 (Chemical and Engineering News 
1996). The United States produces or imports about 3,000 
different organic chemicals of  >454,000 kg each on an an-
nual basis; 43% of  these chemicals have no data available on 
basic toxicity, and only 7% have a full set of  basic toxicity 
data (U.S. Environmental Protection Agency 1998b). The 
United States also is a major world producer of  metals and 
minerals. In 2004, there were 14,478 active mines in the 
United States (up from 13,925 in 2001), and the annual per 
capita consumption rate of  newly mined metals and miner-
als reached 21,319 kg in 2004 (National Mining Association 
2009), up from 20,870 kg in 2002 (National Mining Associa-
tion 2004). The high level of  production of  these industries 
in the United States resulted in 1.9 billion kg of  toxic chemi-
cals released into the air, land, water, and underground in 
2007 (Office of  Environmental Information 2009a); 35,274 
chemical and oil spills in 2007 (U.S. Department of  Trans-
portation 2009); 1,263 Superfund hazardous waste sites (Of-
fice of  Environmental Information 2009b); 40,000 CERCLIS 
(Comprehensive Environmental Response, Compensation, 
and Liability Act of  1980; http://www.epa.gov/tp/laws/cercla 
.htm) hazardous waste sites; and an estimated 350,000 con-
taminated commercial or industrial sites and 482,166 leak-
ing underground storage tanks across the country (Office of  
Solid Waste and Emergency Response 2004). Because of  this 
great potential for chemical contaminants in the environ-
ment, it is inevitable that individuals of  a variety of  different 
wildlife species will be exposed, and some will become sick 
and/or die.
 The U.S. Environmental Protection Agency reports that 
state wildlife agencies in the United States annually receive 
about 3,800 reports of  pesticide-related fish, wildlife, and 
plant incidents (American Society for Testing and Measure-
ment 1997). These reports indicate that pesticide use can pose 
considerable risk to nontarget species, particularly birds and 
fish. Most reported incidents are a result of  exposure to insec-
ticides and rodenticides, and not herbicides, fungicides, or 
other pesticides. The greatest number of  wildlife mortality or 
morbidity incidents has been reported for anticholinesterase 
(anti-ChE; organophosphorous and carbamate) insecticides 
and anticoagulant rodenticides. Anticholinesterase insecti-
cides are chemicals that inhibit the enzyme ChE found in 
synapses of  the nervous system, resulting in overstimulation 
of  muscles. Anticoagulant rodenticides are chemicals that 
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block the vitamin K cycle, thereby resulting in an inability to 
produce essential blood clotting factors. There is evidence 
from field investigations that many pesticides in these 2 cate-
gories still on the market today have caused confirmed wild-
life mortalities and that avian mortality occurs regularly and 
frequently in agricultural fields across North America (Mineau 
2002).
 In Europe, a large investigation of  terrestrial wildlife mor-
tality incidents involving pesticides in 18 countries was con-

ducted from 1990 to 1994 (deSnoo et al. 1999). There were 
high numbers of  wildlife mortality incidents in France, The 
Netherlands, and the United Kingdom, all countries with  
intensive agricultural programs. Most reported incidents 
were due to deliberate abuse of  pesticides, with few mortal-
ity incidents reported for normal agricultural use (deSnoo 
et al. 1999). Their conclusion that reporting of  wildlife mor-
tality incidents was not a reliable tool for obtaining an un-
derstanding of  the occurrence of  wildlife mortality inci-



i d e n t i f y i n g a n d h a n d l i n g c o n ta m i n a n t-r e l at e d w i l d l i f e  m o r ta l i t y  o r  m o r b i d i t y   157

dents from agricultural pesticide use is most likely valid 
worldwide. 
 Deleterious effects of  pesticides on wildlife include death 
from direct exposure and secondary poisoning from con-
suming contaminated prey; reduced survival, growth, and 
reproductive rates from exposure to sublethal dosages; and 
habitat reduction through elimination of  food resources and 
refuges. Sublethal effects are those that serve to debilitate 
an exposed organism. In the United States, approximately 3 
kg of  pesticide/ha are applied to about 160 million ha of  
land annually (Pimentel et al. 1997). With a large portion of  
the land area subjected to large quantities of  pesticide appli-
cations, the impact of  pesticides on wildlife could be pre-
dicted to be substantial (Pimentel et al. 1992). However, few 
attempts have been made to estimate the overall magnitude 
of  pesticide effects on wildlife species over a large geo-
graphic scale. An existing estimate for effects on birds is sub-
stantial (Pimentel et al. 1992), but it does not include such 
factors as bird losses caused by poisoning of  invertebrate 
prey, eggs or chicks left to die when adults are killed, and 
those birds suffering neurological effects that move from 
the area to places where they cannot reproduce or survive 
their exposure(s). The occurrence of  these effects has been 
documented (Pimentel et al. 1992, Hill 1999) following pes-
ticide application, but their importance to a population at 
the species or regional level has not been quantified. 
 In addition to pesticides, exposure to other chemicals 
also can serve as major sources of  wildlife mortality and 
morbidity. These chemicals include metals and metalloids 
(Fairbrother et al. 1996, Goyer and Clarkson 2001, Hoffman 
et al. 2003), organic chemicals (Friend and Franson 1999, 
Bruckner and Warren 2001, Rice et al. 2003), cyanide associ-
ated with gold mining (Henny et al. 1994, Eisler et al. 1999), 
white phosphorus associated with military use (Sparling 
2003), pharmaceutical drugs (Friend and Franson 1999, Oaks 
et al. 2004), and natural plant or animal toxins (Norton 
2001, Russell 2001). 
 The full extent of  wildlife mortality from contaminants 
is difficult to assess, because wildlife species are often secre-
tive, camouflaged, and highly mobile, and they may live in 
dense habitat. Typical field studies of  the effects of  pesti-
cides often obtain low estimates of  mortality, because car-
casses disappear rapidly, well before they can be found and 
counted. Field studies rarely account for animals that die 
away from treated areas, and many individuals often hide 
and die in inconspicuous locations. Studies have demon-
strated that only 50% of  dead or moribund birds are recov-
ered, even when their location is known (Mineau and Col-
lins 1988). Carcass searches are rarely done and, even more 
rarely, done properly. Most carcasses disappear ≤24–48 hours 
post-spray, making documentation difficult (Vyas 1999). When 
known numbers of  bird carcasses were placed in identified 
locations in the field, 62–92% disappeared overnight due to 
scavengers (Balcomb 1986). Kostecke et al. (2001), using re-

mote cameras, documented heavy scavenging of  experimen-
tally placed bird carcasses by mammals (particularly striped 
skunks, Mephitis mephitis) and to a lesser extent by birds. 
This study demonstrates the potential hazard of  secondary 
poisoning and also the need for careful searches for wildlife 
mortality or morbidity following pesticide applications. 
 The full extent of  wildlife morbidity from contaminants 
can be even more difficult to assess, because sick animals 
may move from the area of  exposure or otherwise disap-
pear (e.g., fly from the area or retreat to a burrow), may not 
always demonstrate visible signs of  morbidity, and/or may 
become more vulnerable to predation or other mortality 
factors as a result of  exposure. Sublethal effects are often 
subtle, and exposure to chemical contaminants can impact 
all internal body systems (biochemical, physiological, im-
munological, etc.) that in turn can reduce the fitness and/or 
survival of  exposed individuals. Many chemical contami-
nants—including pesticides, pharmaceuticals, and even nat-
ural plant chemicals that have the ability to disrupt normal 
endocrine function in animals—are of  particular concern 
and can have major implications for reproduction in wildlife 
species (Yamamoto et al. 1996, Gross et al. 2003). Although 
some sublethal effects can be apparent (e.g., tumors and de-
velopmental malformations), many are not, and animals 
suspected of  sublethal poisoning often require close exami-
nation and laboratory testing. A formidable problem in iden-
tifying and understanding sublethal effects is that baseline 
data for normal (unexposed) individuals largely are unavail-
able (Hill 1999).

CLASSES OF CONTAMINANTS

Metals and Metalloids
Metals are natural substances and, in most cases, only be-
come significant contaminants when human activity, such 
as mining and smelting, releases them from the rocks in 
which they were deposited (during volcanic activity or sub-
sequent erosion) and relocates them where they can cause 
environmental problems (anthropogenic enrichment). Met-
als are nonbiodegradable and, unlike organic compounds, 
cannot decompose into less harmful components. Detoxifi-
cation consists of  “hiding” active metal ions in a protein 
(e.g., metallothionein) or depositing them in an insoluble 
form in intracellular granules for long-term storage or ex-
cretion in feces. The term heavy metals generally has been 
used to refer to metals that are environmental contami-
nants. However, true heavy metals have a density relative to 
water >5, which excludes some important contaminants, 
such as aluminum.
 The term metalloid is used for elements, such as arsenic 
and selenium, that are transitional in nature between metals 
and nonmetals. In the environment, metals and metalloids 
occur as organic or inorganic complexes, and there are sev-
eral factors that determine which form is more toxic. For 
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example, inorganic arsenic compounds generally are more 
toxic to wildlife than are organic arsenic compounds, whereas 
the opposite is true for mercury and lead.

Essential Metals and Metalloids
All animals require 6 metals (minerals) that are essential 
macronutrients, including sodium, calcium, phosphorus, 
potassium, magnesium, and sulfur for ionic balance and as 
integral parts of  amino acids, nucleic acids, and structural 
compounds. All animals also require 12 trace metals or met-
alloids (minerals) that are essential micronutrients, includ-
ing zinc, copper, manganese, iron, selenium, chromium (Cr+3), 
nickel, cobalt, molybdenum, iodine, vanadium, and silicon. 
These trace minerals are essential components of  enzymes, 
enzyme cofactors, and other biochemical structures. Pres-
ently, there is insufficient information available to ascertain 
whether such metals as silver, tin, aluminum, lithium, and 
boron are essential. All essential metals and metalloids can 
be toxic to wildlife species if  sufficiently concentrated. Sele-
nium is an excellent example of  an essential metalloid that 
has caused notable toxicity problems in wildlife species in 
the United States. 
 Major environmental sources of  selenium are coal-fired 
and other fossil fuel–burning power plants and mining and 
smelting operations. Selenium is a naturally occurring com-
ponent of  soils (Ohlendorf  2003). It is an essential micronu-
trient for wildlife and an integral component of  the gluta-
thione detoxifying enzyme system. However, there is a fine 
line between selenium deficiency and selenium toxicosis 
(any disease condition resulting from poisoning). Selenium 
can become concentrated at relatively high levels from min-
ing activities and agricultural run-off. Although occasionally 
implicated in mortalities of  adult animals, it is more likely 
to produce sublethal effects, such as developmental abnor-
malities or embryonic death (Eisler 1985b, Ohlendorf  et al. 
1986). It has been shown to be highly teratogenic (produc-
ing malformations) in aquatic birds, causing widespread re-
productive failure through decreased egg weight; decreased 
egg production and hatching success; anemia (decreased num-
bers of  red blood cells or hemoglobin deficiency); and a 
high incidence of  grossly malformed embryos with missing 
or distorted eyes, beaks, wings, and feet (Eisler 1985b). Excess 
selenium also causes behavioral modifications, intestinal le-
sions, and chronic liver damage, and it impacts the immune 
system (Eisler 1985b). Signs of  selenium poisoning include 
vomiting, lethargy or weakness, diarrhea, increased urina-
tion, panting, central nervous system depression, paresis, 
and prostration, and death can result due to respiratory fail-
ure (Osweiler et al. 1985). Selenium is readily bioaccumu-
lated in aquatic and terrestrial food chains, but is not bio-
magnified through food chains. In the early to mid-1980s at 
Kesterson National Wildlife Refuge in central California, se-
lenium was the causative agent in numerous cases of  water-
fowl and wading-bird nesting failure (Ohlendorf  et al. 1986). 
In this case, selenium from irrigation drain water accumu-

lated in the waters of  Kesterson, where it caused massive re-
productive failure through embryonic mortality and devel-
opmental abnormalities of  aquatic birds (Ohlendorf  et al. 
1986). Selenium was deposited in eggs and caused severe de-
velopmental abnormalities in chicks. Mean selenium con-
centrations in livers and kidneys were about 95 ppm dry 
weight, about 10 times higher than levels in birds from a ref-
erence area (Eisler 1985b, Ohlendorf  et al. 1986).

Nonessential Metals and Metalloids
Some metals have no known biological function and serve 
to replace essential metals of  like valance in animals. These 
metals include mercury, lead, cadmium, chromium (Cr+6), 
and arsenic. All tend to be highly toxic and may exert toxic-
ity by inducing deficiencies of  essential metals through 
competition with them at active sites in biologically signifi-
cant molecules. Examples include lead replacing calcium in 
bone and arsenic replacing phosphorus in DNA. Metals and 
metalloids with no biological function tend to be those of  
the greatest environmental concern, particularly if  they are 
anthropogenically concentrated in a given area.

mercury 
Major environmental sources of  mercury have been chlo-
rine-alkali (plastics) manufacturing; mining and smelting op-
erations; mercurial seed dressings; mercury-based fungicides; 
coal-fired power plants; thermometer, battery, and fluores-
cent bulb manufacture; switches; paints; pulp and paper 
plants; and dental amalgam (Wiener et al. 2003). The use of  
mercury in agriculture has been largely curtailed in the 
United States; sources related to energy production and min-
ing are now of  greatest concern. About 25–30% of  total at-
mospheric mercury is anthropogenic (Eisler 1987a). In re-
ducing environments (e.g., sediments), inorganic mercury 
can be readily biotransformed by anaerobic bacteria into 
methyl mercury, which is extremely toxic. 
 Mercury deposition since industrial times (mid-1880s) 
and its subsequent biotransformation to methyl mercury in 
aquatic systems has created areas where mercury poses a 
relatively high risk to wildlife, particularly long-lived piscivo-
rous (fish-eating) species (Henny et al. 2002, Wiener et al. 
2003). Methyl mercury readily crosses biological membrane 
barriers, whereas inorganic mercury does not. However, 
once absorbed, both forms of  mercury are highly cytotoxic 
(toxic to cells), causing histopathological lesions in tissues of  
the nervous, hepatic, renal, and immune systems (Heinz 
1996). The most observable sign of  organomercury poison-
ing is central nervous system dysfunction, leading to respi-
ratory stress and ataxia (lack of  muscle coordination). Other 
common signs of  mercury poisoning in wildlife species in-
clude anorexia (and resulting emaciation), ataxia, progres-
sive paralysis, tremors or spasms, and loss of  sight (Heinz 
1996, Wiener et al. 2003).
 Mercury is readily bioaccumulated in wildlife and bio-
magnified through food chains. For birds and mammals that 
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regularly consume fish and other aquatic organisms, total 
mercury concentrations in prey items should not exceed 
100-g/kg fresh weight for birds and 1,100 g/kg for small and 
medium-sized mammals (Eisler 1987a). In wildlife, concen-
trations of  mercury >1,100 g/kg fresh weight of  tissue (liver, 
kidney, blood, brain, and hair or feathers) should be consid-
ered as presumptive evidence of  an environmental mercury 
problem (Eisler 1987a). Although mortality or morbidity 
from mercury is more of  an insidious event involving scat-
tered individuals, a substantial number of  mercury-related 
wildlife mortality or morbidity incidents have been reported. 
Many of  these have involved mortality in grebes (Podiciped-
idae) in the western United States (Eisler 1987a), common 
loons (Gavia immer) and turkey vultures (Cathartes aura) in 
Canada (Friend and Franson 1999), and reproductive impair-
ment in bald eagles (Haliaeetus leucocephalus) in the United 
States (Friend and Franson 1999). 

lead 
Major environmental sources of  lead have been leaded gas-
oline; paints; pesticides; batteries; mining and smelting op-
erations; metal finishing; petroleum refineries; hunting, fish-
ing, and shooting sports (e.g., trap, skeet, and target shooting); 
and firearms training activities (Pattee and Pain 2003). Al-
though leaded gasoline, paints, and pesticides are not as prev-
alent now, lead from these sources continues to persist in 
the environment. In animals, 10% of  dietary lead is absorbed, 
but >90% of  that absorbed is retained in bones. Lead causes 
anemia and inhibition of  the enzyme δ-aminolevulinic acid 
dehydratase and has been demonstrated to cause severe 
neurotoxic effects in young animals and humans (Pattee and 
Pain 2003). The exposure and effects of  tetraethyl lead, an 
antiknock agent formerly added to gasoline, have been ex-
amined along highways (Grue et al. 1984), and lead shot de-
position also has been examined, particularly in wetlands 
(DiGiulio and Scanlon 1984), around trap and skeet shoot-
ing ranges (Stansley and Roscoe 1996), and at firearms train-
ing facilities (Lewis et al. 2001).
 Lead poisoning is most commonly observed in birds, 
particularly waterfowl. The first documented report of  lead 
poisoning in waterfowl came from Texas in 1894. Bellrose 
(1951, 1959) reported widespread waterfowl mortality and 
illness associated with ingestion of  lead shot in the 1950s. In 
the United States, an estimated 1.6–2.4 million ducks, geese, 
and swans died annually as a direct result of  lead shot inges-
tion before widespread use of  nontoxic shot in the early 
1990s (Pattee and Pain 2003). Sanderson and Bellrose (1986) 
and Beyer et al. (1998) reviewed the problem of  lead poison-
ing in waterfowl. Signs of  lead poisoning include gross le-
sions, impactions of  the upper gastrointestinal (GI) tract, 
submandibular edema (accumulation of  fluid), myocardial 
necrosis (tissue destruction), and biliary discoloration in the 
liver (Friend and Franson 1999). Field signs include inability 
or reluctance to fly, weak and/or erratic flight, and poor 
landings. As the condition worsens, birds become flightless 

and hold their wings in a characteristic “roof-shaped” posi-
tion that progresses to wing droop as birds become more 
moribund (Friend 1987). About 95% of  waterfowl diagnosed 
with lead poisoning had liver lead concentrations of  at least 
38 ppm dry weight (Friend and Franson 1999). 
 Ingestion of  lead shot by both predatory and scavenging 
raptors feeding on hunter-killed carcasses has been reported 
for bald and golden eagles (Aquila chrysaetos), red-tailed hawks 
(Buteo jamaicensis), turkey and black (Coragyps atratus) vul-
tures, and California condors (Gymnogyps californianus; Jans-
sen et al. 1986, Craig et al. 1990). Vultures appear to be highly 
susceptible to poisoning from ingesting small quantities of  
lead shot (Eisler 1988b). In addition to lead shot, lead fish-
ing sinkers have contributed to lead-caused mortalities in a 
number of  aquatic bird and mammals, particularly common 
loons (Pokras and Chafel 1992, Scheuhammer and Norris 
1996, Stone and Okoniewski 2001, Sidor et al. 2003). Lead is 
readily bioaccumulated in wildlife, but it does not appear to 
be biomagnified in food chains. At least 6 endangered or 
formerly endangered species, including bald eagle, pere-
grine falcon (Falco peregrinus), California condor, brown pel-
ican (Pelecanus occidentalis), Mississippi sandhill crane (Grus 
canadensis pulla), and whooping crane (G. americana), have 
been victims of  lead poisoning (Friend and Franson 1999).

cadmium 
Major environmental sources of  cadmium include electro-
plating, zinc and lead mining and smelting, paint and pig-
ments, batteries, plastics, coal-fired power plants, and mu-
nicipal wastewater and sewage sludge. Cadmium is a known 
teratogen and affects calcium metabolism, causing excess 
calcium excretion that negatively impacts both skeletal and 
cardiovascular systems (Eisler 1985a). In addition, growth 
retardation, anemia, and testicular damage occur in cadmium-
exposed wildlife (Eisler 1985a). Cadmium is readily bio-
accumulated, and data suggest that it is biomagnified 
through food chains (Larison et al. 2000). White-tailed ptar-
migan (Lagopus leucurus) in Colorado were poisoned by 
cadmium due to biomagnification (hyperaccumulation) in 
willow (Salix spp.), a primary food plant for these birds (Lar-
ison et al. 2000). Cadmium residues in vertebrate kidney or 
liver that are >10 ppm fresh weight or 2 ppm whole-body 
fresh weight should be viewed as evidence of  probable cad-
mium toxicity; residues of  200 ppm kidney fresh weight, or 
>5 ppm whole-body fresh weight are indicative of  cadmium 
poisoning. Wildlife, especially migratory birds that feed on 
crops growing in fields fertilized with municipal sewage 
sludge, may be at considerable risk from cadmium toxicity 
(Eisler 1985a).

chromium 
Major environmental sources of  chromium include produc-
tion of  stainless steel (ferrochrome), including electroplat-
ing and metal finishing industries; pigments (paint and ink); 
leather tanning; wood preservatives; coal-fired power plants; 
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municipal incinerators and publicly owned treatment plants; 
cement-producing plants; and anticorrosives in cooling sys-
tems and boilers. Chromium is most frequently found in the 
environment in its trivalent (Cr+3) and hexavalent (Cr+6) 
forms. The biological effects of  chromium (Cr+6) may be 
related to reduction to Cr+3 and formation of  complexes 
with intracellular macromolecules that, if  it occurs in ge-
netic material, leads to mutagenesis (formation of  muta-
tions). Chromium (Cr+6) is toxic to embryos; is teratogenic; 
and causes alterations of  blood and serum chemistry, liver 
and kidney lesions (including acute renal tubular necrosis), 
and ulcerations in mucous membranes. In wildlife, tissue 
levels >4.0 mg total chromium/kg dry weight is presump-
tive evidence of  an environmental chromium problem, al-
though the significance of  the tissue chromium residues is 
not known. Chromium is readily bioaccumulated in wild-
life, but concentrations usually are highest at the lower tro-
phic levels, and it is not known to be biomagnified in food 
chains (Eisler 1986a). Wildlife mortality or morbidity as a re-
sult of  chromium exposure generally is infrequent (Eisler 
1986a).

arsenic 
Major environmental sources of  arsenic include copper, 
zinc, and lead mining and smelting; glass and chemical man-
ufacturing, particularly wood preservatives and arsenic-based 
herbicides; and coal-fired power plants. There are many dif-
ferent arsenic compounds, and their environmental chemis-
try is quite complex, but trivalent (As+3) and pentavalent 
(As+5) forms predominate, and both organic and inorganic 
forms are common. Arsenic is a teratogen and can traverse 
placental barriers and produce fetal death and malforma-
tions in wildlife (Eisler 1988a). It is highly cytotoxic, affect-
ing mitochondrial enzymes and impairing tissue respiration. 
Chronic exposure leads to neurotoxicity in peripheral and 
central nervous systems, liver damage, and peripheral vas-
cular disease (Eisler 1988a). Arsenic is bioaccumulated by 
wildlife, but is not biomagnified in food chains. Despite its 
high toxicity, wildlife mortality or morbidity as a result of  
arsenic exposure generally is infrequent (Eisler 1988a).

Organic and Inorganic Chemicals
Organic Chemicals
Organic chemicals are based on carbon–hydrogen pairs that 
range from single carbon chains to multiple aromatic rings. 
Organic chemicals can be released from refineries, oil or gas 
spills, incinerators, sewage effluent, wood treating, chemical 
plants, military sites, and other industrial sites. Many pesti-
cides are organic chemicals; pesticides are treated separately 
—this section pertains only to nonpesticide organic chemi-
cals. Generally, organic chemicals are more hazardous to wild-
life than are inorganic chemicals. Some organic chemicals 
are of  concern to wildlife, including organic solvents, ethyl-
ene glycol, petroleum products, polychlorinated biphenyls 

(PCBs), polybrominated diphenyl ethers (PBDEs), and diox-
ins and furans. 

solvents 
Organic solvents generally are refined from petroleum and 
are used to dissolve, dilute, or disperse other chemicals (in-
cluding pesticides) that are not soluble in water. They are 
used widely as degreasers and as constituents of  paints, var-
nishes, lacquers, inks, aerosol sprays, dyes, and adhesives. 
They also are used as intermediates in chemical synthesis 
and as fuels and fuel additives. Organic solvents include widely 
used chemicals, such as chlorinated hydrocarbons (e.g., tri-
chloroethylene, perchloroethylene, methylene chloride, and 
carbon tetrachloride), aromatic hydrocarbons (e.g., benzene, 
toluene, xylene, styrene, and ethylbenzene), alcohols (e.g., 
ethanol and methanol), aldehydes (e.g., formaldehyde), ke-
tones (e.g., acetone), glycols (e.g., ethylene glycol and propyl-
ene glycol), glycol ethers, phenols (e.g., phenol and chloro-
phenol), carbon disulfide, and fuel and fuel additives (e.g., 
gasoline, methyl tertiary-butyl ether [MTBE], jet fuel, and 
kerosene). Because of  their widespread use, organic solvents 
are ubiquitous in the environment (Bruckner and Warren 
2001). Generally highly lipophilic (having an affinity for lip-
ids), extremely volatile, and of  relatively small molecular 
size and lacking charge, organic solvents are rapidly absorbed 
across lungs, GI tract, and skin. The most notable negative 
effect of  this group is central nervous system depression 
(Bruckner and Warren 2001). Other negative effects include 
carcinogenesis and damage to the hematopoietic system 
(bone marrow), liver, and kidney (Bruckner and Warren 
2001). Organic solvents tend to readily bioaccumulate, but 
are not known to biomagnify through food chains.

ethylene glycol 
A major ingredient in antifreeze and de-icing solutions, eth-
ylene glycol is responsible for numerous wildlife deaths in 
the United States and Canada each year (U.S. Environmental 
Protection Agency 1998a). It is an oily liquid with a mild 
odor and a sweet taste that makes it attractive to wildlife. 
Puddles of  antifreeze or brake fluid can accumulate on 
roads or parking lots, and their color and smell attract many 
wildlife species. The vast majority of  ethylene glycol is re-
leased directly into the environment as airport and runway 
runoff  from de-icing activities. An annual release of  >26 
million kg of  ethylene glycol occurs during icing conditions 
at the 17 busiest airports in the United States (U.S. Environ-
mental Protection Agency 1998a). Ethylene glycol also is 
used in polyester compounds and as a solvent in the paint 
and plastics industries, photographic developing solutions, 
hydraulic brake fluids, and inks.
 Wildlife poisoned by ethylene glycol appears intoxicated; 
signs, including depression, ataxia, and reluctance to move, 
appear as soon as 2–4 hours following exposure (Stowe et al. 
1981). Ethylene glycol metabolizes to oxalic acid and binds 
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to calcium to form calcium oxalate crystals that block renal 
tubules: death results from acute renal failure (MacNeill 
and Barnard 1978, Stowe et al. 1981). Kidneys should be col-
lected from carcasses if  ethylene glycol poisoning is sus-
pected. Canids and felids are particularly susceptible to eth-
ylene glycol; as little as 4–5 mL/kg is lethal to domestic 
dogs, and 2–4 mL/kg is lethal to domestic cats (Osweiler et 
al. 1985). Waterfowl, vultures, and birds of  the family Cor-
vidae ( jays, crows, ravens, and magpies) occasionally are 
victims of  ethylene glycol poisoning. There is at least one 
record each of  a California condor (Murnane et al. 1995)  
and a polar bear (Ursus maritimus; Amstrup et al. 1989) be-
ing lethally poisoned by ethylene glycol.

petroleum products 
Petroleum products, including crude oil, diesel, gasoline, 
and kerosene, are ubiquitous in the environment. Every 
year, an average of  53 million liters of  oil from >10,000 acci-
dental spills flows into fresh and saltwater environments in 
the United States (Friend and Franson 1999). However, acci-
dental releases account for a small fraction of  all oil entering 
the environment; most oil is introduced through intentional 
discharges from normal transport and refining operations, 
industrial and municipal discharges, used lubricant and other 
waste oil disposal, urban runoff, river runoff, atmospheric 
deposition, and natural seeps (Eisler 1987b, Jessup and Leigh-
ton 1996, Albers 2003). Wildlife exposed to petroleum prod-
ucts can be impacted both externally and internally. Oil con-
tamination of  hair and feathers disrupts their normal 
structure and function, resulting in a loss of  insulation and 
waterproofing (Eisler 1987b). Birds and mammals also can 
ingest, inhale, and absorb petroleum products when exposed 
during spill events while preening (grooming) contaminated 
feathers (hair). In birds, hatching success is reduced when 
adults are exposed to fuel oil during incubation and transfer 
oil to their eggs ( Jessup and Leighton 1996). 
 Polycyclic aromatic hydrocarbons (PAHs) contribute 
heavily to the toxicity of  crude petroleum and refined petro-
leum products, but amounts of  these compounds in pe- 
troleum products vary widely. PAHs are semi-volatile and 
occur in the environment from many sources in addition to 
the petrochemical industry, including natural sources. Low-
molecular-weight PAHs cause significant acute toxicity and 
other adverse effects in wildlife, but are not carcinogenic. How-
ever, high-molecular-weight PAHs are usually less acutely 
toxic, but may be carcinogenic, mutagenic, or teratogenic in 
a wide variety of  wildlife (Eisler 1987b). PAHs, although 
highly lipid soluble, generally are rapidly metabolized and 
tend not to bioaccumulate in wildlife; there is little evidence 
for biomagnification in food chains. PAHs, such as benzo(a)
pyrene, naphthalene, anthracene, and styrene, have been in-
vestigated for their effects on wildlife (Eisler 1987b). There 
are no specific regulations regarding the protection of  wild-
life species from PAHs other than laws governing petroleum 

products (Eisler 1987b). There is little evidence to indicate 
that PAHs are likely to produce large numbers of  wildlife 
deaths or sicknesses except when associated with oil spills.

polychlorinated biphenyls 
PCBs were introduced in 1929 for use in dielectric (insulat-
ing) fluids. They were used extensively in the electricity gen-
erating industry as insulating or cooling agents in trans-
formers and capacitors. Although their manufacture was 
banned by the U.S. Environmental Protection Agency in 
1977, products containing PCBs made prior to that date can 
still be found. PCBs are still released from hazardous waste 
sites, illegal or improper disposal of  industrial wastes and 
consumer products, leaks from old electrical transformers, 
burning of  some wastes in incinerators, and aquatic sedi-
ments (Eisler 1986c, Eisler and Belisle 1996). The estimated 
environmental burden of  PCBs from these sources is almost 
400 million kg (Tanabe 1988, Eisler and Belisle 1996). PCBs 
bind strongly to organic particles in soil and sediment-form-
ing PCB sinks, where local concentrations can be high. PCBs 
are transported globally through atmospheric and oceanic 
processes. There are 209 different PCB congeners (forms), 
but only 100–150 are represented in PCB formulations. 
 Some PCB congeners are of  greater environmental con-
cern than others. In general, PCB congeners with high Kow 
(a physical characteristic of  a chemical correlated with lipid 
solubility) values and high numbers of  substituted chlorines 
in adjacent positions constitute the greatest environmental 
threat to wildlife. These congeners include planar PCBs, a 
group of  about 20 PCB congeners that closely resemble di-
oxins (Eisler and Belisle 1996, Rice et al. 2003). PCBs cause a 
wide variety of  biological effects, including death, develop-
mental abnormalities, reproductive failure, liver damage, tu-
mors, and a wasting syndrome (Eisler and Belisle 1996). Ef-
fects on reproduction, endocrine and immune systems, and 
behavior may have the greatest impacts on wildlife popula-
tions. Mink (Mustela vison) are one of  the most susceptible 
species to PCBs, and dietary levels as low as 100 g PCB/kg 
fresh weight cause reproductive failure and death (Aulerich 
and Ringer 1977, Aulerich et al. 1987). Signs of  PCB toxicity 
in mink include anorexia; bloody stools; disrupted molting 
patterns; and thickened, elongated, and deformed nails 
(Aulerich and Ringer 1977). In birds, total PCB levels (g/kg 
fresh weight) of  3,000 in the diet, 16,000 in the egg, or 
54,000 in the brain were associated with PCB poisoning 
(Eisler 1986c). PCBs have been shown to have severe effects 
on avian reproduction, mainly decreased productivity and 
hatching success (embryo mortality), and abnormal breed-
ing behavior (Eisler and Belisle 1996).
 PCBs are highly lipid soluble and are readily bioaccumu-
lated in wildlife and biomagnified in both aquatic and terres-
trial food chains. Some wildlife species, such as long-lived 
fish and common snapping turtles (Chelydra serpentina), can 
bioaccumulate and store high levels of  PCBs in their tissues, 
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posing a potential hazard for predators, particularly avian pi-
scivores (Eisler 1986c, Eisler and Belisle 1996). Although 
much of  the environmental burden of  PCBs is localized, 
PCBs continue to represent a considerable hazard to exposed 
wildlife species (Eisler 1986c, Tanabe 1988, Rice et al. 2003). 
However, continuing impacts of  PCBs on wildlife are likely 
to be related to reproductive impairment and other sub-
lethal effects. Mortality from chronic exposure is unlikely 
except in sensitive species with high-risk feeding habits (e.g., 
piscivores; Eisler and Belisle 1996).

polybrominated diphenyl ethers 
PBDEs are chemicals that have been used extensively over 
the past several decades as flame retardants in textiles, 
plastics, furniture, electronic circuitry, and a variety of  
other products (Alaee and Wenning 2002, Hale et al. 2003). 
As a consequence of  substantial, long-term usage world-
wide, PBDEs have been detected in a wide variety of  ani-
mal tissues as well as in all other environmental media in 
all ecosystems globally (Alaee and Wenning 2002, Law et 
al. 2003). 
 Three commercial PBDE mixtures have been produced 
and used in the United States and elsewhere: pentabro- 
modiphenyl ether (pentaBDE), octabromodiphenyl ether 
(octaBDE), and decabromodiphenyl ether (decaBDE). As of  
2004, both pentaBDE and octaBDE commercial products 
were phased out in the United States; however, decaBDE is 
still used in most locations in this country. As a consequence 
of  continued usage of  decaBDE around the world, signifi-
cant increases in BDE-209 body burdens have been observed 
in both North American and European birds (Chen and Hale 
2010).
 Most PBDE congeners are highly persistent in the envi-
ronment, and tetra- to hexa-bromodiphenyl ethers are the 
most frequently detected congeners in wildlife species (Law 
et al. 2003). Consumption of  prey species likely is the largest 
contributor to wildlife exposures to PBDEs; these chemicals 
are readily bioaccumulated and even biomagnified as preda-
tors at higher trophic levels ingest the accumulated concen-
trations of  PBDEs from their prey (Law et al. 2003, Voor-
spoels et al. 2006, 2007).
 The biological effects of  exposure to PBDEs have not 
been well studied to date. The limited data available suggest 
their adverse effects may be similar to those of  PCBs, and 
include endocrine disruption (thyroid hormones), altered vi-
tamin A and glutathione metabolism, increased oxidative 
stress, reproductive and developmental impairment, and 
neurobehavioral effects (McDonald 2002, Darnerud 2003, 
Fernie et al. 2006). The critical effects of  pentaBDEs are 
those on neurobehavioral development (≥0.6 mg/kg body 
weight) and, at slightly higher doses, thyroid hormone lev-
els in rodents and birds. OctaBDEs cause fetal toxicity or 
teratogenicity in rats and rabbits (≥2 mg/kg body weight). 

DecaBDEs affect thyroid, liver, and kidney morphology in 
adult animals (≥80 mg/kg body weight; Darnerud 2003).

dioxins and furans 
Dioxins and furans have no commercial use and are released 
into the environment as contaminants from combustion;  
incineration; synthesis of  phenoxy herbicides and wood  
preservatives; and industrial and municipal processes, such 
as paper manufacturing (Bradbury 1996, Rice et al. 2003). 
There are approximately 75 different forms of  dioxins, with 
tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD) being the most 
prevalent in the environment and of  most concern to wild-
life. There are approximately 135 different forms of  furans. 
Most dioxins and furans are resistant to environmental and 
biological degradation and, once formed, disperse through-
out the atmosphere, soil, and water. Environmental dioxins 
and furans have resulted in the deaths of  many wildlife spe-
cies and domestic animals (Bradbury 1996, Rice et al. 2003).
 Exposure to dioxins and furans can result in a wide range 
of  negative effects, from acute and delayed mortality to  
teratogenic, histopathological, immunological, and repro-
ductive effects (Rice et al. 2003). Exposure to even minute 
quantities of  2,3,7,8-TCDD has been shown to result in re-
productive failure in mink (Hochstein et al. 1988), wood 
ducks (Aix sponsa; White and Seginak 1994) and ring-necked 
pheasants (Phasianus colchicus; Nosek et al. 1992). Signs of  
dioxin toxicity include a “wasting syndrome,” subcutaneous 
edema, alterations in lipid metabolism and gluconeogenesis, 
reproductive effects (teratogenicity or fetal toxicity), decreased 
immunocompetence, and thymic atrophy (Bradbury 1996). 
As with PCBs, dioxins and furans are highly lipid soluble, 
readily bioaccumulated in wildlife, and biomagnified in 
both aquatic and terrestrial food chains. Wildlife that bio- 
accumulate and store high levels of  dioxins and furans in 
their tissues pose a potential hazard for predators, particu-
larly avian and mammalian piscivores. It is recommended 
that 2,3,7,8-TCDD concentrations in water should not ex-
ceed 0.01 ppt (parts per trillion) to protect aquatic wildlife 
species or 10–12 ppt in foods of  terrestrial wildlife (Eisler 
1986b). Currently, there are no regulations governing diox-
ins and furans to protect wildlife (Eisler 1986b, Eisler and 
Belisle 1996).

Inorganic Chemicals
Inorganic chemicals are a diverse group that includes those 
that do not have carbon and its derivatives as their principal 
elements. These chemicals include 4 general groups: alkalis 
and chlorine, industrial gases, inorganic pigments, and in-
dustrial inorganic chemicals. Examples of  industrial inorganic 
chemicals include acids; bases; metallic compounds; cata-
lysts; ammonia; and salts derived from sodium, phosphorus, 
potassium, and sulfur. Inorganic chemicals generally are dis-
posed in hazardous waste streams and do not pose a great 
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threat to wildlife. However, some chemicals are used in pro-
cesses, such as mining and military activities, and can leak 
or spill from storage, where they can occur in large volumes 
in the environment and pose substantial hazards to wildlife. 
Two inorganic chemicals that pose a particular hazard to 
wildlife are cyanide and white phosphorus.

cyanide 
Cyanides are highly toxic chemicals widely used in mining 
and other industrial processes. Cyanide levels tend to be ele-
vated in the vicinity of  metal processing operations, electro-
platers, gold-mining facilities, oil refineries, power plants, 
and solid-waste combustion facilities (Eisler 1991). The most 
common form of  cyanide is hydrocyanic acid, used in elec-
troplating and fumigation. Other chemical forms include 
sodium cyanide, used in extracting precious metals from 
raw ore and for predator control (e.g., M-44 ejector device); 
potassium cyanide; and calcium cyanide. Cyanides are read-
ily absorbed through oral, dermal, and inhalation routes 
and are distributed throughout the body via the blood. Cya-
nide is a potent and rapid-acting asphyxiant (reduces tissue 
oxygen levels), inducing tissue anoxia through inactivation 
of  cytochrome oxidase and thus causing cytotoxic hypoxia 
(lack of  oxygen) in the presence of  normal hemoglobin oxy-
genation. Diagnosis of  acute lethal cyanide poisoning is dif-
ficult, because symptoms are nonspecific and numerous fac-
tors modify its toxicity. The most consistent changes in 
acute cyanide poisoning are inhibition of  brain cytochrome 
oxidase activity and changes in electrical activity in the heart 
and brain.
 Birds, mammals, and other wildlife in the vicinity of  gold 
mining operations are particularly prone to cyanide expo-
sure. Cyanide associated with gold mining activities in Ne-
vada leached into nearby ponds and killed large numbers of  
migratory birds (Henny et al. 1994) and mammals (Clark 
and Hothem 1991). In a sampling of  Nevada mines, >90 
avian species (mainly waterfowl, shorebirds, and passerines), 
28 mammalian species (mainly rodents, bats, and lago-
morphs), and several reptilian and amphibian species were 
reported poisoned by cyanide solution ponds between 1986 
and 1991 (Henny et al. 1994). For birds and bats, most mor-
tality incidents associated with exposure to cyanide at min-
ing operations are reported in the spring and autumn dur-
ing migration (Clark 1991, Clark and Hothem 1991, Henny 
et al. 1994). Eisler et al. (1999) reviewed the specific environ-
mental hazard for wildlife species at gold mining operations. 
 In addition to mining, cyanide is used in M-44 predator 
control devices, mostly in the western United States, where 
mammalian (mainly coyotes [Canis latrans]) and avian (mainly 
golden eagles) predators are subject to cyanide poisoning. 
From 1986 through 1995, >3,000 cyanide-related mortalities 
involving about 75 species of  birds representing 23 families 
were reported to the National Wildlife Health Center in 

Madison, Wisconsin. Waterbirds and passerines (songbirds) 
were the 2 groups of  birds most impacted by cyanide. 

white phosphorus 
White phosphorus (P4) is a highly toxic, incendiary muni-
tion extensively used by the military for marking artillery 
impacts (target practice) and as an obscurant. Areas in and 
around active (and inactive) military artillery and bombing 
ranges can concentrate white phosphorus, which can run 
off  into surface waters and move to areas away these ranges. 
White phosphorus caused the death of  an estimated 1,000–
2,000 migrating dabbling ducks (Anas spp.) and 10–50 swans 
(Cygnus buccinator and C. columbianus) per year in the late 
1980s and early 1990s at Eagle River Flats, a 1,000-ha estua-
rine salt marsh at Fort Richardson, Alaska, used for artillery 
training by the U.S. Army (Racine et al. 1992, Sparling 2003). 
Signs of  white phosphorus poisoning observed in wild  
waterfowl include lethargy, repeated drinking, and head 
shaking and rolling with convulsions prior to death (Racine 
et al. 1992). Although no mortality of  predators at Eagle 
River Flats was found, secondary exposure and poisoning of  
predators and scavengers, such as bald eagles, herring gulls 
(Larus argentatus), and common ravens (Corvus corax), was 
noted (Roebuck et al. 1994). White phosphorus has been 
shown to cause significant changes in a wide range of  blood 
parameters in mallards (Anas platyrhynchos; Sparling et al. 
1998) and mute swans (Cygnus olor; Sparling et al. 1999). It 
also has caused secondary poisoning in American kestrels 
(Falco sparverius; Sparling and Federoff  1997).

Pharmaceuticals
There is a wide diversity of  pharmaceutical drugs, hor-
mones, and other related organic wastewater contaminants 
present in waterways of  the United States that pose a poten-
tial hazard to wildlife. During 1999–2000, a U.S. Geological 
Survey monitoring effort found 82 of  95 different pharma-
ceutical drugs tested for in water samples from a network 
of  139 streams across 30 states (Kolpin et al. 2002). A wide 
range of  residential, industrial, and agricultural drugs and 
chemicals was found in 80% of  all streams tested. Little is 
known about the potential impact of  these drugs and other 
chemicals on wildlife, particularly the potential interactive 
effects that may occur from complex mixtures of  these and 
other chemicals in the environment. Numerous wildlife 
mortality and morbidity incidents occurring from widely 
used pharmaceutical drugs, such as sodium pentobarbital 
and diclofenac, provide evidence of  the hazard posed by this 
group of  chemicals.

Sodium Pentobarbital
Sodium pentobarbital and related barbiturates are used ex-
tensively in veterinary medicine, especially for euthanasia of  
domestic animals. They result in the deaths of  numerous 
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wildlife species across the United States and Canada each 
year (Friend and Franson 1999). The use of  highly concen-
trated solutions for euthanasia of  domestic animals (e.g., 
cats, dogs, and horses) is routine practice in veterinary med-
icine. Carcasses that are not incinerated or otherwise prop-
erly disposed are subject to scavenging by wildlife and can 
result in exposure to this family of  chemicals. Any wild- 
life species that scavenges food potentially is at risk from 
these chemicals. Mortality of  wildlife—from bald and golden 
eagles to grizzly bears (Ursus arctos horribilis) has been re-
ported from landfills and other improper burial sites, where 
animal carcasses were either left in the open or not disposed 
of  properly. In recent years, the National Wildlife Health 
Center in Madison, Wisconsin, and the National Fish and 
Wildlife Forensic Laboratory in Ashland, Oregon, have had 
verifiable reports of  at least 133 eagle deaths resulting from 
secondary pentobarbital poisoning, most likely only a frac-
tion of  the real total.

Diclofenac
Diclofenac is a nonsteroidal anti-inflammatory drug used 
extensively in veterinary medicine and is administered to 
livestock and other domestic animals for the relief  of  pain 
and arthritis in many countries around the world. Diclo- 
fenac was identified as the most likely cause of  a mass mor-
tality of  3 species of  vultures in Pakistan (Oaks et al. 2004). 
Vultures consuming dead livestock containing diclofenac 
were exposed to high levels of  the drug in livestock tissues. 
Necropsies revealed that exposed animals had visceral gout 
and histopathological lesions, including acute renal tubular 
necrosis and uric-acid crystal formation in the kidneys and 
other tissues, that led to acute renal failure and death. Popu-
lations of  the 3 species of  vultures—Oriental white-backed 
vulture (Gyps bengalensis), long-billed vulture (G. indicus), 
and slender-billed vulture (G. tenuirostris)—were decimated 
by as much as 95% in some cases (Oaks et al. 2004). Although 
this incident occurred in Asia, it clearly demonstrates the 
potential hazard of  pharmaceutical drugs to wildlife. 

Pesticides
A pesticide is any substance or mixture of  substances in-
tended for preventing, destroying, repelling, or mitigating 
any pest. The term pesticide is a generic name for a variety 
of  agents classified more specifically on the basis of  the pat-
tern of  use and organism killed. Pesticides include chemi-
cals designed to kill specific groups of  organisms, such as  
insecticides, herbicides, fungicides, rodenticides, miticides, 
acaricides, larvicides, and molluscicides. They also function 
as attractants (pheromones), defoliants, desiccants, plant 
growth regulators, repellents, and fumigants for purposes 
of  reducing the numbers of  pest species.
 Pesticides are a unique category of  environmental con-
taminants, as they are intentionally released into the envi-
ronment. Thus, regulations for monitoring pesticide usage 

and the likelihood of  detecting pesticide-related mortality 
events are enhanced. Insecticides are among the most acutely 
toxic contaminants in the environment and can produce 
dramatic mortality and morbidity incidents. Target species 
selectivity of  pesticides is not well developed, and nontarget 
species frequently are affected, because they possess physio-
logical and/or biochemical systems similar to those of  the 
target organisms. Specific classes of  pesticides of  major con-
cern to wildlife include insecticides; herbicides; fungicides; 
fumigants; and vertebrate pest-control chemicals, such as 
rodenticides and avicides.

Insecticides
Most chemical insecticides in use today are neurotoxicants 
and act by poisoning the nervous system of  the target or-
ganisms. The central nervous system of  insects is highly de-
veloped and not unlike that of  vertebrates. Generally, insec-
ticides are not selective and affect nontarget organisms as 
readily as target organisms. Target sites and/or mechanism(s) 
of  action may be similar in all species; only the level of  ex-
posure (dosage and duration of  contact with toxic recep-
tors) influences the intensity of  biological effects. Four dis-
tinct groups of  insecticides—chlorinated hydrocarbons, 
anti-ChE (organophosphorus and carbamate), synthetic py-
rethroids, and other botanicals—are discussed here, as they 
pose a significant threat to wildlife.

chlorinated hydrocarbons 
Chlorinated hydrocarbon (organochlorine) insecticides 
are a diverse group belonging to 3 distinct chemical classes: 
dichlorodiphenylethanes (e.g., dichlorodiphenyltrichloroeth-
ane [DDT], dicofol, and methoxychlor), cyclodienes (e.g., 
heptachlor, dieldrin, and aldrin), and chlorinated benzenes 
(e.g., lindane; Smith 1991, Blus et al. 1996, Blus 2003). DDT 
was used extensively in all aspects of  agriculture and for-
estry, in building and structural protection, and in human 
health situations from the mid-1940s to the early 1970s. The 
chemical properties of  chlorinated hydrocarbon insecticides 
(e.g., low volatility, chemical stability, lipid solubility, and 
slow rate of  biotransformation and degradation) that made 
them effective also brought about their demise due to per-
sistence in the environment and bioaccumulation and bio-
magnification in food chains. Registration for DDT was can-
celed in the United States and several other countries in 
1972, and the cancellation and/or restriction of  registration 
for other chlorinated hydrocarbon insecticides followed.  
Despite the ban on their use in North America and Europe, 
chlorinated hydrocarbon insecticides are used extensively  
in developing countries. They continue to be used in these 
countries, because they are inexpensive to manufacture, 
highly effective, relatively safe, few substitutes are available, 
and the risk–benefit ratio is highly weighted in favor of  their 
continued use for control of  insects that devastate crops and 
human health (Smith 1991, Blus et al. 1996, Blus 2003). As a 



i d e n t i f y i n g a n d h a n d l i n g c o n ta m i n a n t-r e l at e d w i l d l i f e  m o r ta l i t y  o r  m o r b i d i t y   165

result of  their continued heavy use, they become airborne 
and are transported globally in the atmosphere, so that de-
position occurs on a global basis, particularly at high lati-
tudes (Bidleman et al. 1990). 
 Definitive studies of  both wildlife and laboratory species 
have demonstrated potent estrogenic and enzyme-inducing 
properties of  chlorinated hydrocarbon insecticides that in-
terfere directly or indirectly with fertility and reproduction 
in wildlife. In avian species, this interference due to DDT ex-
posure is related to steroid metabolism and the inability of  
the bird to mobilize calcium to produce sufficiently strong 
eggshells to withstand incubation (cracking allows bacteria 
to enter and kill developing embryos; Blus et al. 1996, Blus 
2003).
 Chlorinated hydrocarbons act as diffuse stimulants or de-
pressants of  the central nervous system. Signs of  acute tox-
icity occur within minutes to a few days following exposure, 
usually in ≤24 hours; may be progressively severe in nature; 
and can include muscle spasms, seizures, loss of  coordina-
tion, abnormal walking and/or posture, and excessive sali- 
vation (Osweiler et al. 1985). Exposed animals may become 
comatose and remain so for several hours prior to death  
or may regain consciousness and fully recover. Pathologic 
changes associated with acute poisoning by chlorinated  
hydrocarbons are usually minimal and nonspecific. They in-
clude pulmonary congestion, hemorrhages, and edema, par-
ticularly in the central nervous system (Osweiler et al. 1985). 
Chronic exposure to chlorinated hydrocarbons results in al-
teration of  hepatocytes (liver cells; Osweiler et al. 1985). 
 The highly lipid-soluble nature of  chlorinated hydro- 
carbon insecticides results in crossing of  the normally pro-
tective placental and blood-brain barriers in mammals, 
leading to direct embryonic/fetal and central nervous sys-
tem exposure. It also results in these chemicals being se-
questered in body tissues (liver, kidney, nervous system, and 
adipose tissue) having a high lipid content, where the resi-
dues either elicit some biological effect or, as in the case of  
adipose tissue, remain stored and undisturbed until mobi-
lized. Elimination rate and depletion of  body storage sites 
may be enhanced by fasting, resulting in mobilization of  ad-
ipose tissue and any insecticide contained therein. However, 
with a high-chlorinated hydrocarbon body burden, there is a 
possibility of  enhanced toxicity from the circulating agent 
being redistributed to target organs. The most serious ef-
fects, such as mortality, reduced reproductive success, popu-
lation decline, and even extirpation, occurred in birds, par-
ticularly raptors, seabirds, and waterbirds in the orders 
Strigiformes, Falconiformes, Pelecaniformes, Ciconiformes, 
and Podicipediformes (Blus et al. 1996, Blus 2003).

anticholinesterases 
Organophosphorus and carbamate insecticides commonly 
are grouped together and referred to as anti-ChEs (Mineau 
1991, Hill 2003). These insecticides have a common mecha-

nism of  action—inhibition of  the neurotransmitting enzyme 
ChE (Baron 1991, Gallo and Lawryk 1991). However, they 
arise from 2 distinctly different chemical classes: the esters 
of  phosphoric or phosphorothioic acid and those of  car-
bamic acid. Currently, there are some 200 different organo-
phosphorus and about 50 carbamate pesticides (mainly in-
secticides) on the market, formulated into thousands of  
different products (Hill 2003). Anti-ChE insecticides are ap-
plied mainly on terrestrial landscapes, but they also are used 
extensively in wetlands and coastal areas for mosquito con-
trol. This enzyme is responsible for the destruction and ter-
mination of  the biological activity of  the neurotransmitter 
acetylcholine. With accumulation of  free, unbound acetyl-
choline at nerve endings of  all cholinergic nerves, there is 
continual stimulation of  electrical activity. Following lethal 
exposure, death results from acute respiratory failure (Hill 
2003).
 Organophosphorus and carbamate insecticide intoxica-
tion has become more complicated in recent years with the 
recognition of  additional and persistent signs of  neurotoxic-
ity not previously associated with acute exposure to these 
chemicals. One condition, an “intermediate syndrome,” is a 
potentially lethal paralytic condition of  the neck, limbs, and 
respiratory muscles. The other condition, in which neuro-
pathic conditions persist indefinitely, is referred to as organo-
phosphorus-induced delayed neuropathy (Ecobichon 2001, 
Hill 2003). 
 Most widely used anti-ChE insecticides are highly toxic, 
but relatively short-lived in the environment (usually 2–4 
weeks) and are readily metabolized and excreted by birds 
and mammals (Hill 2003). Carbamates are direct ChE inhib-
itors that do not require metabolic activation for full potency. 
Many organophosphorus insecticides are known to become 
more toxic as a result of  metabolism (e.g., diazinon, mala-
thion, and parathion), because the metabolites (the “oxon” 
form) are more potent inhibitors of  ChE (Matsumura 1985, 
Smith 1987). Thus, there may be some delayed toxicity (and 
onset of  signs) associated with organophosphorus insecti-
cide poisoning. Dietary toxicity experiments have shown 
that birds that die from carbamate insecticide poisoning do 
so within a few hours of  exposure, but mortality from or-
ganophosphorus insecticide poisoning may extend over 5 
days (Hill 2003).
 Organophosphorus and carbamate insecticides are re-
sponsible for more reported wildlife mortality and morbid-
ity incidents than any other category of  environmental con-
taminant. However, only relatively few of  these pesticides 
are responsible for the majority of  large-scale incidents of  
wildlife mortality and morbidity. Birds are highly sensitive 
to most organophosphorus and carbamate insecticides, and 
are particularly susceptible to granular formulations. As few 
as one granule (0.1–5.0 mg/kg) of  some anti-ChE insecti-
cides, such as carbofuran, may be lethal in 5 minutes to  
waterfowl and songbirds (Hill 2003). Extensive records of  
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bird mortality and morbidity from exposure to organophos-
phorus and carbamate insecticides exist (Smith 1987, Shef-
field 1997, Friend and Franson 1999, Mineau et al. 1999). 
One of  the most notable mass mortalities in recent years in-
volved the death of  >10,000 Swainson’s hawks (Buteo swain-
soni) on their wintering grounds in the pampas of  Argentina 
in the mid-1990s (Goldstein et al. 1996, 1999). In this case, 
hawks were poisoned through their consumption of  grass-
hoppers and other prey items in alfalfa fields sprayed with 
the organophosphorus insecticide monocrotophos. Although 
mammals generally are less sensitive than birds to organo-
phosphorus and carbamate insecticides, many mammalian 
mortality incidents also have been reported (Smith 1987). 
Intensive field research with mammalian exposure to organo-
phosphorus insecticides has documented reproductive and 
other sublethal effects at environmentally relevant levels 
(Sheffield and Lochmiller 2001, Sheffield et al. 2001).
 Signs of  acute exposure to anti-ChE insecticides include 
lethargy and excessive salivation, lacrimation, urination, and 
defecation; vomiting may occur along with muscle fascicu-
lation (brief  spontaneous contractions of  a few muscle fi-
bers) and weakness, dyspnea (difficulty breathing), excessive 
bronchial secretion, and bradycardia (slowed heart rate; 
Fairbrother 1996). In severe cases, prostration and convul-
sions precede death. These signs are useful when sick ani-
mals are found on or near an area of  recent anti-ChE insec-
ticide application. However, these signs are not uniquely 
different from poisoning by other neurotoxic chemicals. In-
hibition of  brain ChE activity by 20% (i.e., activity at 80% 
of  normal) is considered diagnostic of  sublethal poisoning, 
and a dead bird with a >50% reduction in activity generally 
is diagnostic of  anti-ChE poisoning. Activity reductions of  
70–95% are commonly reported for birds killed by organo-
phosphorus insecticides (Hill and Fleming 1982, Hill 2003). 
Conclusive diagnosis depends on biochemical and chemical 
analyses for brain ChE activity and organophosphorus resi-
dues in the carcass (Hill 1999, 2003).
 A wide diversity of  sublethal effects has been documented 
to occur following exposure to anti-ChE insecticides, includ-
ing biochemical, physiological, behavioral, and others that 
impact survival and fitness of  exposed animals (Mineau 
1991; Hill 1999, 2003). Many of  these effects may be lethal, 
but also may mask pesticide exposure as the cause of  mor-
tality. For example, a group of  exposed animals that has be-
come disoriented and less vigilant may become more sus-
ceptible to predation or other mortality factors. 
 Anti-ChE insecticides generally do not bioaccumulate in 
organisms and do not biomagnify in food chains (Hill 2003). 
However, prey items, such as arthropods and animal car-
casses, can contain sufficiently high levels of  these insecti-
cides to cause secondary poisoning in predatory and scav-
enging birds (particularly raptors) and mammals (Sheffield 
1997, Mineau et al. 1999, Shore and Rattner 2001). Bald  
eagles and red-tailed hawks in British Columbia were found 

poisoned by consuming unabsorbed pesticide in the stom-
achs of  dead animals up to 6 months following its applica-
tion (Elliott et al. 1996).

synthetic pyrethroids 
Synthetic pyrethroids are the newest major class of  insecti-
cides, entering the market in 1980. By 1982, they accounted 
for about 30% of  worldwide insecticide usage. These syn-
thetics arise from a much older class of  botanical insecti-
cides, pyrethrum, that is a mixture of  6 insecticide esters ex-
tracted from dried pyrethrum or Chrysanthemum flowers 
(Ray 1991). The increasing demand for pyrethrum has ex-
ceeded the limited world production. This led chemists to 
focus attention on synthesis of  new analogs with better sta-
bility in light and air, better persistence, more selectivity to 
target species, and low mammalian and avian toxicity. In ad-
dition to extensive agricultural use, synthetic pyrethroids 
are components of  household sprays, flea dips and sprays, 
and plant sprays for home and greenhouse use. Studies on 
intact animals have not yielded conclusive, fundamental in-
formation concerning the mechanism of  action of  pyre-
throids (Ray 1991, Ecobichon 2001).
 Synthetic pyrethroids alter sodium channels in nerve mem-
branes, causing repetitive (sensory and/or motor) neuronal 
discharge and a prolonged negative after-potential with the 
effects being similar to those produced by DDT. Other ef-
fects noted for synthetic pyrethroids include inhibition of  
Ca- and Mg-ATPase, the effect of  which is to increase intra-
cellular calcium levels accompanied by increased neuro- 
transmitter release and postsynaptic depolarization (Mat-
sumura 1985, Ray 1991).
 There have been relatively few reports of  wildlife mortal-
ity or morbidity as a result of  synthetic pyrethroid exposure, 
and little is known about their sublethal effects on wildlife. 
The available evidence suggests that synthetic pyrethroids 
elicit little chronic toxicity to wildlife. In addition, there is 
little storage or bioaccumulation of  pyrethroids, because 
they are readily biotransformed by the mixed-function oxi-
dase system. However, piperonyl butoxide, an inhibitor of  
cytochrome P-450s (an important family of  detoxification 
enzymes) is a synergist added to many synthetic pyrethroid 
formulations for increased toxicity (10- to 300-fold increase 
in toxicity; Ray 1991, Ecobichon 2001).

other botanical insecticides 
Nicotine and rotenone are among the more widely used bo-
tanical insecticides. These compounds are natural plant al-
kaloids whose toxic properties have been recognized for 
hundreds of  years (Ray 1991). Nicotine usually is obtained 
from the dried leaves of  Nicotiana tabacum and rotenone is 
derived from the roots of  derris (Derris spp.; South America) 
and cubé (Lonchocarpus spp.; southeast Asia). Used as an in-
secticide and piscicide, rotenone is extremely toxic to aquatic 
vertebrates, particularly fish. Because use of  rotenone as a 
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piscicide is so widespread, there is concern about the poten-
tial negative effects of  rotenone on amphibian (frogs and 
salamanders) and aquatic reptile (turtles and snakes) species, 
particularly neotenic (attaining reproductive maturity while 
retaining larval morphology) salamanders that use aquatic 
respiration (Fontenot et al. 1994). The most frequent signs 
of  rotenone poisoning in wildlife include vomiting, anorexia, 
dermatitis, irritation of  the GI tract, lack of  coordination, 
muscle tremors, and convulsions, with death occurring 
through respiratory failure (Osweiler et al. 1985).

Herbicides
Herbicides are any compound capable of  either killing or 
severely injuring plants and may be used for elimination of  
plant growth or killing of  plant parts. Many early herbicides 
contained forms of  arsenic and were difficult to handle, 
highly toxic, relatively nonspecific, or phytotoxic to crops as 
well as undesirable plants. However, currently used herbi-
cides generally present a much lower hazard to wildlife than 
those used earlier and are more likely to result in sublethal 
effects rather than cause wildlife mortality or morbidity 
(Stevens and Sumner 1991).
 Over the past 2 decades, herbicides have represented the 
most rapidly growing section of  the agrochemical pesticide 
business due in part to (1) monoculture practices, where the 
risk of  weed infestation has increased, because fallowing 
and crop rotation are no longer standard practice; and (2) 
mechanization of  agricultural practices (planting, cultivat-
ing, and harvesting) to counter increased labor costs. The 
result has been a plethora of  chemically diverse compounds 
rivaling the innovative chemistry of  insecticides. The goal 
of  herbicides has been to protect desirable crops and obtain 
high yields by selectively eliminating unwanted plant spe-
cies, thereby reducing competition for nutrients, water, and 
space (Stevens and Sumner 1991).
 There are ≥6 broad classes and ≥22 chemical groups of  
herbicides, including (1) germination inhibitors, such as di-
nitroanilines (e.g., trifluralin) and chloroacetamides (e.g., 
alachlor and metolachlor); (2) photosynthesis inhibitors, such 
as triazines (e.g., atrazine, simazine, and metribuzin); (3) 
meristem inhibitors, such as sulfonylureas (e.g., chlorsulfu-
ron) and imidazolinones (e.g., imazethapyr and imazapyr); 
(4) contact action agents, such as bipyridylium (e.g., para-
quat and diquat) and arsenicals (e.g., monosodium metha-
nearsonate [MSMA]); (5) auxin growth regulators, such as 
phenoxy acids (e.g., 2,4-dichlorophenoxyacetic acid [2,4-D]); 
and (6) foliar grass killers, such as phosphono-amino acids 
(e.g., glyphosate).
 Herbicide classification is based on how and when they 
are applied. Preplanting herbicides are applied to the soil be-
fore a crop is seeded, pre-emergent herbicides are applied to 
the soil before the usual time of  appearance of  the unwanted 
vegetation, and postemergent herbicides are applied to the 
soil or foliage after germination of  the crop and/or weeds.

 The chlorphenoxy (e.g., 2,4-D and 2,4,5-trichlorophen-
oxyacetic acid [2,4,5-T]) and bipyridyl (e.g., paraquat and di-
quat) herbicides are acutely toxic to wildlife and humans. 
Paraquat is a contact herbicide and is one of  the most  
specific pulmonary toxicants known. Many countries have 
banned or severely restricted use of  these herbicides (Ecobi-
chon 2001). Another group, the triazines, including atrazine, 
although considered less acutely toxic, is of  concern for 
wildlife due to their widespread and high volume use. There 
also is evidence of  sublethal effects, such as endocrine dis-
ruption and impacts on reproduction and development 
(Hayes et al. 2002, 2003).
 Herbicides show a broad range of  persistence (Stevens 
and Sumner 1991). Some, such as paraquat, may persist for 
years, whereas others persist for only days or months. Most 
herbicides occur in either plants or the soil. Because they 
are not as persistent as organics (e.g., PCBs) or some or-
ganochlorine insecticides (e.g., DDT), they tend not to move 
via the atmosphere to distant locations. However, such her-
bicides as atrazine and metolachlor are used in high volume 
throughout the midwestern United States and can result  
in high atmospheric concentrations and movement. Most 
herbicides do not bioaccumulate in tissue of  any class of  an-
imals. Because of  the overall limited persistence or tendency 
to bind to soil particles, there is generally limited movement 
through the environment. The most frequent signs of  herbi- 
cide poisoning in wildlife include anorexia; diarrhea; edema; 
ataxia; inflammation of  the GI tract; and congestion of  the 
lungs, liver, and kidneys (Osweiler et al. 1985).

Fungicides
Fungicides are derived from a wide variety of  chemicals, 
ranging from simple inorganic compounds (e.g., sulfur and 
copper sulfate), through the aryl- and alkyl-mercurial com-
pounds and chlorinated phenols, to metal-containing deriva-
tives of  thiocarbamic acid. There are at least 36 different 
chemical groups of  fungicides, a direct result of  the great 
diversity of  fungi (Edwards et al. 1991, Ecobichon 2001). 
 There are 3 general types of  fungicides: (1) foliar, applied 
as liquids or powders to the aerial green parts of  plants, pro-
ducing a protective barrier on the cuticular surface and 
causing systemic toxicity in developing fungus; (2) soil, ap-
plied as liquids, dry powders, or granules, acting either 
through the vapor phase or by systemic properties; and (3) 
dressings, applied to seeds prior to planting and to the post-
harvest crop (cereal grains, tubers, etc.) as liquids or dry 
powders to prevent fungal infestation of  the seed and crop 
(particularly if  it is stored under less-than-optimal condi-
tions of  temperature and humidity).
 Most fungicides have low acute toxicity to mammals and 
birds. However, all fungicides are cytotoxic (toxic to cells), 
and almost all produce positive results in microbial muta-
genicity and animal carcinogenicity tests (Ecobichon 2001). 
Many fungicides also are teratogenic and embryotoxic, and 
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they are endocrine disruptors (Edwards et al. 1991). Fungi-
cide groups of  current environmental concern to wildlife 
include benzimidazoles (e.g., benomyl, carbendazim, and 
thiabendazole), dithiocarbamates (e.g., maneb, mancozeb, 
and zineb), aromatics (e.g., chlorothalonil), dinitrophenols 
(e.g., dinocap), and dicarboximides (e.g., captan and vinclo-
zolin; Ecobichon 2001). Others that were heavily used in the 
past, but have largely been discontinued in the United States 
due to the environmental hazard they pose include the or-
gano-mercurials, hexachlorobenzene, pentachlorophenol, 
captafol, and folpet (Ecobichon 2001). The most frequent 
signs of  fungicide poisoning in wildlife include anorexia and 
weight loss, lethargy and depression, impaired liver func-
tion, and reproductive impairment (Osweiler et al. 1985).

Fumigants
Fumigants are agents used to kill insects, nematodes, weed 
seeds, and fungi in soil as well as in stored cereal grains, 
fruits, vegetables, clothes, and other products. They are usu-
ally used in enclosed spaces due to high volatility of  the 
compounds. Chemicals used as fumigants include acryloni-
trile, carbon disulfide, carbon tetrachloride, ethylene dibro-
mide, chloropicrin, methyl bromide, and ethylene oxide. 
These chemicals can be liquids that readily vaporize at am-
bient temperatures, solids that can release a toxic gas on re-
acting with water or with acid, or gases. They generally are 
nonselective, highly reactive, and cytotoxic. Fumigants of  
environmental concern include phosphine (used heavily on 
grains), ethylene dibromide, and 1,2-dibromo-3-chloropro-
pane; the latter 2 are known animal carcinogens (Ecobichon 
2001).

Vertebrate Pest-Control Chemicals
rodenticides 
Rodenticides were developed to control pest small mam-
mals (particularly rodents) that cause agricultural damage, 
carry disease, and are considered by some to be nuisance 
species. Chemicals used as rodenticides constitute a diverse 
range of  compounds having a variety of  mechanisms of  ac-
tion that are partially successful at attaining species selectiv-
ity. The design of  some rodenticides has taken advantage of  
unique physiological and biochemical characteristics of  ro-
dents. The sites of  action are common to most mammals, 
but the habits of  the pest animal are taken into account 
and/or dosages are defined to minimize effects on non- 
target species. Some inorganic compounds have been used 
as rodenticides, including thallium sulfate, arsenic oxide and 
other arsenicals, barium carbonate, yellow phosphorus, alu-
minum phosphide, and zinc phosphide. Several insecticides 
have been used as rodenticides, including DDT. In addition, 
some natural plant toxins have been used as rodenticides or 
to control other mammalian species; they include strych-
nine, red squill, ricin, and sodium monofluoroacetate (Ray 
1991, Eisler 1995). Sodium monofluoroacetate (compound 

1080) has been used extensively in prepared baits to control 
rodents and predators, particularly coyotes. Most mammals 
are fatally poisoned by 1 mg/kg body weight of  sodium 
monofluoroacetate (Eisler 1995). Domestic sheep have ex-
perienced toxic effects from wearing compound 1080-im-
pregnated livestock protection collars (Burns and Connolly 
1995).
 Currently, anticoagulants are the most significant class of  
rodenticides in terms of  wildlife mortality and morbidity in-
cidents. The basis of  efficacy of  anticoagulant rodenticides 
is coumadin (warfarin), which was isolated from spoiled 
sweet clover (Melilotus spp.) and acts as an anticoagulant by 
antagonizing the actions of  vitamin K in the synthesis of  
clotting factors. Warfarin has been in use since the 1920s, 
and some rodent populations had developed resistance to  
it by the 1950s. Since then, the next generation of  “super 
warfarins” has appeared (e.g., brodifacoum, bromadialone, 
diphenacoum, and diphacinone). These second-generation 
super warfarins, particularly brodifacoum, have caused a sub-
stantial number of  wildlife mortality incidents across the 
United States (Sheffield 1997, Stone et al. 1999). Brodifacoum 
has been documented to poison nontarget wildlife. Second-
ary poisoning of  raptors (particularly red-tailed hawks and 
great horned owls [Bubo virginianus]) made up 50% of  the 
cases. Gray squirrels (Sciurus carolinensis), raccoons (Procyon 
lotor), and white-tailed deer (Odocoileus virginianus) were the 
most frequently poisoned mammals (Stone et al. 1999). 

avicides 
Avicides were developed to control pest birds, particularly 
flocking species, such as European starlings (Sturnus vulgaris), 
blackbirds (family Icteridae), and rock pigeons (Columba 
livia), that cause agricultural damage or are considered nui-
sance species. Several chemicals with avicidal properties have 
been used, including avitrol, chloralose, endrin, fenthion, 
methiocarb, and strychnine. Most of  these chemicals are no 
longer registered for avicidal uses. One currently used avi-
cide, DRC-1339, was developed specifically to kill starlings. 
Although designed to be specific to starlings, there is evi-
dence that it is nonspecific, because it has been shown to 
pose a hazard to nontarget seed-eating species, such as ring-
necked pheasants (Avery et al. 1998).
 Because of  the great potential for these compounds to 
kill nontarget vertebrates that may come in contact with 
them, they were designed to degrade fairly rapidly. Many 
are unstable and degrade rapidly in water. However, com-
pounds, such as avitrol (Kamrin 1997), some anticoagulants, 
and compound 1080, require months to decompose in soil. 
Many of  these compounds, such as DRC-1339, are stable in 
water as well (Kimball and Mishalanie 1994). Soil degrada-
tion can last from hours to months, depending on the com-
pound and climatic conditions. Avitrol degrades slowly in 
sunlight under dry conditions and in flooded soils, but  
2.5 cm of  rain will wash it away (Betts et al. 1976). Not only 
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is environmental degradation important, but also persis-
tence in the target species. For example, the half-life of  bro-
modiolone in Norway rats (Rattus norvegicus) is ≤58 hours 
(Kamil 1987) allowing for potential exposure of  predators 
and scavengers.
 Secondary poisoning has been documented or consid-
ered possible for many vertebrate pest-control compounds. 
Barn owls (Tyto alba) are particularly sensitive to DRC-1339, 
but the residues present in dead birds are usually too low to 
cause toxicity ( Johnston et al. 1999). However, bromadio-
lone and chlorophacinone have been implicated in second-
ary poisoning of  many predators and scavengers (Berny et al. 
1997, McDonald et al. 1998). Avitrol has been shown to be a 
potential hazard to sharp-shinned hawks (Accipiter striatus) 
and American kestrels (Holler and Schafer 1982).
 Vertebrate pest control chemicals include a variety of  
compounds with a wide range of  behavior in different envi-
ronmental compartments. Anticoagulants and acute toxi-
cants tend to be nonvolatile, whereas fumigants are highly 
volatile. Fumigants generally are unstable in water, anti- 
coagulants are stable in water, and acute toxicants vary in 
their water stability. All are fairly stable in dry soil, but fumi-
gants degrade quickly in wet soil. For example, both alumi-
num and zinc phosphides release highly toxic phosphine gas 
when in contact with water (Kamrin 1997).
 Pest control chemicals vary greatly in mobility in gen-
eral, and specific media alter their mobility. Anticoagulant 
rodenticides generally are not mobile in any environmental 
media, whereas fumigants are mobile in air, but not in  
water (Kamrin 1997). Acute toxicants are not mobile in air 
and vary in their mobility in water. Compound 1080 is 
highly mobile in water, because it is highly soluble. How-
ever, because of  its high adsorption onto soil particles, it 
does not penetrate deeply into soil (Irwin et al. 1996). Other 
acute toxicants, such as avitrol, exhibit moderate water solu-
bility and are not highly mobile in water.

Natural Plant and Animal Toxins
Natural plant and animal toxins are toxic chemicals pro-
duced by living organisms, such as bacteria, blue-green al-
gae, fungi, marine invertebrates and fish, vascular plants, 
and poisonous aquatic and terrestrial animal species. Expo-
sure to certain natural toxins, especially natural plant toxins, 
may have significant effects on wildlife. There are many dif-
ferent natural plant toxins, also known as secondary plant 
compounds, that can be highly toxic to wildlife, causing 
mortality and/or morbidity. Some plant toxins are used as 
the basis for pesticides (e.g., nicotine, pyrethrum, and rote-
none), demonstrating their acute toxicity (Ray 1991). Sev-
eral factors are involved in exposure of  wildlife to natural 
plant toxins. For example, various parts of  the plant (root, 
stem, leaves, or seeds) often contain different concentrations 
of  a chemical. Plant age, climate, soil, and genetic differ-
ences within a plant species also are important factors in 

variability. Examples of  natural plant toxin chemical groups 
that can be highly toxic are alkaloids, tannins, phenols, lec-
tins, glycosides, and terpenes. Generally, wild herbivorous 
animals have adapted to avoid or efficiently detoxify en-
demic toxic plants and are not impacted by exposure to 
these toxins (Vangilder 1983). However, there have been a 
number of  documented cases of  poisoning of  wildlife by 
plant toxins (Ray 1991, Wickstrom 1999, Norton 2001). 
 Three groups of  microscopic organisms—bacteria, algae, 
and fungi—are capable of  producing some of  the most 
deadly toxins known. Probably the most significant natural 
toxin in terms of  wildlife mortality and morbidity is botuli-
num toxin from the bacteria Clostridium botulinum (types C 
and E). Type C botulism causes mortality and morbidity in 
thousands of  waterfowl across the United States and Can-
ada each year, whereas Type E botulism has largely been re-
stricted to causing mortality of  fish-eating birds (bald eagles, 
loons, grebes, and gulls) in the Great Lakes (Friend and 
Franson 1999, Roffe and Work 2005). The botulinum toxin 
generally is formed under conditions of  low environmental 
oxygen and is considered to be the most toxic substance 
known. Waterfowl, especially dabbling ducks, are most sus-
ceptible to Type C botulism, but American coots (Fulica 
americana), gulls, and shorebirds (order Charadriiformes) 
also are commonly killed during an outbreak. In Canada, 
annual losses of  waterfowl in the prairie provinces can reach 
100,000–1,000,000 birds (Wickstrom 1999). The neurotoxins 
produced by C. botulinum cause a paralytic effect in birds, 
which show signs of  weakness, dizziness, inability to fly, mus-
cular paralysis, and respiratory distress (Friend and Franson 
1999, Roffe and Work 2005).
 Blue-green algae (cyanobacteria) blooms commonly oc-
cur in fresh and brackish water worldwide. Wildlife that in-
habit stagnant, eutrophic water bodies, especially during 
warm, sunny weather, are most susceptible to algal toxins. 
Algae in the genera Nostoc, Oscillatoria, Anabaena, and Micro-
cystis produce hepatotoxic cyclic peptides that disrupt the 
structure of  liver cells, causing massive hemorrhage and ne-
crosis and leading to shock and death within hours. Algae in 
the genera Anabaena, Aphanizomenon, and some Oscillatoria 
produce potent, rapid-acting alkaloid neurotoxins. Anatoxin-a 
is a potent ChE inhibitor that causes permanent depolariza-
tion of  postsynaptic membranes and disrupts nerve conduc-
tion, leading to muscle tremors, rigidity, paralysis, and death 
by respiratory failure within minutes. Exposure to this toxin 
could be confounding to analysis of  ChE activity due to or-
ganophosphorus or carbamate insecticide exposure. 
 Aphanitoxins, another group of  neurotoxins, act by block-
ing sodium channels and thus disrupting nerve conduction, 
leading to muscle tremors, rigidity, paralysis, and death. 
This group appears to be identical to saxitoxin and neosaxi-
toxin, the causative agents of  paralytic shellfish poisoning in 
humans. In marine systems, harmful algal blooms produced 
by phytoplankton containing protozoans (mainly dinoflagel-
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lates) together produce some of  the most potent toxins 
known, including domoic acid, brevetoxins, and saxitoxins. 
These compounds are concentrated in shellfish, are highly 
neurotoxic, and are commonly lethal to mammals at levels 
of  1 ?g/kg (ppb) or less. In North America, harmful algal 
blooms have been responsible for the death of  wildlife in 
freshwater and marine systems, including waterfowl, colo-
nial waterbirds and other bird species, wild canids, white-
tailed deer, sea turtles, manatees (Trichechus manatus), pinni-
peds, and whales (Friend and Franson 1999, Wickstrom 
1999, Dierauf  and Gulland 2001). 
 Fungi also are known to produce extremely toxic sub-
stances collectively known as mycotoxins (O’Hara 1996). 
Generally, wildlife is exposed to mycotoxins through con-
taminated feed. Although effects on wildlife can be signifi-
cant, reports of  poisoning by mycotoxins are relatively rare, 
because it is difficult to establish a diagnosis in the field.  
Aflatoxins, produced by the fungus Aspergillus flavus (or A. 
parasiticus), are among the most toxic of  the mycotoxins 
and are common contaminants of  corn, peanuts, and other 
cereal and oil seeds. Wildlife is at risk from eating waste 
grain, especially during times of  restricted access to other 
feed or forage. The trichothecenes form another group of  
mycotoxins produced by fungi in the genera Fusarium, Ceph-
alosporium, Myrothecium, and Trichoderma. These sesquiter-
pene compounds include T-2 toxin, diacetoxyscirpenol, and 
vomitoxin and act to inhibit protein synthesis, targeting rap-
idly dividing cell types in the skin, intestine, and hemato- 
poetic (bone marrow) and lymphoid tissues. These toxins are 
known to cause anorexia; dermal, oral, and GI necrosis and 
ulceration; hemorrhage; and impairments of  the reproduc-
tive and immune systems. Other mycotoxins that may have 
adverse effects on wildlife include fumonisins, zearalenone, 
ochratoxin A, ergot alkaloids, and sporidesmin. Although 
data on the role of  mycotoxins in wildlife mortality and 
morbidity are rare, Fusarium (trichothecene) mycotoxins on 
waste peanuts were implicated in a mass mortality of  sand-
hill cranes involving 9,500 birds in New Mexico and Texas 
between 1982 and 1987 (Windingstad et al. 1989, Friend and 
Franson 1999). In this case, the most common sign was an 
inability to hold the head erect while standing or flying; mul-
tiple muscle hemorrhages and submandibular edema were 
the predominant lesions at necropsy (Windingstad et al. 1989). 

CONTAMINANT DIAGNOSTICS

Safety
Personal safety is a primary concern in a wildlife mortality 
or morbidity incident. Field investigators should not handle 
carcasses, collect environmental samples, or enter the area 
of  the incident until adequate safety precautions have been 
taken. If  the causative contaminant is known, a Material 
Safety Data Sheet (MSDS) or other U.S. Occupational Safety 
and Health Administration (OSHA) safety publication can 

describe the level of  personal protective equipment required. 
For pesticides, the product label will provide the necessary 
information. Because some environmental contaminants 
may produce cancer, reproductive impairment, or birth de-
fects in humans that would not become immediately appar-
ent, the results of  not adequately protecting investigators 
can be severe and long lasting.
 Field biologists should take safety precautions when in-
vestigating possible wildlife mortality or morbidity incidents 
stemming from contaminants or disease. Personnel not 
trained in the use of  personal protective equipment (PPE) 
should not attempt to use such equipment, nor should they 
enter contaminated sites. If  the specific contaminant in-
volved is unknown, only individuals trained to enter hazard-
ous sites should enter until the contaminant is identified and 
the appropriate PPE determined. Until trained personnel 
are available, the site should be clearly marked, and access 
should be carefully controlled if  possible. Any individual en-
tering a site where the contaminant is unknown should  
have completed the 40-hour Health and Safety Training for 
Hazardous Workers (http://www.ehscompliance.com/safety 
training.html). 
 Once the contaminant has been identified, proper pro-
tective clothing for the contaminant type should be worn. 
Impermeable gloves and footwear (generally rubber boots) 
should always be worn. Some contaminants are readily dis-
solved in water and can easily penetrate the skin. Therefore, 
field investigators should keep bare skin protected and should 
not wade into shallow water. When retrieving carcasses or 
debilitated animals from water, impermeable gloves and 
rubber boots should be worn. 
 Short pants or short-sleeved shirts should not be worn, 
bare skin should be protected, and dust or fumes should not 
be inhaled. In wet conditions, waterproof  pants may be re-
quired. Dust masks or respirators also may be required as 
well as impermeable clothing (e.g., Tyvek® coveralls or full 
suit), depending on the situation. In hot or humid weather, 
this type of  equipment can be problematic for the person(s) 
wearing it, so common sense is needed. Under such condi-
tions, work periods could be shortened to prevent heat stress 
and a clean, shaded area provided, where workers can re-
move PPE, cool off, and rehydrate. If  clothing becomes con-
taminated, once the contaminant type has been confirmed, 
it should be washed or discarded. For some contaminants, 
washing is not sufficient to allow continued wearing.
 If  disease, rather than contaminants, is suspected, cau-
tion is still required, but the precautions are not as extensive 
(Roffe and Work 2005). It must be remembered that many 
contaminants in the environment are toxic to many differ-
ent taxa, including humans. Further, some wildlife diseases 
can be transmitted to humans, but diseases generally are more 
species-specific than contaminants. This species-specificity 
may provide some support and clues as to whether an inci-
dent was mediated by contaminants or infectious disease.
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Initial Site Reconnaissance
Three rules govern initiation of  any wildlife mortality or 
morbidity investigation: (1) protect yourself  and others in-
volved, (2) obtain the best case history possible, and (3) col-
lect the best specimens possible. Handling and collection of  
specimens in the field will affect what the laboratory can 
(and cannot) do with them. When possible, notify a wildlife 
veterinarian or other trained personnel and wait for their ar-
rival before initiating the incident investigation. If  this is  
not practical prior to starting the incident investigation, an 
initial reconnaissance of  the site can direct the subsequent 
investigation and save time and money. During the initial re-
connaissance, it is critical to assume there will be legal 
implications of  the investigation and the cause may be a 
highly toxic or contagious agent. Field notes and documen-
tation that begin with the initial stages of  the investigation 
are critically important and impact the entire investigation 
that follows. 
 An initial identification of  the agent causing the incident 
should be attempted if  it can be accomplished safely. (1) Is 
there reason to believe contaminants are the source? The 
approaches to investigating and collecting samples from a 
disease or contaminant incident differ. (2) Is the incident 
centralized, and is it downslope, downstream, or downwind 
from a likely point source? (3) Is the incident on or near ag-
ricultural lands? In an agricultural setting, the crops in the 
area would be a starting point for what pesticides might 
have been applied. Early identification of  the contaminant 
can dictate the safety precautions needed and direct the 
types of  samples that should be collected and how they 
should be handled. If  the source and cause of  the incident 
are not immediately obvious, the field investigator should 
err on the side of  safety and collect samples in the most in-
clusive manner possible, given the constraints of  time and 
expertise. 
 As a starting point to decide whether the cause is a dis-
ease or contaminant, consider the species affected. If  a sin-
gle species or group of  species is affected, disease is more 
likely to be the cause. For example, botulism may be indi-
cated if  only ducks are found dead or debilitated while other 
species appear unaffected. However, if  many unrelated spe-
cies are affected, it is more likely that contaminants are re-
sponsible. Field biologists should carry an immediate response 
kit with them at all time. This kit should include protective 
(e.g., Tyvek) coveralls, respirator or dust mask, plastic or 
rubber gloves, rubber boots, dark-glass collection bottles  
or jars, and plastic bags. Filters for respirators are specific for 
different types of  contaminants: if  the wrong filter is used, 
protection can be greatly diminished. For example, filters re-
quired to capture particulates are different from those de-
signed to capture vapors or gases. Thus, a variety of  respira-
tor filters will be necessary. This kit should be kept in a 
waterproof  container that can be securely closed to prevent 
contamination.

 On initial discovery of  the wildlife mortality or morbid-
ity site, the nearest wildlife contaminant or disease expert 
should be contacted immediately. Experts in these areas 
may be at a teaching and/or research wildlife hospital or 
state or federal agency. In the case of  pesticides, a county 
extension agent may be helpful.

Mortality
Personal safety must be the primary consideration before at-
tempting to collect carcasses or samples or spending any 
time at the site of  the incident. If  an environmental contam-
inant is present in sufficient concentrations to kill or debili-
tate wildlife species, it also may pose a health hazard to the 
field biologist. 
 Locating carcasses, especially of  small, secretive species, 
can be difficult. Therefore, finding one or a few carcasses 
should not preclude the possibility that many additional ani-
mals could have been poisoned and either removed by scav-
engers or moved to another area prior to death. Once dead 
animals are found, the immediate goals are to prevent fur-
ther deaths and to identify the cause and source of  the envi-
ronmental contaminant(s) involved. It may not be possible 
to accomplish the former without first determining the lat-
ter. An immediate search of  the area for intoxicated or sick 
animals can help identify the cause by observing their ap-
pearance, movements, and behavior. Detailed observations 
also may provide an opportunity to provide care for their 
recovery.
 In many cases, exposure to environmental contaminants 
is obvious. Dying birds and mammals observed drinking ir-
rigation runoff  water from a field recently sprayed with an 
organophosphate insecticide more than likely were poisoned 
by the insecticide. Aquatic birds, mammals, or other wildlife 
species found dead in a containment pond from a cyanide 
leaching process most likely died from exposure to cyanide. 
However, no matter how obvious these causal associations 
may seem, it is imperative that both carcasses and samples 
of  the apparent source of  exposure be chemically analyzed 
for evidence of  environmental toxicants. In other cases, ex-
posure to environmental contaminants is not as obvious. A 
colonial waterbird rookery with almost complete nesting 
failure the spring following a severe winter may not be due 
to the colony being exposed to applications of  pesticides in 
the area, but to exposure of  the adults to organic chemicals 
remobilized in the environment. Chemical remobilization 
could result from severe scouring of  nearby river sediments 
during heavy winter flows (American Society for Testing 
and Measurement 1997). 
 The risk of  chemical contaminants to wildlife is depen-
dent on toxicity, concentration, and route of  exposure. Acute 
toxicity of  insecticides and vertebrate pest-control chemi-
cals (rodenticides and avicides) to wildlife is high, whereas 
the acute toxicity of  herbicides is low. Exposure routes in 
wildlife include oral, dermal (including ocular, or through 
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the eyes), and inhalation as well as from maternal sources 
(deposited in eggs or passed through the placenta). For 
mammals and birds, the most common route of  exposure is 
oral: contaminants are ingested through the mouth. In addi-
tion to consumption of  contaminated food items, birds and 
mammals sprayed directly or exposed to an aerosol suspen-
sion of  a pesticide would result in oral exposure through 
preening and grooming behaviors, respectively, that would 
result in oral ingestion. Secondary poisoning through con-
sumption of  contaminated prey items by predatory and 
scavenging wildlife species is a relatively common occur-
rence. Mammals and birds also can readily absorb pesticides 
directly through their feet by standing or perching on a con-
taminated substrate. This route has been shown to affect 
red-tailed hawks foraging in orchards during the winter, fol-
lowing applications of  organophosphorus insecticide dor-
mant sprays (Hooper et al. 1989). Perching behavior in birds 
has been exploited by avian pest-control operators, who tar-
get perches with toxic chemicals specifically for dermal ex-
posure through the feet. Mortality incidents in birds and 
mammals through inhalation are difficult to document and 
relatively uncommon. 

Morbidity
Discovering intoxicated or sick (morbid) animals presents 
the field biologist with a situation in which action has to be 
taken. Species of  wildlife that are intoxicated or sick from 
exposure to environmental contaminants may be able to 
fully recover. Depending on the environmental contaminant 
involved and the concentration, duration, and route of  ex-
posure, the negative effects on wildlife may or may not be 
reversible. However, during a wildlife mortality or morbid-
ity incident, there is the chance that exposed animals have 
been seriously poisoned and may need to be euthanized 
(Friend and Franson 1999, Dein et al. 2004). 
 Treatment or transport of  many wildlife species, particu-
larly birds, requires one or more permits. Additionally, a sal-
vage permit is often required to collect dead animals. Before 
collecting either carcasses or live animals, the necessary 
permit(s) must be obtained as well as knowledge about how 
to transport specimens or animals. It also is important to 
know where the specimens or animals are to be taken, par-
ticularly if  the animals are still alive. Treatment of  intoxi-
cated or sick animals by wildlife rehabilitators requires spe-
cific permits. Most veterinarians are not equipped to accept 
and treat wildlife species, as they do not have the facilities to 
hold animals apart from their routine domestic patients. 
Wildlife rehabilitators generally are registered with state 
wildlife agencies, which can provide a list of  wildlife rehabil-
itators for a given area. Prior to collecting morbid animals, 
the destination must be identified and appropriate transport 
containers obtained that will safely hold the animals and 
provide comfortable conditions for them. Allowing animals 
to die from improper care during transport is not accept-

able. It may be better to humanely euthanize an animal 
than to subject it to unnecessary stress stemming from inad-
equate care during transport. 
 Wildlife species that are intoxicated or otherwise sick 
from exposure to environmental contaminants invariably 
demonstrate clinical signs of  the poisoning (Table 6.1). Al-
though many clinical signs from exposure to environmental 
contaminants are somewhat general in nature, the suite of  
responses exhibited in a given situation can be quite useful 
for diagnosing the group of  contaminants responsible for 
the intoxication or sickness. 

Wildlife Contaminant Investigation
Circumstances involved in a contaminant-related wildlife 
mortality or morbidity incident and the appearance of  ex-
posed wildlife are difficult to distinguish from those caused 
by disease or natural causes. For example, certain wildlife 
diseases may resemble wildlife mortality or morbidity 
caused by contaminants, including botulism, salmonella, 
trichomoniasis, mycotoxicosis, and duck virus enteritis 
(American Society for Testing and Measurement 1997). In-
vestigators should rely on a wildlife disease specialist to ob-
tain a definitive diagnosis if  disease is suspected (Roffe and 
Work 2005). Investigations of  wildlife mortality or morbid-
ity suspected to be caused by contaminants should proceed 
as though the cause was unknown. All factors must be 
checked or eliminated, unless there is solid evidence to sup-
port specific conclusions. 
 If  only a few carcasses are involved, external examina-
tion is necessary to rule out natural (e.g., predation) or ac-
cidental causes. Thus, it is important to be able to differen-
tiate between evidence left by scavenging and true predation. 
This distinction may not be possible, but it should be at-
tempted. It is possible that predation was successful be-
cause the animal was impaired from disease or exposure  
to an environmental contaminant. Thus, overall condition 
of  the carcass can be important. A wasted or unkempt ap-
pearance could be indicative of  impairment prior to pre- 
dation. Large numbers of  carcasses are likely related to  
either disease or environmental contaminants, but they 
could be the result of  an accidental mortality (e.g., bird 
collisions with communication towers or other man-made 
structures, or road kills). Therefore, accidents should be 
considered before assigning the cause to disease or envi-
ronmental contaminants. 
 The initial decision as to whether a wildlife mortality or 
morbidity incident is likely contaminant-related is a process 
of  elimination. If  there are no other plausible explanations 
for the incident, the site should be investigated for contami-
nants or diseases. Locating and contacting someone with 
experience in differentiating between disease- and contami-
nant-related mortality is highly desirable. Thus, it is essen-
tial to document the incident with detailed field notes and 
photographs.
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 The investigator(s) often can obtain a substantial amount 
of  information from the individual(s) reporting the incident, 
including the extent, whether a field response is necessary, 
and whether the contaminant(s) may cause more wide-
spread wildlife mortality or morbidity. Important factors in 
interpretation of  the incident scene include location, time 
and date of  incident, species involved, number of  dead and/
or sick animals, rate of  deaths (e.g., did they occur over a 
short or long period of  time?), chance of  continuing mortal-
ity or morbidity, clinical signs observed, climatic conditions 

(e.g., precipitation, temperature, and winds) preceding the 
incident, and any recent change that has occurred in the 
area. Recent changes in land use, agricultural practices, in-
sect outbreaks, evidence of  recent pesticide applications, or 
other factor in the area of  the incident should be noted, as 
well as other similar incidents in this area and the observa-
tions of  the person(s) reporting the incident. This informa-
tion should allow the investigator to decide whether the in-
cident warrants a field investigation. A specific case number 
should be assigned to each investigation and used on all la-

Table 6.1. Overview of clinical signs exhibited by wildlife species by general environmental contaminant group

  Organic Anti-ChEa Anticoagulant
Clinical sign Metals chemicals insecticides rodenticides

Loss of  coordination (ataxia) X X X
Muscular weakness   X
Tremors X
Convulsions  X X X
Lethargy X X X X
Hyperactivity X
Reproductive effects X X X
 Developmental abnormalities X X
 Reduced fertility X X X
 Spontaneous abortions X X
Excretory effects  X X
 Excessive defecation   X
 Bloody feces  X
 Diarrhea   X
 Spasmodic contraction of  anal sphincter   X
Emesis  X X
Weight loss or emaciation (anorexia)  X X
Excessive thirst   X
Nasal secretions
 Epistaxis (bleeding from nares)   X
Salivation  X
Skin lesions  X
Imunotoxic response  X
Depressed ChEa   X
Behavioral effects
 Altered behavior    X
 Unkempt appearance  X
Physiological effects   X
 Hypothermia   X
Coma   X X
 Paralysis   X X
 Internal bleeding    X
 Dyspnea (labored breathing)   X
 Tachypnea (rapid breathing)   X
Eye or vision problems   X
 Blindness   X
 Contraction of  pupils   X
 Dilation of  pupils   X
 Ptosis (drooping of  eyelids)   X X
 Protrusion of  eyes   X
 Lacrimation (excessive tears)   X
Head and limbs arched back   X
Piloerection (erection of  contour feathers)   X

a ChE = cholinesterase.
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bels, tags, data sheets, photographs, and other records re-
lated to the incident. The investigators must rely on their 
best professional judgment as to the intensity of  the field in-
vestigation required and the individuals and agencies to 
contact.
 The investigator’s interpretation of  the wildlife mortality 
or morbidity incident scene will affect the type, number, 
and location of  samples taken and the analyses performed. 
The first few hours after arrival on the scene are most criti-
cal, and information should be collected as soon as possible. 
This consideration is especially important when an incident 
occurs in association with flowing water in ditches and 
streams. One reason is that some chemical contaminants, 
such as most organophosphorus and carbamate insecticides, 
degrade relatively quickly: chemical and diagnostic signs 
present at the site (e.g., sick or dying animals and water con-
ditions) may rapidly disappear.
 Wildlife mortality or morbidity incidents may be a result 
of  illegal activities, such as a pesticide applied to intention-
ally kill wildlife, and they have the potential to become legal 
cases. In any investigation, chain of  custody documentation 
is required to demonstrate that evidence can be accounted 
for at all times (American Society for Testing and Measure-
ment 1997). Chain of  custody is defined as the witnessed, 
written record of  all individuals who have maintained un-
broken control over the evidence since acquisition. The chain 
of  custody begins with the collection of  an item of  evi-
dence and is maintained until its final disposal. Each individ-
ual in the chain of  custody is responsible for items of  evi-
dence, including care, safekeeping, and preservation while 
under their control. Because it is possible that any item or 
specimen acquired during the investigation of  a wildlife 
mortality or morbidity incident may have value as evidence, 
it is important to treat all specimens as evidence and follow 
chain of  custody procedures.

FIELD PROCEDURES

Sample Documentation and Transport
It is critical that samples collected in the field are handled 
properly to ensure that useable information can be obtained 
for the best understanding of  what may have caused the die-
off  or adverse effects incident. All samples should be double 
bagged with a label on the inner bag or placed between the 
bags. By labeling the inner bag, if  the label somehow be-
comes detached, the outer bag will keep the label with the 
sample. If  adhesive labels are not available, the information 
can be recorded on notebook paper and included between 
the bags. Double bagging will help reduce dehydration and 
protect against loss of  a sample, should a bag inadvertently 
open during shipping or storage. Each specimen should be 
labeled with sample type, for example, tissue, species, plant, 
or soil type. The sample location (both overall site name 
and location in the site), sample date and time, and the sam-

ple collector’s name must be included. This information is 
extremely important for subsequent follow-up and interpre-
tation of  the sample analysis.
 Labels should be written clearly with indelible felt-tip 
pens or other ink that will not smear when it comes in con-
tact with water. Field biologists commonly use pencils for 
field notes, because a lead pencil does not smudge when 
wet. However, when samples are being tracked for possible 
litigation, pencil is not acceptable, as permanent labeling is 
required for all sample logs and sample labels. If  permanent 
ink is not available for field records, it is best to make a photo- 
copy of  the sample log as soon as possible.
 Samples should be placed on ice in the field, as some 
contaminants can degrade quickly, for example in hours, 
and tissues or carcasses can deteriorate quickly at warm field 
temperatures. Once the samples are taken from the field, 
they should be hard frozen. When multiple specimens are 
available, some samples should be placed on ice for prelimi-
nary pathology analysis while the remaining specimens are 
frozen. The only exception would be carcasses that may have 
succumbed to disease. These should be cooled and shipped 
to a pathologist in ≤48 hours of  collection (Box 6.2). Sam-
ples for contaminant analysis should be transported frozen 
or on dry ice. It is important that samples not thaw during 
shipment, because thawing may compromise subsequent 
contaminant or disease analyses.

Handling
The manner of  handling field-collected samples can differ 
according to the likely contaminant type. Metals generally 
do not tend to adhere to plastics, nor will storage in plastics 
interfere with the analysis by the chemist. It is acceptable to 
use polyethylene bottles for sample shipping and storage—a 
1-L bottle is an appropriate size. It is important to acidify 
water samples to prevent degradation, but only when it is 
known that metals are the contaminant. Acidification can 
make other water sample types useless.
 Organics, including pesticides, can readily adsorb onto or 
absorb into plastic, and plasticizers can leach from the con-
tainer into a water sample, confounding the subsequent 
chemical analysis. Thus, it is best to use glass when sam-
pling organics, including pesticides. Depending on the type 
of  organic contaminant present, between 40 mL and 2 L 
should be collected. If  freezing without damaging the con-
tainer is not possible, the sample should be cooled to 4° C 
for storage and shipping. At least 186 g of  soil should be col-
lected and frozen. Some pesticides may have a tendency to 
migrate down through soil. If  this is considered likely, a soil 
core of  up to 1 m in depth should be collected.
 When animal tissues are collected, great care should be 
taken to prevent cross-contamination from other samples or 
sources. Thus, only individuals experienced in dissecting an-
imals for subsequent chemical analysis should do so. If  the 
incident is legally contested and untrained individuals dis-



Box 6.2. Recommended laBoRatoRies foR fish and wildlife moRtality oR moRBidity incidents

United States
Wildlife Resources Center/Wildlife Pathology Unit

New York State Department of Environmental  

 Conservation

108 Game Farm Road

Delmar, NY 12054 USA

Phone: 518-478-2203

http://www.dec.state.ny.gov/animals/6957.html

Southeastern Cooperative Wildlife Disease Study

Wildlife Health Building

College of Veterinary Medicine

University of Georgia

589 D.W. Brooks Drive

Athens, GA 30602 USA

Phone: 706-542-1741; Fax: 706-542-5865

http://www.uga.edu/scwds

National Wildlife Research Center

U.S. Animal and Plant Health Inspection Service (APHIS)

Department of Agriculture

4101 La Porte Avenue

Fort Collins, CO 80521 USA

Phone: 970-266-6000; Fax: 970-266-6032

http://www.aphis.usda.gov/wildlife_damage/nwrc

National Marine Fisheries Service

U.S. National Oceanic and Atmospheric Administration

Department of Commerce

1315 East-West Highway

Silver Spring, MD 20910 USA

Phone: 301-713-2332; Fax: 301-713-0376

http://www.nmfs.noaa.gov/strandings.htm

National Wildlife Health Center 

U.S. Geological Survey 

Department of the Interior 

6006 Schroeder Road

Madison, WI 53711 USA

Phone: 608-270-2400; Fax: 608-270-2415

http://www.nwhc.usgs.gov 

Division of Environmental Quality

U.S. Fish and Wildlife Service

Department of the Interior

4401 N. Fairfax Drive, Suite 322

Arlington, VA 22203 USA

Phone: 703-358-2148; Fax: 703-358-1800

http://contaminants.fws.gov

National Fish and Wildlife Forensic Laboratory

U.S. Fish and Wildlife Service

Department of the Interior

1490 East Main Street

Ashland, OR 97520 USA 

Phone: 541-482-4191; Fax: 541-482-4989

http://www.lab.fws.gov

National Health and Environmental Effects Research  

 Laboratory (NHEERL)

U.S. Environmental Protection Agency

109 TW Alexander Drive

Durham, NC 27709 USA

Phone: 919-541-4577; Fax: 919-541-1831

http://www.epa.gov/nheerl

http://www.epa.gov/ecotox 

Canada
Canadian Cooperative Wildlife Health Centre 

Veterinary Pathology

Western College of Veterinary Medicine, 

University of Saskatchewan

Saskatoon, SK S7N 5B4 Canada 

Phone: 306-966-5099, 1-800-567-2033 (Canada);  

Fax: 306-966-7439

http://wildlife1.usask.ca/ccwhc2003

Wildlife Toxicology Division

National Wildlife Research Centre

Canadian Wildlife Service

Environment Canada

Carleton University

Ottawa, ON K1A 0H3 Canada

Phone: 819-997-2800, 1-800-668-6767 (Canada);  

Fax: 819-953-2225

http://www.cws.ec.gc.ca/nwrc-cnrf/toxic/index_e.cfm
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sect the samples, damage can be done to the legal accept-
ability of  the sample analyses. It is best to freeze the sam-
ples and allow specialists to perform the dissections.
 Tissues can be placed in plastic bags or small glass sample 
jars that have sterile interiors, and larger samples can be 
placed in zip-lock bags. Smoky-colored (dark) glass sampling 
jars should be used for soil, water, and sediment samples, 
particularly if  pesticides or organics are involved. Using dark 
glass is especially important when handling chemicals that 
undergo photodegradation. Plastic containers should be 
avoided for samples that could contain pesticides or organics, 
as they tend to adsorb onto the plastic. Sampling equip-
ment should be cleaned between processing and collecting 
samples to prevent cross-contamination. Gloves should be 
changed between samples or between groups of  samples of  
similar contamination levels to prevent cross-contamination.

Record Keeping
A field log will be useful to make entries regarding each sam-
ple collected for analysis. Entries should include the sample 
identification number, type of  sample collected, site name 
where collected, date, and the name or initials of  the sample 
collector. These entries provide backup identification in case 
sample labels are damaged or lost, or if  confusion ensues over 
when and where certain samples were taken.
 Accurate record keeping is critical for documenting wild-
life mortality or morbidity incidents. Detailed incident re-
ports (Appendix 6.1) are essential to identification and con-
firmation of  ecological risks associated with a particular 
chemical contaminant. Over time, incident reports provide 
information regarding those chemicals or agricultural prac-
tices that are involved most often in wildlife mortality or 
morbidity incidents. They also identify species that are par-
ticularly sensitive to certain chemicals. Incident reports can 
identify geographic areas or landscape variables most fre-
quently affected by specific chemicals. The more detailed 
the information that is provided on the field data sheet, the 
better are the chances that investigators of  the incident will 
be able to understand what happened. The importance of  
detail in the field data sheet, both to enhance accurate diag-
nosis and to ensure that appropriate information is provided 
for forensic purposes, cannot be overemphasized. It is im-
perative to learn whether the contaminant threat is still 
present and whether there is a continuing threat of  wildlife 
mortality or morbidity. 

Sample Collection
In addition to wildlife tissue samples, which are critical for 
identifying the cause of  the mortality or morbidity incident, 
other environmental samples are critical. Some contami-
nants may be metabolized quickly in an animal, and the en-
vironmental samples may be the only place where the un- 
altered contaminant will be found. It also is possible the 
contaminants were encountered in a location some distance 

from where the carcasses were discovered. If  the exposure 
occurs off-site, the actual contamination source must be lo-
cated. Depending on the specific conditions of  the situation, 
soil, water, and vegetation should be sampled. If  possible, 
advice should be sought on the proper sampling techniques 
for different sample types and for different contaminants.
 Environmental samples should be collected from the im-
mediate vicinity of  the dead or debilitated animals. Addition-
ally, samples should be collected from areas where the con-
tamination may have moved or have originated. It is possible 
that dead or debilitated animals are first found in a highly 
visible location, but that contamination may be greater else-
where. Those experienced with site and contaminant types 
can provide advice on number of  samples required and how 
far the samples should be collected from the original site.
 Many contaminants act as an emetic when ingested. If  
vomitus or regurgitated material is found with the speci-
mens, it should be collected. It will often contain high con-
centrations of  the contaminant, possibly higher than in the 
carcass or GI tract. In acute poisonings, contaminant resi-
dues are usually higher in the anterior GI tract than in the 
post-absorptive tissues.

animal tissues 
Animal tissues can be taken directly from necropsies, whereas 
vomitus, urine, feces, blood, and hair or feathers can be col-
lected at or around the mortality or morbidity site. Collect-
ing samples from a carcass or a group of  carcasses becomes 
more difficult as time elapses. Time since death is a critical 
factor, as the onset of  rigor mortis, decomposition, and 
scavenging by predators make tissue samples more difficult 
to obtain. Ideally, whole, fresh carcasses available for sam-
pling tissues would be present at the incident scene, but this 
frequently is not the case. When the whole carcass cannot 
be submitted and evidence suggests that specific causes may 
be involved, tissue samples can be strategically taken and 
preserved during necropsy (Table 6.2). The best materials 
for establishing oral exposure to an acute toxicant are in the 
GI tract (crop and gizzard and/or stomach in birds, stomach 
in mammals and other wildlife species). Liver tissue, lipid 
(fat) deposits, and brain tissue generally are considered best 
for identifying the presence of  toxic levels of  many of  the 
lipid-soluble contaminants, such as organochlorine insecti-
cides and PCBs, and for trace metals (e.g., lead and mer-
cury). Brain tissue also is important for diagnosing anti-ChE 
insecticide poisoning, through the measurement of  ChE ac-
tivity. Keratin structures (hair, feathers, or scales) are often 
used as sublethal samples to detect chronic exposure to 
heavy metals that may be contributing to an overall decline 
in fitness of  the animals, making them more susceptible to 
disease or other environmental conditions. Analysis of  sam-
ples from other environmental media also can assist in es-
tablishing routes of  exposure and identifying occurrences of  
exposure to multiple toxic chemicals. In the case of  preda-
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tors and scavengers, it may be necessary to collect local prey 
species or scavenged carcasses to examine possible exposure. 
 If  the animals are not dead, but are intoxicated or other-
wise sick, nondestructive techniques can be used to collect 
tissue samples, specifically, blood, hair, feather, or scale, and 
biopsies or other types of  samples, such as foot washes 
(Fossi and Leonzio 1994). Waste materials, such as urine,  
feces, and vomitus, can be collected from debilitated ani-
mals found at the site by holding them in clean, ventilated 
containers for a period of  time. Fecal and urinary products 
are useful for analysis of  contaminants and can be evaluated 

for disease as well. For living birds, a foot wash with metha-
nol or isopropyl alcohol and analysis of  feathers can be use-
ful for establishing exposure to an aerosolized chemical ap-
plication, such as a pesticide. Typically, a foot wash must be 
performed in ≤48–72 hours of  exposure to detect the pres-
ence of  the chemical. After that time, most or the entire 
chemical will have been absorbed through the skin (Fossi and 
Leonzio 1994, Friend and Franson 1999, Millam et al. 2000). 
 If  the cause of  the incident is unclear or if  causes in addi-
tion to contaminants are possible, animal carcasses need to 
be handled in different ways. Freezing animal tissues can 

Table 6.2. Sample selection and preservation from necropsy when whole carcass cannot be submitted and evidence suggests 
specific causes may be involved

Sample Suggested test Preservation Comment

Lesion As appropriate Frozen Lesion tissues appear abnormal; a portion  
    of  each lesion should be saved frozen;  
    fixed tissue important
Lesiona Specimen is fixed, sectioned, and stained for  10% formalin A portion of  each lesion should be saved
  microscopic study   frozen
Liver Metals and organics Frozen Entire liver of  birds and small mammals,  
    selected portions from larger species; 
    fixed tissue important
Livera Specimen is fixed, sectioned, and stained for  10% formalin Specimen portions should be ≥6 mm in
  microscopic study   thickness
Kidney Metals Frozen Entire kidneys from birds and small  
    mammals, selected portions from larger  
    species; fixed tissue important
Kidneya Specimen is fixed, sectioned, and stained for  10% formalin Specimen portions should be ≥6 mm in
  microscopic study   thickness
Stomach OPb and carbamate insecticides, plant toxins,  Frozen Save entire contents; samples to be checked
  mycotoxins, strychnine, cyanide   for cyanide or other toxic gases; must be  
    placed in airtight containers
GI tracta,b Specimen is fixed, sectioned, and stained for  10% formalin or Bouin’s stain Small piece of  stomach at the ileocecal
  microscopic study   junction, piece of  duodenum (near  
    pancreas), and colon
Brain Cholinesterase activity, OCb insecticide  Frozen For chemical analysis, sample must be
  residues, Organomercuric compounds   wrapped in clean aluminum foil and  
    placed inside a clean glass bottle; fixed  
    tissue important
Brain, nervous  Specimen is fixed, sectioned, and stained for 10% formalin Divide brain in half  (sagittal); place half  in 
 tissue, eyea  microscopic study   formalin, freeze other half  
Blood Lead, cyanide, H2S, nitrites Frozen Samples to be checked for cyanide or other 
     toxic gases must be placed in airtight 

containers
Gonada Specimen is fixed, sectioned, and stained for  10% formalin or Bouin’s stain Specimen portions should be ≥6 mm in
  microscopic study   thickness
Lung Cyanide, H2S Frozen Samples to be checked for cyanide or other 
     toxic gases must be placed in airtight 

containers
Heart, lung, Specimen is fixed, sectioned, and stained for  10% formalin Specimen portions should be ≥6 mm in
 skeletal muscle,   microscopic study   thickness. 
 lymph nodes  
 spleen, thymusa   

Adapted from Friend and Franson (1999).

a Histopathological examination (microscopic).

b GI = gastrointestinal; OC = organochlorine; OP = organophosphorous.
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cause damage to tissues that make disease identification by 
a pathologist difficult or impossible. However, failure to freeze 
tissues for contaminant analysis may allow the contaminant 
to degrade to the extent they will not appear to be present.
 If  there are many specimens, some should be frozen (with 
dry ice) and others kept cool (with ice or refrigeration). 
Those set aside for disease evaluation should be kept cool 
and transported to a trained pathologist in ≤48 hours of  col-
lection. If  transportation will require >48 hours, it is best to 
freeze all specimens. To prevent contamination, it is best  
to freeze carcasses that are already deteriorating or have be-
come putrid. None of  the carcasses should be dissected 
prior to sending them to the pathologist.

plant tissues 
Plant residues may be important for identifying how expo-
sure may have occurred and the extent of  the contamina-
tion. Some contaminants may accumulate in plants via up-
take from the roots; however, many others may be present 
primarily as surface residues. For those contaminants most 
likely to be deposited on plant surfaces, care must be taken 
not to dislodge the residues during collection. Contamina-
tion during collection of  plant samples is of  greater concern 
if  surface residues are present.
 When collecting plant samples, the plants should be han-
dled as little as possible to prevent dislodging any contami-
nant residues. If  possible, the entire plant, including the 
roots, should be collected, as the roots may contain the 
highest residues, making identification of  the contaminant 
more likely. Samples should be collected from both on- and 
off-site, with areas thought to be least contaminated sam-
pled first. Cross-contamination among samples can be re-
duced by starting in the least contaminated areas. Consider-
ation should be given to separating animal food items, such 
as seeds or fruits, from leaves and stems, if  it will help with 
the follow-up investigation. Samples should be frozen as 
soon as possible and should remain frozen during shipping 
and storage until contaminant analysis.

soil 
Soil samples can be useful for measuring the extent and lev-
els of  environmental contamination. Samples should be col-
lected from the immediate vicinity of  the dead or debili-
tated animals. Depending on the specifics of  the incident, 
soil should be collected at different distances from the site. 
Samples should be collected off-site if  movement is possible, 
particularly up or down hill (or up or down wind). Some 
contaminants have a tendency to move down through soil 
and may contaminate groundwater. If  possible and appro-
priate, collect soil core samples to a depth of  1 m. Samples 
should be collected first from areas thought to be least con-
taminated and then in those areas of  highest contamination. 
It is surprisingly easy to contaminate samples from sam-

pling equipment and even clothing and footwear. All soil 
samples should be frozen, if  possible, at time of  collection. 
If  prompt freezing is not possible, the soil should be placed 
on ice and frozen as soon as practical.

water and sediment 
Water samples are useful for identifying the extent and lev-
els of  environmental contamination. Glass containers should 
be used to sample water, as some contaminants adhere to or 
absorb into plastics. Samples should be protected from light, 
and the glass should be brown or wrapped in aluminum 
foil. Samples should be collected from the immediate inci-
dent area (e.g., pond) and up- or downstream. Samples can 
be collected from nearby surface water as appropriate. How-
ever, care should be taken that water samples contain no 
soil or other debris. Containers should be about half  full (to 
prevent cracking from expansion during freezing), labeled, 
and placed in a plastic bag. Samples should be frozen imme-
diately if  possible, but they can be cooled to 4° C for ship-
ping. During freezing, glass containers should be stored up-
right. Containers should be shipped upright and kept frozen 
or cooled to 4° C.

air 
Air might be the most difficult environmental factor to sam-
ple in the field. For soil, water, or vegetation, as long as ade-
quate sample amounts are collected, only portions of  the 
sample are required for subsequent analyses. It is impracti-
cal to collect a sample of  the air to provide to a chemist for 
analysis. Since air cannot be taken from the field, contami-
nants must be extracted from the air or measured during a 
field visit.
 The concentration of  a contaminant in the air is mea-
sured from a known volume of  air sampled in the field. This 
measurement requires a calibrated air pump or detector. 
Faulty calibration or leaks will produce inaccurate measure-
ment of  the volume sampled and thus inaccurate reporting 
of  the concentrations of  contaminants. Monitoring equip-
ment must be checked for air leaks and proper calibration 
prior to monitoring for contaminants in the field.
 Direct measurement of  aerial contaminants in the field 
requires an instrument capable of  detecting the presence 
and concentration of  the specific contaminant of  concern. 
If  the contaminant of  concern is not known before attempt-
ing air monitoring, selection of  the proper detector will be 
difficult. Also, some detectors are designed for human health 
and safety and report only if  a contaminant exceeds safe  
levels for humans. This might not be helpful, as the level 
harmful to wildlife is often unknown. Other detectors are 
designed for monitoring organic compounds and might not 
detect inorganics well, and vice versa. 
 It also is possible to extract the contaminant from the air 
and provide the media to a chemist for analysis. Because 
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concentration is based on the volume of  air sampled, it is 
critical the volume be accurately measured and recorded by 
using a pump calibrated to move a known volume of  air 
during a specific time period (e.g., mL air per sec) for a 
known period of  time. The air being sampled must flow 
through a filter or liquid capable of  extracting the contami-
nant. For many organic compounds, bubbling air through a 
solvent like hexane can be an effective sampling procedure. 
Filters also are available to remove many organic or inor-
ganic compounds. However, the filter must be capable of  
capturing all the contaminant from the sampled air. The 
concentration will be underreported if  the capacity of  a fil-
ter is exceeded. Assistance from someone with experience 
in air quality monitoring will likely be necessary to ensure 
that measured air concentrations are accurate.

chemical residue analysis 
Residue analysis is expensive, and there are many aspects to 
consider, including detection limits, quality assurance and 
control, how to read and evaluate a laboratory chemical 
analysis report, and how to interpret the toxicological data. 
There are 2 types of  detection limits to be considered: in-
strument and method detection limits. Differences between 
instrument detection limits are the result of  detector sensi-
tivity, the chromatograph system that precedes it, and the 
injection method. Method detection limits represent the 
best performance consistently achievable from a method in 
a particular laboratory with a given set of  instruments. 
Method detection limits are a function of  the clean-up and 
extractive procedure and thus are more closely allied to the 
chemist’s standard operating procedures and technical abili-
ties. Standard operating procedures vary by detector and 

chemical, based on the relative polarity of  the chemical and 
the environmental media in which it is found.
 Interpretation of  residue analysis data can be frustrating. 
Overall, we know little about how body residue levels of  en-
vironmental contaminants correlate to corresponding effects 
seen in wildlife species. One excellent source of  information 
on interpretation of  residue analysis data is Beyer et al. 
(1996). Their work is the first major attempt to make sense 
of  residue analysis data as related to accompanying effects. 

SUMMARY

A wide variety and substantial volume of  chemical con-
taminants (as well as natural plant and animal toxins)  
are present in the environment and frequently have been 
shown to negatively affect wildlife species, causing mortal-
ity and/or morbidity. As a result, wildlife mortality or mor-
bidity incidents occur. Thus, there is a strong need for  
field biologists to be able to adequately identify and handle 
these incidents. Few biologists receive training in the field 
of  environmental or wildlife toxicology, as this area of  in-
terest is relatively specialized. Thus, it is important that 
field biologists understand and have a source for determin-
ing standard operating procedures for successfully hand- 
ling wildlife mortality or morbidity incidents. This chapter 
provides wildlife biologists with guidance on understand- 
ing wildlife toxicology and describes procedures that 
should be followed when confronted with a wildlife mor-
tality or morbidity event. It also is important for biologists 
to have additional sources of  information and be aware of  
the locations of  wildlife mortality or morbidity incident 
databases. 

(Appendix 6.1 follows on next page.)



APPENDIX 6.1. SAMPLE WILDLIFE MORTALITY OR MORBIDITY INCIDENT FIELD DATA SHEET

Date:                                                   

Submitter’s name:                                                                                                                                                                                 

Submitter’s affiliation:                                                                                                                                                                           

Submitter’s contact information:                                                                                                                                                        

Date collected:                                                   

Method of  collection: (found dead, euthanized; if  euthanized—technique used)

                                                                                                                                                                                                                 

                                                                                                                                                                                                                 

Incident scene biologist:                                                                                                                                                                        

Incident location: State:                                              County:                                              Latitude/longitude:                   

Specific incident location:                                                                                                                                                                     

Incident area description: (land use, habitat types, etc.)

                                                                                                                                                                                                                 

                                                                                                                                                                                                                 

Environmental factors at incident site: (climatic conditions, description of  water bodies, evidence of  chemicals, etc.)

                                                                                                                                                                                                                 

                                                                                                                                                                                                                 

Time of  onset of  incident (date and time):                                                                                                             (best estimate)

Species affected:                                                                                                                                                                                    

Species that appear unaffected (if  known):                                                                                                                                        

                                                                                                                                                                                                                 

Age/sex of  species affected:                                                                                                                                                                                                                  

Number known dead of  each species:                                                                                                                                                                                                                  

Mortality/morbidity ratio: (number of  dead ÷ number of  sick)                                                                                                                                    

Estimated dead (consider scavengers, other removal):                                                                                                                                    

Clinical signs:                                                                                                                                                                                                                 

Species at risk:                                                                                                                                                                                                                 

Additional information and observations/comments:                                                                                                                                   

                                                                                                                                                                                                                             

                                                                                                                                                                                                                              

                                                                                                                                                                                                                             

                                                                                                                                                                                                                   

Modified from Friend and Franson (1999).
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INTRODUCTION

WILDLIFE HEALTH A ND DISEASE are increasingly important 
aspects of  wildlife conservation, particularly when species at risk of  ex-
tinction are involved or human health is effected (Daszak et al. 2000; 

see Appendix 7.1 for definitions of  disease-related terminology). For example, Jones 
et al. (2008) found that 60% of  335 emerging infectious disease events occurring 
worldwide since 1940 were zoonoses, with the majority of  these (72%) originating 
in wild animals. They also found the proportion of  emerging infectious diseases 
originating in wildlife has increased since the 1940s. Recent concerns over the 
H5N1 strain of  avian influenza and the H1N1 swine flu pandemic, as well as con-
tinuing concerns about Lyme disease, rabies, tuberculosis, and West Nile virus, 
have sensitized people to the role wildlife play in their own well-being. Similarly, 
wildlife biologists now are well aware of  the ramifications of  infectious diseases, 
such as bovine tuberculosis, brucellosis, and chronic wasting disease (CWD) in 
free-roaming cervid populations and, perhaps more importantly, in public percep-
tion (Peterson et al. 2006). Surveillance for infectious agents in wildlife populations, 
and timely and efficient investigation of  wildlife disease outbreaks, are critical to  
effective management of  infectious diseases in wildlife, livestock, and human popu-
lations. Despite the importance of  diseases to conserving wild species at risk of  ex-
tinction and the importance of  wildlife populations to managing emerging infectious 
diseases that threaten human and livestock health, wildlife scientists typically are 
poorly equipped in some ways to participate in effective disease surveillance and 
management in free-roaming wildlife. The reasons for this situation are largely arti-
facts of  history.
 As wildlife science developed as a discipline, host–parasite interactions often 
were an integral component of  wildlife-oriented research (Peterson 2004, 2007). 
The mammoth The Grouse in Health and Disease (Committee of  Inquiry on Grouse 
Disease 1911), among other things, argued that Trichostrongylus tenuis (= T. pergra-
cilis) was the primary cause of  what was known as “the Grouse Disease” in red 
grouse (Lagopus lagopus scoticus) in the British Isles. The principle impetus for this 
study was to determine whether infectious agents controlled observed variation in 
grouse abundance across years. This publication undoubtedly stimulated North 
American game bird researchers not only to attempt similarly massive ecological 
studies that included disease investigations (e.g., Stoddard 1931, Bump et al. 1947), 
but also to search for their own version of  “the Grouse Disease” (Gross 1925:424, 
Lack 1954:164) or “the quail disease” (Bass 1939, 1940; Durant and Doll 1941). Aldo 

Wildlife Health and Disease
Surveillance, Investigation,  
and Management
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Leopold (1933:325), in his influential Game Management, 
probably increased interest in the infectious agents of  wild-
life by arguing “the rôle of  disease in wild-life conservation 
has probably been radically underestimated.” He also noted 
that “density fluctuations, such as cycles and irruptions, are 
almost certainly due to fluctuations in the prevalence of, 
virulence of, or resistance to [infectious] diseases.” Thus, 
Leopold placed host–parasite interactions on par with other 
important interspecific relationships, such as predator–prey 
interactions. He did not offer any empirical or experimental 
evidence to support his suppositions, however.
 By about 1950, many influential wildlife scientists began 
to assume that infectious agents of  free-roaming wildlife 
were ecologically unimportant, except as almost inanimate 
extensions of  poor habitat conditions or as natural disasters 
(Trippensee 1948:369–384, Lack 1954:161–169, Taylor 1956: 
581–583). In Wildlife Management, Gabrielson (1951) did not 
even mention wildlife diseases or parasitism, suggesting that 
he believed infectious agents were inconsequential. Simi-
larly, Herman (1969:325) ended his review of  how diseases 
influenced wildlife populations by stating there was only 
“limited documentation that disease, as an individual factor, 
can drastically affect population fluctuations,” and that “it is 
imperative that we recognize the dependency of  the occur-
rence of  disease in wildlife on habitat conditions.” Herman 
(1963) pointed out elsewhere, however, that few studies 
have been conducted in such a manner that population-level 
effects of  infectious agents could be documented, even if  
they occurred. This criticism still largely holds (Peterson 
1996, Tompkins et al. 2002). At any rate, perceiving bacterial 
or viral diseases as simply extensions of  poor habitat condi-
tions or as natural disasters, where management could not 
reasonably be brought to bear (much like hurricanes or vol-
canic eruptions), led North American wildlife scientists to 
neglect these important interspecific relationships until rela-
tively recently (Peterson 1991b). Most university programs 
that trained wildlife scientists in North America during this 
period reflected this neglect in their curriculums. 
 Conversely, since the early 20th century, those interested 
in parasite systematics continued to study their favorite taxa 
in wild hosts. Such efforts tended to emphasize host lists, 
parasite descriptions, and revisions of  taxonomic relation-
ships. Similarly, veterinary pathologists and microbiologists 
conducted numerous studies of  infectious diseases in wild-
life designed, at least in part, to determine whether wild spe-
cies served as reservoir hosts for diseases occurring in live-
stock or humans. Most of  these efforts, although quite useful, 
lacked an ecological dimension until recently, and thus did 
not address many issues important to wildlife ecologists and 
conservationists (Peterson 1991a). Research addressing wild-
life diseases conducted from a predominately veterinary 
medical perspective became a subdiscipline of  its own that 
led to the formation of  the Wildlife Disease Association in 
1952 and publication of  the Journal of  Wildlife Diseases dedi-
cated to this subject (published since 1965). 

 Although others had previously addressed host–parasite 
interactions from an ecological perspective, Anderson and 
May (1978, 1979) and May and Anderson (1978, 1979), in a 
series of  2-part articles, provided the basic theoretical frame-
work still used by ecologists for evaluating host–parasite in-
teractions. During the past decade, there has been renewed 
interest in attempting to bridge the disciplinary divides that 
traditionally separated the fields of  wildlife health, livestock 
health, human health, ecosystem functionality, biodiversity 
conservation, and wildlife management with a synthetic cross-
disciplinary approach, often referred to as conservation 
medicine (e.g., Aguirre et al. 2002). Others maintain that 
ecology is the logical synthetic discipline to bridge these 
perspectives of  wildlife diseases (e.g., Hudson et al. 2002, 
Collinge and Ray 2006, Ostfeld et al. 2008). Regardless, mul-
tidisciplinary approaches that include wildlife ecologists and 
conservationists are required to adequately address emerg-
ing infectious diseases, zoonoses, and diseases of  impor-
tance to wildlife populations. 
 In light of  current public concern about wildlife diseases, 
such as avian influenza, West Nile virus, bovine tuberculo-
sis, and CWD, many North American wildlife conservation 
agencies are now firmly ensconced in wildlife disease sur-
veillance and management programs, whether they wish to 
be or not. For example, CWD surveillance and testing alone 
accounted for >50% of  the Wisconsin Department of  Natu-
ral Resources’ (WDNR) entire budget during 2002–2008 
(WDNR 2009:29). Concerns about these expenditures and 
the effectiveness of  WDNR’s CWD eradication program led 
to a legislative audit, completed in November 2006 (State  
of  Wisconsin Legislative Audit Bureau 2006). The auditors 
found the agency’s efforts to eradicate or even control CWD 
had not been effective. The WDNR is now in the process of  
completely rethinking its approach to CWD surveillance 
and management (Garner et al. 2009, WDNR 2009). With-
out doubt, wildlife biologists and administrators working 
for the WDNR, at least, are well aware of  the importance 
of  wildlife diseases in their state. Comparable management 
efforts, conundrums, and controversies surrounding wildlife 
disease surveillance and management also exist in several 
other states and provinces. Regulatory agencies tasked with 
conserving wild species can no longer ignore wildlife health 
and disease. Instead, it is far more productive for wildlife sci-
entists to prepare themselves to work with multidisciplinary 
teams attempting to address the complex ecological and so-
cial issues surrounding diseases in wild species. 
 It is well beyond the scope of  this chapter to even briefly 
summarize what is known about disease processes in wild-
life, the ecology of  wildlife macro- or microparasites (see 
Appendix 7.1 for definitions), or even a small portion of  the 
diseases known to occur in wild animals. Such a discussion 
would require numerous volumes the size of  the one you 
are reading. Instead, our primary objective is to expedite 
connecting interested wildlife scientists with needed infor-
mation on wildlife health and disease in as painless a fashion 
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as possible. Specifically, we begin with a primer on wildlife 
disease processes that points readers toward key reviews of  
ecological approaches to host–parasite interactions; specific 
diseases known to occur in free-roaming wild vertebrates; 
and regional and national wildlife disease research, diagnos-
tic, and management programs. Next, we summarize as-
pects of  wildlife disease surveillance and evaluation that wild-
life biologists might find themselves involved with; these 
include field observations, appropriate training, and proce-
dures used to collect specimens for laboratory analyses. 
During this discussion, we point readers toward key reviews 
of  basic laboratory procedures, necropsy, specimen collec-
tion, specimen shipment, and other techniques used during 
surveillance, investigation, and management of  wildlife dis-
eases. Finally, we discuss key issues relevant to managing 
wildlife diseases by presenting 3 case studies that illustrate 
an array of  disease processes, rationales for intervention, 
and management strategies. Some aspects of  this chapter 
benefited from the chapter on this topic in the previous edi-
tion of  this manual (Roffe and Work 2005). 

WILDLIFE DISEASE

For our purposes, disease refers to an interruption, cessation, 
or disorder of  body functions, systems, or organs. This defi-
nition includes toxic, genetic, metabolic, behavioral, neo-
plastic, and nutritional diseases in addition to those caused 
by macro- and microparasites (see Appendix 7.1 for defini-
tions). Interactions among these categories occur as well. 
For example, certain toxicants can cause neoplastic disease 
in animals, and nutritional deficiencies can render hosts more 
susceptible to infectious agents. 
 The variety of  taxonomies used by disease specialists to 
classify and/or describe diseases probably accounts for much 
of  the reason many wildlife ecologists and managers find 
dealing with wildlife diseases a daunting challenge. For ex-
ample, veterinarians and physicians often think of  diseases 
based on the organ system involved, which explains the 
names of  many medical specialties, such as cardiology, der-
matology, dentistry, neurology, and ophthalmology. Pathol-
ogists often describe diseases based on abnormalities found 
during necropsy and subsequent histopathology (e.g., ulcer-
ative colitis or spongiform encephalopathy). Conversely, mi-
crobiologists and parasitologists tend to classify diseases 
based on the etiological agents responsible for the disease, 
resulting in such terms as bacterial, mycotic, parasitic, toxic, 
and viral diseases (this is the approach used in the most 
comprehensive series of  reference books addressing wildlife 
diseases: Fairbrother et al. 1996, Samuel et al. 2001, Williams 
and Barker 2001, Atkinson et al. 2007, Thomas et al. 2007). 
Epidemiologists often categorize infectious diseases based 
on their mode of  transmission among hosts (e.g., direct, in-
direct, or vectorborne diseases). Since the early 1980s, ecolo-
gists typically evaluate infectious agents (e.g., parasites; Ap-
pendix 7.1) based primarily on their life history strategies 

(e.g., macroparasites versus microparasites; Anderson and 
May 1979). To many wildlife biologists, the most intuitive 
approach for categorizing wildlife diseases centers on the 
host species involved. For this reason, many field guides to 
wildlife diseases that target wildlife biologists and/or the 
general public classify diseases by host species (diseases of  
deer, quails, waterfowl, wild turkeys, etc.; for an example of  
this approach, see Davidson 2006). None of  these taxono-
mies is necessarily superior to the others, and all have merit. 
What is important for wildlife scientists is they learn to ne-
gotiate these taxonomies effectively, so they can fully utilize 
reference books and the refereed literature devoted to wild-
life diseases and communicate effectively with wildlife dis-
ease specialists.
 Although toxins, such as botulinum toxin and various 
mycotoxins, and numerous toxic environmental contami-
nants cause disease in wildlife, we do not address these sub-
stances in detail here because Chapter 6 (This Volume) is 
dedicated to this topic. Similarly, nutritional deficiencies, 
such as starvation, are probably among the most common 
diseases of  wild animals; however, wildlife nutrition is not 
covered in this chapter. Instead, this chapter focuses on wild-
life diseases caused by infectious agents. We use an eco- 
logical perspective that should be more relevant to wildlife  
scientists than the technical jargon of  other disciplines. 

Disease Processes, Ecology, and Epidemiology
Epidemiologists attempt to determine the factors that ac-
count for patterns of  disease occurrence in human or other 
animal populations by using modeling approaches. Such 
patterns typically relate to the presence of  antagonists,  
such as microparasites, macroparasites, or toxicants, or the 
absence of  some essential nutritional element, such as a  
micronutrient or vitamin. Today, the thrust of  epidemiol-
ogy centers on modeling the presence of  antagonists in host 
populations rather than on the absence of  essential nutri-
ents. For this reason, epidemiologists perceive disease as a 
3-way interaction among susceptible hosts, disease causing 
agents, and the environment; with the environment acting 
as a fulcrum influencing whether the host or the disease 
causing agent predominates (Wobeser 2005; Fig. 7.1A,C). 
 Traditionally, epidemiologists did not attempt to model 
how infectious agents might influence human population 
dynamics, as they assumed there were so many people that 
even a relatively large mortality event would not alter the 
trajectory of  human population growth. This attitude be-
gan to change after the pioneering ecological research of  
Anderson and May (1978, 1979) and May and Anderson 
(1978, 1979). If  nothing else, their analytical models served 
notice that if  it is reasonable to assume that predators can 
influence prey population dynamics, it is equally reasonable 
to suppose that macro- and microparasites have the same 
potential. Since then, ecologists studying host–parasite inter- 
actions have emphasized understanding and modeling how 
macro- or microparasites influence host population dynamics 
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(including host population regulation), parasite transmission, 
parasite population dynamics, patterns of  parasitism in space 
and time, and the importance of  parasites to biodiversity 
conservation (Hudson et al. 2002). It also became clear dur-
ing this period that some microparasites, such as the human 
immunodeficiency virus, are associated with negative human 
population growth in some regions of  Earth, and today epi-
demiologists often account for the influence of  infectious 
agents on human population trends. Most disease ecologists 
also would replace “environment” in the epidemiological 
triangle (Fig. 7.1A) with the habitats of  both the host and 
parasite as influenced by climatic and edaphic factors (Fig. 
7.1B). This point is discussed later in this subsection. 
 The reason habitat or environment acts as a fulcrum in-
fluencing whether the host or parasite/agent thrives (Fig. 
7.1C) is that each host has an inherent ability to resist toxi-
cants and micro- or macroparasitic invasion and coloniza-
tion, whereas each parasite has an inherent ability to invade 
and colonize the host. Environmental conditions influence 
this balance. For example, unusually cold conditions and/or 
deep, crusted snow could tip the balance toward the etiolog-
ical agent, whereas mild temperatures and plentiful food 
supplies should benefit hosts. 
 Potential hosts resist macro- and microparasitic invasion 
and colonization by a variety of  means. First, not all host 
species are susceptible to a particular infectious agent. Hu-
mans, for example, do not contract canine distemper, a viral 
disease primarily of  canids, but raccoons (Procyon lotor), striped 
skunks (Mephitis mephitis), and several other wild species are 
susceptible to this microparasite. This is an example of  ge-
netically based, species-wide resistance and is independent 
of  humoral or cell-mediated immunity (see Appendix 7.1). 
Hosts also have structural and functional characteristics that 
aid in resisting disease causing agents attempting to invade 

the body. These include a skin thick enough to impede in-
sect vectors (e.g., African elephants; Loxodonta africana), 
intact skin, ciliated epithelium, the sneeze reflex, and intact 
senses. Finally, host defenses include critically important cir-
culatory agents, such as macrophages, specific antibodies, 
and cell-mediated immunity. The science of  immunology is 
dedicated to studying specifically acquired resistance to dis-
ease, and many recent advances in disease diagnosis, preven-
tion, and control involve acquired immunity. 
 Each parasite species also has evolved the ability to in-
vade and colonize hosts. Ecologists often find it useful to 
perceive host–parasite interactions as analogous to the the-
ory of  island biogeography (MacArthur and Wilson 1967). 
Although many hosts (islands) are to varying degrees mo-
bile, distances among susceptible hosts (i.e., host density) 
and methods of  parasite transmission (i.e., access to islands) 
are critically important to understanding and managing host–
parasite interactions. For example, most microparasites caus-
ing respiratory diseases are easily transmitted directly to 
susceptible hosts from infected hosts via sneezing, cough-
ing, or touching susceptible individuals with contaminated 
skin. Further, hosts that rapidly move among continents 
may expedite transmission. These factors were the rationale 
behind the recent public health warnings given to reduce 
the severity of  the H1N1 influenza pandemic in humans. 
Many microparasites are adapted to survive for a time out-
side their hosts and thus become environmental contami-
nants. These microorganisms are transmitted directly to 
susceptible hosts using the contaminated habitat as well as 
by contaminated transport hosts and fomites (Appendix 7.1). 
Several parasitic helminths and protozoans are indirectly 
transmitted to their definitive hosts, where sexual replica-
tion occurs via obligatory intermediate hosts. There also  
are a number of  vectorborne, indirectly transmitted micro-

Fig. 7.1. (A) Interactive relationships among a 
disease agent, host animal, and the environment 
as perceived by epidemiologists. (B) The inter- 
active relationships among a parasite, host animal, 
and the habitat of both the host and the parasite 
as perceived by wildlife disease ecologists. (C) The 
effect of habitat or environmental factors on the 
balance between the parasite or disease causing 
agent and the animal host. This relationship may 
be (a) relatively balanced, (b) favor the host animal, 
or (c) favor the parasite or disease causing agent 
along a continuum. After Wobeser (2005).
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parasites. For example, the microparasites responsible for 
malaria (Plasmodium spp.) require biting arthropod vectors 
for transmission; these vectors can easily penetrate the in-
tact skin of  most host species and do not require hosts to be 
in particularly close proximity to one another. Several macro- 
and microparasite species alter the behavior of  their inter-
mediate hosts, rendering them more susceptible to preda-
tion by definitive hosts and thus expediting completion of  
the parasite’s lifecycle (Day and Edman 1983, Lafferty and 
Morris 1996, Thomas and Poulin 1998). Stated differently, 
these host islands either move more slowly or are more ob-
vious to their predatory definitive hosts. Some species of  
bacteria have commensal relationships with their hosts when 
present in certain organ systems, yet are highly virulent when 
they access other organ systems. Other microparasites, such 
as Bacillus anthracis (the etiological agent responsible for an-
thrax), multiply at high rates and rapidly kill their hosts 
(Dragon and Rennie 1995, Gates et al. 2001, Hugh-Jones and 
de Vos 2002). These bacteria then directly infect and often 
kill other animals, such as predators and scavengers that 
rend the carcass and ungulates that consume contaminated 
plants. Flies that have been in contact with contaminated car-
casses also can serve as transport hosts. Moreover, once B. 
anthracis is exposed to oxygen (after scavengers open the 
carcass), it can form highly resistant spores that persist in 
suitable soil conditions for decades if  not centuries, thus ly-
ing in wait for a susceptible host (mobile island), where it 
can reproduce. These examples represent only a portion of  
the ways that parasites have evolved to invade and colonize 
hosts. Regardless, it should be clear that macro- and micro-
parasite transmission among hosts is critically important to 
individuals attempting to manage wildlife diseases.
 Because of  the current significance of  CWD to North 
American wildlife conservation agencies, it is worth noting 
that CWD and other transmissible spongiform encephalop-
athies (TSEs), such as bovine spongiform encephalopathy 
(BSE), scrapie in domestic sheep and goats, and Creutzfeldt-
Jakob disease (CJD) in humans, do not fit seamlessly within 
some of  the disease taxonomies discussed at the beginning 
of  this section. Disease associated with TSEs is thought to 
be caused by aberrantly refolded isoforms of  normal prion-
related protein (Prusiner 1982, 1991) that induce normal 
prion-related protein in the brain and lymphoid tissue to 
convert to the abnormal form (Collinge 2001, Williams et al. 
2001). The exact mechanism of  this transformation is un-
known. Pathogenic forms arise sporadically in mammals as 
the result of  genetic mutation or by a susceptible animal in-
gesting infected tissues or body fluids. Upon accumulation 
in the brain, the abnormally folded proteins cause spongi-
form encephalopathy and related clinical disease. Because 
prions are devoid of  nucleic acid and are remarkably resis-
tant to environmental degradation, including cooking, they 
are in many ways more similar to a unique class of  toxicants 
than to parasites; however, their infectious nature and multi-

plication in hosts closely resembles the life histories of  
many microparasites. For this reason and several others, the 
latter model is more likely to ground successful TSE man-
agement than the former. 
 Although many people are concerned about how CWD 
influences cervid populations, wildlife viewing, or the fu-
ture of  hunting, it is likely that many others are primarily 
concerned about livestock or human health. After all, it  
was only just a few years ago that BSE jumped the species 
barrier to humans, leading to an inevitably fatal variant of  
CJD in unusually young patients (Will et al. 1996, Lacey 1998, 
Collinge 2001). Belay et al. (2001), using epidemiological 
methods, were unable to tie CWD to a single case of  hu-
man CJD or its variants, even when these cases occurred in 
unusually young patients who had consumed venison. In-
stead, it is likely that humans and cattle are no more suscep-
tible to CWD than to scrapie (Raymond et al. 2000, Kong  
et al. 2005); no cases of  human TSEs have been tied to scra-
pie since this disease was first described in sheep in the 
1730s. This observation certainly does not mean, however, 
that we can safely rule out transmission of  some CWD vari-
ant to humans in the future. Regardless, there will be in-
creasing pressure from various directions on North Ameri-
can wildlife conservation agencies regarding how best to 
address CWD in cervids. Similar pressure also could be 
brought to bear regarding current or yet unknown emerg-
ing infectious diseases.
 In light of  the complexities of  host–parasite interactions 
outlined above, it is logical to assume that environmental 
factors can markedly influence a host’s ability to resist macro- 
and microparasites and a parasite’s ability to invade and col-
onize hosts under some circumstances (Fig. 7.1A). When 
wildlife ecologists consider the triangular relationship among 
parasites or infectious agents, hosts, and the environment, 
they might assume the environment is composed of  the cli-
matic and edaphic factors present in an area of  interest. 
There is no doubt that weather conditions, which are re-
lated to climate, can and do influence wildlife disease occur-
rence. Similarly, in temperate regions, the occurrence of  dis-
eases requiring flying insect vectors is indeed seasonal. Soil 
conditions also influence disease occurrence. For example, 
anthrax tends to occur in wild ungulates in the same geo-
graphic regions over time, because B. anthracis spores sur-
vive better in calcareous (alkaline to neutral) soils than in 
acidic soils (Dragon and Rennie 1995, Hugh-Jones and de 
Vos 2002). It would be a mistake, however, for conservation 
biologists and wildlife managers to assume that because 
they cannot control edaphic and climatic factors, they can-
not influence how the environment affects host–parasite 
interactions.
 To epidemiologists and wildlife disease ecologists, study-
ing host–parasite interactions, the environment in this con-
text (Fig. 7.1A) includes the total of  all factors impinging on 
the host and the parasite. Thus, environment includes the 
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habitats of  both host and parasite (Fig. 7.1B), not just cli-
matic and edaphic factors influencing these habitats. For ex-
ample, nutrient availability; movement corridors; and habi-
tat condition, fragmentation, and loss or conversion all form 
important aspects of  the environment in which host–parasite 
interactions take place. Moreover, nearly every habitat change 
or conservation practice humans implement has the poten-
tial to influence the outcome of  host–parasite interactions 
involving wildlife. Although wildlife managers cannot do 
much about climate, weather, and soil conditions, they can 
and do alter habitat conditions, habitat connectivity, land de-
velopment trends, and wildlife densities. Wildlife scientists’ 
expertise in these areas places them in an excellent position 
to influence the host and the habitat or environmental por-
tion of  the host–parasite–habitat/environment triangle (Fig. 
7.1). We discuss this matter further in the section Managing 
Wildlife Diseases, below.
 For wildlife scientists with little or no formal training  
in wildlife diseases, but who would like to jumpstart their 
knowledge of  wildlife disease processes, we recommend 
Wobeser’s (2005) Essentials of  Disease in Wild Animals as the 
point of  departure. This textbook is suitable for introduc-
tory undergraduate courses on wildlife diseases. Wobeser 
(2005) does an excellent job of  covering the basics of  para-
site transmission, host defense, effects on infectious agents 
on host individuals and populations, and the importance of  
zoonoses. He also addresses disease detection, surveillance, 
and management. Several excellent publications explore eco- 
logical or epidemiological perspectives of  infectious agents 
in wild species (Table 7.1). For primers on host–parasite 
ecology, we recommend the textbook chapters by Sinclair  
et al. (2006) and Begon et al. (2006). We suggest reading these 
chapters in conjunction with Wobeser’s (2005) textbook. 
For those interested in a more detailed perspective on wild-
life disease ecology, we recommend Hudson et al. (2002) as 
an excellent place to begin. 

Resources Addressing Specific Diseases of Wildlife
Due to circumstances beyond their control, wildlife biolo-
gists often find themselves in the middle of  raging contro-
versies concerning what should or should not be done 
about a specific wildlife disease. For this reason, they require 
quick access to resources for rapid education. For example, 
when CWD is first detected in a state or province, field biol-
ogists and administrators might want to learn about the dis-
ease quickly in preparation for the inevitable challenges 
they must face. Similarly, because most emerging zoonotic 
diseases now originate in wild species ( Jones et al. 2008), 
wildlife managers and administrators require rapid access to 
key information on these diseases, should they occur in 
their jurisdictions. Although it is certainly possible for wild-
life managers and administrators to use electronic search 
engines, such as the ISI Web of  Knowledge (Thompson Re-

uters) or Google Scholar, to locate hundreds or even thou-
sands of  refereed journal articles relevant to a specific wild-
life disease, carefully study all these publications, and reach 
informed conclusions about the disease in question, this 
may not be the most efficient use of  their time. Instead, re-
views of  specific wildlife diseases (or of  the diseases of  a 
host species of  interest) written by wildlife disease special-
ists allow wildlife scientists rapid access to reliable knowl-
edge regarding the most important diseases of  wildlife (see 
Table 7.2 for a list of  such reviews). 
 Wildlife field biologists and administrators needing a 
quick summary of  key facts surrounding a specific wildlife 
disease probably will want to begin by reading the sum-
mary of  that disease in 1 or more of  the field manuals listed 
in Table 7.2. Of  the 7 field manuals listed, 4 are freely avail-
able online. Some state wildlife agencies also publish useful 
field guides on their departmental websites that were not in-
cluded in Table 7.2, because we were unable to determine 
who wrote the guide or when it was written. Nearly all these 
field guides target a specific state, province, or region of  
North America. In general, all briefly address important 
topics for each disease, such as the etiological agent respon-
sible, clinical signs, lesions, host species range, diagnosis, 
transmission, geographic distribution, significance to wild-
life conservation, and public health implications. Typically, 
authors provide this information in just a few paragraphs to 
perhaps 2 pages of  text. The authors of  these manuals spe-
cifically targeted wildlife biologists and/or the public as their 
intended audience, and most of  these field guides are replete 
with high-quality color photographs. Although some wild-
life disease specialists might find these field manuals some-
what simplistic, they are useful and inexpensive tools for field 
biologists, wildlife agency administrators, and the public.
 Some wildlife scientists may require a more detailed 
treatment of  a specific disease of  wild animals, the diseases 
of  a specific host species, or those of  a group of  related host 
species. We are fortunate in there currently is a wealth of  
such reviews (Table 7.2). Many detailed reviews of  wildlife 
diseases are arranged by the class of  etiological agent re-
sponsible for the disease (e.g., Fairbrother et al. 1996, Sam-
uel et al. 2001, Williams and Barker 2001, Atkinson et al. 
2007, Thomas et al. 2007). Others target the array of  dis-
eases known to occur in a single host species (e.g., Davidson 
et al. 1981) or a related group of  host species (e.g., Wobeser 
1997; Peterson 2004, 2007), and still others address a single 
disease in a group of  related host species (e.g., Williams  
et al. 2002c, d; Williams 2005, Sigurdson 2008). Similarly, 
some detailed reviews attempt to address what is known 
about all wildlife diseases of  interest occurring in a given 
state or region (e.g., Dieterich 1981, Thorne et al. 1982, For-
rester 1992, Forrester and Spalding 2003), whereas others 
address what is known about specific wildlife diseases 
worldwide (e.g., Fairbrother et al. 1996, Samuel et al. 2001, 
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Williams and Barker 2001, Atkinson et al. 2007, Thomas et al. 
2007). This breadth of  approaches allows readers to choose 
the format that best addresses their needs, so we included 
this information in Table 7.2.
 Two cautions are in order regarding detailed reviews of  
wildlife disease. First, the books included in Table 7.2 were 
approximately 2 years out-of-date when published and have 
become increasingly dated since then. For most wildlife dis-
eases, this does not matter much. However, in areas where 
considerable research is ongoing, such as West Nile virus, 
avian influenza, or CWD, readers will need to update these 
reviews with current refereed journal articles. Similarly, 
some newly emerging wildlife diseases, such as white-nose 
syndrome in bats, were unknown when most of  the reviews 
in Table 7.2 were published. Somewhat less obvious is that 
authors of  older state-level reviews of  wildlife diseases often 
had access to previously unpublished data from their state. 
For this reason, these publications not only review what was 

known about wildlife diseases in the state, but also present 
original data. For example, some authors in Thorne et al. 
(1982) utilized data on wildlife diseases in Wyoming obtained 
from the Wyoming State Veterinary Laboratory, Laramie, 
that appears nowhere else in print. For this reason, if  for no 
other, those interested in wildlife diseases in Alaska, Florida, 
and Wyoming, for example, should not overlook the reviews 
by Dieterich (1981), Forrester (1992), and Thorne et al. (1982), 
respectively, despite the age of  these publications.

Sources for Wildlife Disease Expertise 
Most wildlife biologists will not be sufficiently interested in 
wildlife diseases to warrant completing a D.V.M. degree with 
specialization in the diseases of  wildlife, and/or a Ph.D. de-
gree in such fields as veterinary pathology, microbiology, 
immunology, epidemiology, parasitology, or wildlife disease 
ecology. Wildlife regulatory biologists, researchers, and ad-
ministrators, however, may well need access to such exper-

Table 7.1. Selected publications addressing the ecology and epidemiology of host–parasite interactions involving free-roaming 
wild vertebrate populations

Publication type/Title Content Reference

Brief  summaries
 Parasites and pathogens. Chapter 11 in Wildlife An effective primer on host–parasite ecology Sinclair et al. 2006:179–195
  ecology, conservation, and management 
 Parasitism and disease. Chapter 12 in Ecology:  An excellent yet brief  summary of  host–parasite ecology Begon et al. 2006:347–380
  from individuals to ecosystems  and modeling 
Book length
 Population dynamics of  rabies in wildlife Ecological and epidemiological approaches to rabies in Bacon 1985 
  wild animal populations worldwide 
 Ecology of  infectious diseases in natural  The first major ecological synthesis of  knowledge Grenfell and Dobson 1995 
  populations  surrounding host-parasite interactions in unmanaged 
  animal and plant populations, with emphasis on 
  mathematical modeling to explore observed patterns 
 The ecology of  wildlife diseases Detailed ecological treatment of  host–parasite  Hudson et al. 2002 
  interactions such as parasite transmission, influence of  
  parasites on host population dynamics, and the role  
  of  parasites in biodiversity conservation 
 Wildlife diseases: landscape epidemiology, spatial Discusses the use of  remote sensing and Geographic Majumdar et al. 2005 
  distribution and utilization of  remote sensing  Information System technology to track the spread 
  technology  of  infectious agents through wildlife populations in a  
  spatially explicit fashion 
 Disease ecology: community structure and  Explores various aspects of  community ecology that Collinge and Ray 2006 
  pathogen dynamics  influence pathogen transmission rates and disease  
  dynamics in a wide variety of  study systems 
 Wildlife and emerging zoonotic diseases: the  Written from traditional microbiological and Childs et al. 2007 
  biology, circumstances and consequences   epidemiological perspectives but includes a distinctly 
  of  cross-species transmission  ecological perspective in several chapters and does an  
  excellent job of  addressing emerging zoonotic diseases  
  involving wild vertebrates 
 Infectious disease ecology: effects of  ecosystems Uses a systems approach in an ecological context to Ostfeld et al. 2008 
  on disease and of  disease on ecosystems  attempt integration of  the perspectives of  various  
  medical, agricultural, and natural resource manage- 
  ment disciplines as required to effectively control  
  infectious agents important to human society



Table 7.2. Selected publications reviewing disease processes in, and/or specific diseases of, free-roaming wild vertebratesa

Class/species Localeb Content Title Reference

Birds
 Wide range Worldwide Detailed review Infectious diseases of  wild birds Thomas et al. 2007
 Wide range Worldwide Detailed review Parasitic diseases of  wild birds Atkinson et al. 2007
 Wide range North America Field manual Field manual of  wildlife diseases: general field Friend and Franson 1999 
    procedures and diseases of  birdsc 
 Wide range Floridad Detailed review Parasites and diseases of  wild birds in Florida Forrester and Spalding 
     2003
 Prairie grouse Species’ range Detailed review Parasites and infectious diseases of  prairie grouse: Peterson 2004 
    should managers be concerned? 
 Quails Texasd Detailed review Diseases and parasites of  Texas quails Peterson 2007
 Sage grouse Species’ range Detailed review Parasites and infectious diseases of  greater sage-grouse Christiansen and Tate 
      2011
 Waterfowl Worldwide Detailed review Diseases of  wild waterfowl Wobeser 1997
Mammals
 Wide range Worldwide Detailed review Infectious diseases of  wild mammals Williams and Barker 2001
 Wide range Worldwide Detailed review Parasitic diseases of  wild mammals Samuel et al. 2001
 Wide range Floridad Detailed review Parasites and diseases of  wild mammals in Florida Forrester 1992
 Cervids North America Detailed reviewe Chronic wasting disease of  deer and elk: a review Williams et al. 2002c
    with recommendations for management 
 Cervids North America Detailed reviewe Chronic wasting disease: implications and  Williams et al. 2002d
    challenges for wildlife managers 
 Cervids North America Detailed reviewe Chronic wasting disease Williams 2005
 Cervids North America Detailed reviewe A prion disease of  cervids: chronic wasting disease Sigurdson 2008
 White-tailed deer Species’ range Detailed review Diseases and parasites of  white-tailed deer Davidson et al. 1981
Birds and mammalsf

 Wide range Southeastern Field manual Field manual of  wildlife diseases in the southeastern Davidson 2006  
  United States   states  
 Wide range Alaska Field manual A field guide to common wildlife diseases and parasites Elkin and Zarnke 2001  
    in Alaskac 
 Wide rangeg Alaskad Detailed review Alaskan wildlife diseases Dieterich 1981
 Wide range British Columbia,  Field manual Manual of  common diseases and parasites of  wildlife Miller et al. 2003  
  Canada   in Northern British Columbiac 
 Wide range Colorado Field manual Manual of  common wildlife diseases in Colorado Adrian 1981 
 Wide range Ontario, Canada Field manual Manual of  common parasites, diseases and Fyvie and Addison 1979  
    anomalies of  wildlife in Ontarioc 
 Wide range Saskatchewan,  Field manual Handbook of  diseases of  Saskatchewan wildlife Wobeser 1985 
  Canada    
 Wide range Wyomingd Detailed review Diseases of  wildlife in Wyoming Thorne et al. 1982
Multiple classes
 Wide range Worldwide Introductory textbook Essentials of  disease in wild animalsh Wobeser 2005
 Wide range Worldwide Advanced textbook Disease in wild animals: investigation and  Wobeser 2007 
    managementi 
 Wide range Worldwide Detailed review Noninfectious diseases of  wildlife Fairbrother et al. 1996
 Wide range Worldwide Detailed review Disease emergence and resurgence: the wildlife– Friend 2006 
    human connectionc 
 Wide range Worldwide Detailed review Wildlife diseases of  the Pacific Basin and other Fowler 1981 
    countries 

a Does not include publications focused on the diseases of  captive wild animals in zoos, aquaria, or rehabilitation centers or the diseases of  fishes.
b Authors of  publications labeled “worldwide” attempted to review what was known about the disease in question regardless of  location, but published data undoubtedly reflects 
national and regional interests. 
c Available electronically at no cost as a PDF and/or HTML file; URL included in Literature Cited. 
d Includes considerable material from locales other than the focal location listed.
e We found 45 reviews of  chronic wasting disease in the refereed literature; here we included only those written specifically for wildlife ecologists and managers (i.e., Williams et al. 
(2002c, d) and those that address issues important to wildlife scientists in relatively transparent language. 
f Some of  these publications mention reptiles or amphibians in passing, but they essentially deal only with diseases of  birds and mammals. 
g Also addresses the diseases of  fish.
h Addresses disease processes applicable to a wide array of  wild animals, the study of  wildlife diseases, and disease management; does not address any specific disease in detail; most 
examples from birds and mammals.
i Does not address any specific disease in detail; most examples from birds and mammals.
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tise. Several wildlife health centers employ people with these 
skills at both the national and regional levels in Canada and 
the United States (Box 7.1). Some, but not all, of  these enti-
ties conduct wildlife health and disease research, perform 
necropsies, offer diagnostic testing, provide training, and 
participate in wildlife disease management efforts; see each 
program for its scope and other details. 
 In Canada, each province has a Canadian Cooperative 
Wildlife Health Centre or at least a portion of  a regional 
center (Box 7.1). The situation is more complicated in the 
United States. The Southeast Cooperative Wildlife Disease 
Study is affiliated with the state wildlife conservation agen-
cies in the southeastern United States (Box 7.1), but there 
are no comparable regional wildlife health facilities in other 
regions of  the country. Some state wildlife agencies, how-
ever, have a long and vibrant history of  wildlife health and 
disease programs (e.g., the California Department of  Fish 
and Game and the Wyoming Game and Fish Department). 
As of  this writing, 22 state wildlife conservation agencies 
have 1–5 wildlife veterinarians on staff  (David Jessup, Cali-
fornia Department of  Fish and Game, unpublished data; John 
R. Fisher, Southeastern Cooperative Wildlife Disease Study, 
unpublished data); some of  these agencies also have programs 
for investigating wildlife diseases, maintain wildlife health 
laboratories, and/or maintain informative websites that ad-
dress wildlife diseases relevant to the state. See the websites 
of  each state wildlife conservation agency for details. 
 Another source of  wildlife disease expertise may be found 
at state-operated veterinary medical diagnostic laboratories. 
Although the focus of  these laboratories is on the diagnosis 
of  diseases occurring in domestic livestock and poultry, 
some employ staff  members with considerable expertise in 
wildlife diseases and provide expert diagnostic services for 
wild vertebrates as well. For example, the late Dr. Elizabeth 
S. Williams, a leading wildlife pathologist, who, among other 
things, discovered that CWD was a previously unknown TSE 
(Williams and Young 1980), was employed at the Wyoming 
State Veterinary Laboratory for many years. Wildlife scien-
tists dealing with disease issues should determine whether 
someone of  Dr. Williams’ stature is working at the govern-
mental veterinary medical diagnostic laboratory in their 
state, and if  so, develop a working relationship with this 
wildlife disease specialist. These laboratories typically main-
tain websites listing services available and contact informa-
tion as a place to begin.
 We expect that wildlife regulatory agency biologists, re-
searchers, and administrators will increasingly be involved 
with wildlife disease surveillance and management in the 
future. Such diseases as avian influenza, bovine tuberculosis, 
CWD, rabies, white-nose syndrome, and various emerging 
zoonotic diseases ensure that involvement will occur. After 
all, wildlife ecologists have the required expertise regarding 
the life histories of  wild vertebrates, habitat management 
techniques, and wildlife density manipulation. To be effec-

tive members of  teams conducting disease surveillance or 
management of  wildlife populations, wildlife scientists must 
become familiar with the basic aspects of  disease processes 
and ecology as well as details of  the specific diseases they 
are working with. Fortunately, there is a wealth of  knowl-
edge available regarding disease ecology and epidemiology, 
disease processes, and specific diseases of  wild vertebrates 
(Tables 7.1 and 7.2). Similarly, wildlife disease specialists are 
available at some state wildlife conservation agencies and 
veterinary medical diagnostic laboratories as well as at na-
tional and regional wildlife health programs in North Amer-
ica (Box 7.1). Wildlife scientists who make effective use of  
these resources can quickly become key members of  multi-
disciplinary teams organized to conduct disease surveillance 
and/or management of  wild animal populations.

RESOURCES AND METHODS FOR 
INVESTIGATING WILDLIFE DISEASES

Field Observations
The wildlife field biologist has a crucial role in any wildlife 
disease investigation. Most often, he or she is the first inves-
tigator on the scene and is more familiar with the habitat 
and the population(s) involved than anyone else. Field ob-
servations are critical, because data providing a detailed and 
accurate history of  the event can greatly narrow the possi-
bilities for diagnosis. Field biologists should collect and re-
cord data on key parameters associated with a disease out-
break (Box 7.2). Digital photographs also are useful, but care 
must be taken to ensure clear depiction of  the subject. In-
vestigators also should carefully document photographs, so 
the important features, including the location, date, species, 
sex, and lesions, are easily identified.

Environment or Habitat
Establishing potential links between changes in the physical 
environment and wildlife mortality events is critical. If  the 
disease is occurring where it previously did not occur, changes 
in habitat or other environmental conditions may be in-
volved (Fig. 7.1). There are many possibilities that should be 
considered regarding how the interactions among habitat, 
edaphic factors, and climatic factors influence macro- and 
microparasitism in individual animals and wildlife popula-
tions. These ecological relationships play out with each of  
the classes of  disease parameters discussed here.

Magnitude and Onset
Two of  the most difficult issues associated with initiating a 
wildlife disease investigation include when to assign time of  
onset, and in the case of  mortalities, when to call a mortal-
ity event “unusual.” Unless the population is closely moni-
tored, and the biologist understands the background mor-
tality in the population, assigning time of  onset is problematic. 
Moreover, most wild species, when ill, seek refuge in hidden 



Box 7.1. ExamplEs of national and rEgional wildlifE hEalth programs in Canada and  
thE UnitEd statEs

Some, but not all, of these entities conduct wildlife health and dis-
ease research, offer diagnostic testing, and participate in wildlife 
disease management efforts; see each program for its scope and 
other details.

Canada
Canadian Cooperative Wildlife Health Centre
National Headquarters
Western College of Veterinary Medicine
University of Saskatchewan
52 Campus Drive
Saskatoon, SK S7N 5B4 Canada
National information line (Canada): 800-567-2033;  
Phone: 306-966-5815, Fax: 306-966-7387
http://www.ccwhc.ca/

Canadian Cooperative Wildlife Health Centre Alberta
Faculty of Veterinary Medicine
University of Calgary
3280 Hospital Drive
Calgary, AB T2N 4Z6 Canada
Phone: 403-210-3824; Fax: 403-210-8121

Canadian Cooperative Wildlife Health Centre Western/Northern
Western College of Veterinary Medicine
University of Saskatchewan
52 Campus Drive
Saskatoon, SK S7N 5B4 Canada
Phone: 306-966-5815; Fax: 306-966-7439

Canadian Cooperative Wildlife Health Centre Ontario/Nunavut
Pathobiology
University of Guelph, Guelph, ON N1G 2W1 Canada
Toll-free (Canada): 866-673-4781; Phone: 519-824-4120  
 ext. 54662; Fax: 519-821-7520

Canadian Cooperative Wildlife Health Centre Quebec
Faculté de Médecine Vétérinaire
Université de Montréal
3200 rue Sicotte
Saint-Hyacinthe, QC J2S 2M2 Canada
Phone: 450-773-8521 ext. 8346; Fax: 450-778-8116

Canadian Cooperative Wildlife Health Centre Atlantic
Atlantic Veterinary College
Pathology and Microbiology
University of Prince Edward Island
550 University Avenue
Charlottetown, PEI C1A 4P3 Canada
Phone: 902-628-4314; Fax: 902-566-0871
http://atlantic.ccwhc.ca/

Canadian Cooperative Wildlife Health Centre British Columbia
Centre for Coastal Health
Building 305, Room 406
900 5th Street, Nanaimo, B.C., V9R 5S5 Canada
Phone: 250-740-6366; Fax: 250-740-6366
http://www.centreforcoastalhealth.ca/

United States
Several state wildlife departments, or departments of natural re-
sources, maintain wildlife health laboratories and/or informative 
websites that address wildlife diseases relevant to the state. See 
state wildlife agency web sites for details. Some state veterinary 
medical diagnostic laboratories include staff members with exper-
tise in wildlife diseases and provide expert diagnostic services re-
lated to wildlife diseases. See state diagnostic laboratory web sites 
for details and contacts.

U.S. Geological Survey National Wildlife Health Center
6006 Schroeder Road
Madison, WI 53711-6223 USA
Phone: 608-270-2400; Fax: 608-270-2415
http://www.nwhc.usgs.gov/.

Southeast Cooperative Wildlife Disease Study
University of Georgia
Athens, GA 30602-7393 USA
Phone: 706-542-1741; Fax: 706-542-5865
http://www.uga.edu/scwds/

Wildlife Health Center
University of California–Davis
TB128 (Old Davis Road)
Davis, CA 95616 USA
Phone: 530-752-4167
http://www.vetmed.ucdavis.edu/whc/

The Center for Wildlife Health
274 Ellington Plant Sciences Building
2431 Joe Johnson Drive
University of Tennessee
Knoxville, TN 37996-4563 USA
Phone: 865-974-6173; Fax: 865-974-4714
http://wildlifehealth.tennessee.edu/index.htm
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areas, thus complicating discovery of  carcasses or sick ani-
mals. Regular patrols and the cataloging of  mortalities by 
location (using Global Positioning System [GPS] technol-
ogy), species affected, and estimated stage of  decomposi-
tion provide valuable data that will assist those attempting 
to determine whether a mortality event is unusual. Devel-
oping knowledge about normal behaviors and movements 
of  wildlife facilitates detection of  sick animals. In reality, 
however, the true onset of  a wildlife mortality event often is 
unknown.

Temporal Distribution
Assessing the temporal scale of  the wildlife morbidity or 
mortality event can provide critical information on its po-
tential cause(s). For example, spills of  toxicants or natural 
toxins may kill large numbers of  animals over short periods 
(days to weeks); this often is the case for avian botulism or 
organophosphate insecticide poisoning (see Chapter 6). Cer-
tain infectious agents, particularly when introduced where 
animals are concentrated, may kill many animals over sev-
eral weeks. Mortalities will diminish when predominantly 
immune animals remain, animals emigrate from the area of  
disease transmission, the source of  the infectious agent is no 
longer present, or obligatory biological vectors are no lon-

ger available. Some diseases cause losses over longer periods 
(months as opposed to days or weeks), and mortalities can 
increase or decrease depending on demographic and envi-
ronmental factors. Additionally, some diseases are only de-
tectable when animals congregate for some reason. For  
example, acute lead poisoning is most evident when water-
fowl are staging for migration in wetlands contaminated 
with lead shot. Thus, moralities due to lead shot ingestion 
are most likely to be detected when large numbers of  ani-
mals are exposed. In contrast, chronic lead poisoning can be 
less apparent: as animals become increasingly debilitated, 
they seek refuge where they are difficult to observe, are 
killed by predators, or disperse. For all these reasons, assess-
ment of  the temporal scale of  a morbidity or mortality 
event provides important information that can assist investi-
gators attempting to determine the cause of  the event. 

Geographic Distribution
Spatial patterns also can assist in determining the cause of  a 
wildlife disease event. Carcasses in one particular area could 
suggest they were concentrated there by wind or current, or 
there is a point source for the disease causing agent nearby. 
The presence of  severely decomposed carcasses along with 
fresher carcasses suggests the mortality event is ongoing. 

Box 7.2. ExamplEs of important paramEtErs assoCiatEd with a wildlifE disEasE oUtBrEak that 
shoUld BE asCErtainEd and rECordEd

Environment/Habitat:

 Are there unusual or novel circumstances?

 Habitat types involved?

 Habitat conditions? 

 Human land uses? 

 Nearby human land uses?

Magnitude: 

 Are both dead and sick animals observed?

 How many animals are sick or dead? 

 What is the approximate ratio of sick to dead?

 Anything else unusual?

Onset: 

 When did the situation develop?

 How rapidly did the situation progress?

Temporal distribution:

 How long has the situation occurred?

 Has this situation been observed in this area before?

Geographic distribution:

 Where did the event occur?

 How much area is affected by this event?

Species, age, and sex: 

  What species are dying or sick compared to what  

 species appear at risk for the disease?

 What other wild species are present in the area?

  Do affected animals tend to be of a particular age?  

 Sex?

Clinical signs: 

  What physical or behavioral abnormalities are 

 observed?

Population at risk: 

  What is the size of the population at risk for the  

 disease?

  Are livestock in the area? If so, what type and how  

 many?

Population movement: 

 Where did the animals come from?

 Where are the animals going?
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The location of  common foraging and loafing areas as  
well as daily movement patterns of  animals in the affected 
population should be recorded using a GPS device. Wildlife 
biologists should pay particular attention to how wildlife mor-
bidity or mortality occurrences move in space, as this infor-
mation can help investigators map the spread of  the disease 
and determine the appropriate management actions. This is 
typically done using Geographic Information System (GIS) 
technology. The coverage containing locations of  sick or 
dead animals is used in conjunction with other coverages, 
such as soils, land cover, roads, and streams, to help deter-
mine why the disease occurred where it did. The use of  GPS 
and GIS technologies has revolutionized the task of  evaluat-
ing changes in the geographic distribution of  wildlife dis-
eases over time and explaining why these changes occurred. 

Species, Age, and Sex
Recording the species, age, and sex of  affected animals pro-
vides valuable indicators as to what may or may not be 
causing the observed sickness and/or death. For example, 
starvation tends to affect young or old animals dispropor-
tionately. Moreover, some species may be more sensitive to 
a specific disease than others are. For example, the northern 
shoveler (Anas clypeata) is highly efficient at sifting sediment 
for invertebrates. Because botulinum toxin is concentrated 
in invertebrates, northern shovelers typically are among  
the first animals to be affected during a botulism outbreak. 
Other etiological agents responsible for wildlife mortality, 
such as pesticides, are more indiscriminate and affect several 
species, individuals of  various ages, and both sexes. In fact, 
raptors can die from consuming smaller birds suffering  
from organophosphate poisoning. Younger animals with less- 
developed immune systems or different behavior patterns 
than adults may be more susceptible or receive higher expo-
sure to certain microparasites. They may therefore be over-
represented during an infectious disease outbreak. Other 
diseases may affect one sex preferentially, because of  behav-
ioral or physiological differences. For example, brucellosis, a 
disease of  the reproductive tract in mammals caused by Bru-
cella spp., tends to affect females more severely than males 
and often manifests as spontaneous abortions.

Clinical Signs
Clinical signs of  sick animals should be carefully documented 
and, if  possible, captured using a video recorder. Some dis-
eases cause neurological abnormalities, such as the inability 
to turn right-side-up, tremors, unusual posture of  the limbs, 
abnormal gait or flight, or inability to keep the head up-
right. Some clinical signs can be pathognomonic for a spe-
cific disease. For example, brown pelicans (Pelecanus occiden-
talis) affected by the marine toxin domoic acid exhibit 
scratching behavior alternating between the left and right 
legs. Other diseases induce changes in temperament. Rabies, 

for example, often renders normally wary wild carnivores 
more docile or aggressive and causes normally nocturnal 
animals to move about during the day. At times, sick ani-
mals will be in unusual locations or apart from others of  
their species. Finally, the absence of  sick animals during a 
wildlife mortality episode can be just as important a clue as 
their presence; this fact could help wildlife disease specialists 
narrow their list of  differential diagnoses.

Laboratory Procedures
Although detailed field observations provide a critical start-
ing point for disease investigations, collecting and submit-
ting proper samples in a safe and legal manner to an appro-
priate diagnostic laboratory are the next logical steps. For 
many wildlife scientists, once they submit samples to the 
laboratory for testing, it is almost as if  the samples disap-
pear into a black hole, followed at some indeterminate pe-
riod by the emergence of  a report presented in an arcane 
format and apparently written in a foreign language. Poor 
communications between laboratory and field personnel 
can create major problems in the course of  a disease investi-
gation and can hinder management strategies designed to 
address wildlife diseases. Our objective in this section is  
to help wildlife scientists understand the basic approaches to 
laboratory testing. Our primary intent is to help wildlife  
biologists grasp the fundamental advantages, limitations, 
and sample requirements of  each diagnostic discipline. This 
knowledge should help wildlife scientists communicate more 
effectively with laboratory staff  members and help ensure 
that field biologists collect the most useful specimens and 
handle them optimally. Additionally, a basic understanding 
of  the different diagnostic disciplines will help inform sound 
management decisions based upon laboratory findings. 
 The primary function of  laboratory testing is to identify 
infectious and noninfectious agents that could cause observed 
wildlife disease. For this reason, sample collection, handling, 
and shipping are critically important to laboratory testing. If  
inappropriate samples are collected, or appropriate samples 
are handled improperly either in the field or during ship-
ment, test results will be unreliable. Thus, it is critical to 
know prior to collection and submission what samples are 
needed and how they should be handled, packaged, and 
shipped. The best way to ensure these tasks are done cor-
rectly is to contact the laboratory prior to sample collection. 
Box 7.1 includes several programs that have laboratories 
specializing in wildlife diseases. As discussed earlier, some 
state wildlife conservation agencies conduct testing for cer-
tain wildlife diseases, and most state veterinary medical di-
agnostic laboratories will accept samples collected from 
wildlife. If  possible, it is best to send the entire carcass to the 
laboratory as soon as possible following death and allow a 
veterinary pathologist with expertise in wildlife diseases to 
conduct the necropsy, collect appropriate samples for test-
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ing, and select appropriate testing based on necropsy find-
ings, field observations provided, and experience with wild-
life disease diagnostics.
 There are times when wildlife biologists might want to 
collect fecal samples or other materials from live animals 
and complete some basic laboratory work at their field sta-
tion. For example, with just a little training, most biologists 
can do fecal flotations and evaluate samples microscopically 
for parasite ova. Moreover, some readers might appreciate 
more details on laboratory procedures than we provide in 
the brief  summaries below. For these reasons, we include ci-
tations for some useful reference manuals addressing basic 
laboratory procedures in Table 7.3.

Pathology
The first step in any investigation involving a dead animal is 
examination of  the carcass. Veterinary pathologists who have 
experience working with wild animals perform a complete 
external and internal examination (necropsy) of  the carcass. 
The external exam involves observing and recording exter-
nal factors, such as the size and weight of  the animal, as 
well as any evident abnormalities, such as emaciation, skin 
conditions, or lesions. The internal exam involves examina-
tion of  all internal organs and any abnormalities in color, 
consistency, appearance, number, distribution, and size are 
recorded. During this process, samples are collected and 
preserved for further testing. Tissue samples collected for 
histopathology are collected in a preservative (typically 10% 
buffered neutral formalin), although other fixatives, such as 
formaldehyde or ethanol, can be used. 
 In the laboratory, fixed samples are embedded in paraf-
fin, and thin sections are cut, placed on microscope slides, 
stained, and then examined under the microscope by a  
pathologist. The pathologist looks for abnormalities at the 
tissue and cellular levels. These results may indicate the need 
for specialized techniques, such as stains that increase the  
visual detectability of  bacteria, fungi, internal parasites, or 
viruses. Pathology can provide a wealth of  information re-

garding what did or did not cause the disease, and these 
results can be used to focus further laboratory and field in-
vestigations. However, there are limitations to histopath- 
ology, the primary limitation being condition of  the tissues. 
Decomposition, freezing, or improper fixation damages  
tissues and cells. The more damage caused by these post-
mortem factors, the less likely it is that pathologist can ac-
curately interpret the effects of  the disease. Therefore, sub-
mitting the freshest, yet unfrozen, specimens possible is 
critical to investigating a wildlife disease event.

Microbiology
The term microbiology often is used as a synonym for bac-
teriology, but it is much broader in application and encom-
passes several disciplines, including bacteriology, medical 
mycology, virology, and clinical parasitology. Because of  dif-
ficulty identifying some microorganisms, the use of  the 
polymerase chain reaction (PCR) has revolutionized their 
detection and identification, resulting in the emergence of  
molecular biology in diagnostic microbiology. Microbiology 
also commonly uses serological approaches. In all these dis-
ciplines, tissues, fluids, and/or swabs from tissues taken dur-
ing necropsy or from live animals are processed in the labo-
ratory to culture bacteria, fungi, or viruses, or for molecular 
assays with the goal of  identifying the microorganism re-
sponsible for the morbidity or mortality event. You should 
submit the freshest possible specimens to the microbiology 
laboratory during a wildlife disease investigation. In most 
cases, samples should be frozen prior to submission, but 
freezing can negatively affect some tests, so contact the lab-
oratory prior to freezing and submitting samples. Regard-
less of  whether fresh or frozen samples are submitted, in-
clusion of  refrigerated or frozen chemical gel ice packs in 
the package is important to ensure preservation of  the sam-
ples during transit.
 If  the submitted sample does not contain the causative 
agent or the causative agent has degraded, laboratory cul-
ture will be negative, but this result does not necessarily im-

Table 7.3. Selected publications addressing basic laboratory procedures relevant to diagnosing diseases in free-roaming 
vertebrate populationsa

Title Content Reference

Clinical diagnosis and management by  Laboratory procedures for a variety of  disciplines, including serology and Henry 1979  
 laboratory methods  clinical pathology 
Manual of  clinical microbiology Detailed laboratory procedures for a variety of  disciplines, including virology  Murray 2007 
  and bacteriology 
Toxic plants of  North America Discussion of  native, exotic, and cultivated toxic plants Burrows and Tyrl 2001
Veterinary clinical parasitology Diagnostic parasitology for a wide array of  vertebrate species Zajac and Conboy 2006
Veterinary parasitology reference manual Diagnostic parasitology for a wide array of  vertebrate species, including wild  Foreyt 2001 
  animals 

a Methods in some of  these manuals pertain to domestic species but are also directly applicable to free-roaming vertebrates.
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ply the microbe was not present initially. Thus, the major 
drawback to classical culture methods is they are highly de-
pendent on intact, viable microorganisms. However, with the 
development of  such molecular techniques as PCR, some 
of  these limitations can be overcome, because an intact, via-
ble microorganism is not necessary for these techniques,  
although the condition of  the specimen still can be prob-
lematic if  it is badly degraded. For these reasons, those in-
terpreting microbiology results must consider field events 
and known sampling limitations as well as the laboratory re-
sults. Further, repeated sampling may be needed during an 
outbreak to confirm the original agent is still responsible  
for continued morbidity or mortality or to track the patho-
gen into other populations. This information allows wildlife 
biologists and conservation agency administrators to man-
age the situation adaptively for optimum effect.

bacteriology/mycology 
Typically, tissues submitted for bacteriology and mycology 
are collected using sterile techniques and placed in individ-
ual sterile containers, such as plastic specimen collection 
containers or Whirl-Pak® bags. Alternatively, a sterile swab 
can be inserted into the tissues and fluids can be aspirated 
or swabbed and placed in sterile containers. Swabs or tissues 
should be refrigerated and sent to the laboratory as soon as 
possible. If  shipping in 24–48 hours is not possible, freezing 
tissues until shipment is acceptable and is preferable to a de-
composed sample. Freezing can destroy certain pathogens, 
however, so one should contact the laboratory where the 
samples will be submitted prior to freezing samples. Once 
received by the laboratory, samples are placed in special  
media that encourages the growth of  bacteria or fungi. The 
media used is based on the ability to selectively grow certain 
microorganisms and inhibit the growth of  others. Once an 
organism has been cultured, those thought to be significant 
are identified by using a battery of  biochemical tests, special 
stains, and/or PCR tests. 
 As stated earlier, the primary limitation for bacteriology 
is the condition of  the specimens with respect to postmortem 
decomposition and preservation. Opportunistic microorgan-
isms will rapidly colonize a carcass, and the variety of  these 
contaminant microorganisms, as well as the sheer numbers 
of  them, increases with time. Colonization by contaminant 
organisms can mask the presence of  the original pathogen, 
kill the pathogen, and hinder interpretation of  laboratory 
results. Using poor sampling techniques, or leaving samples 
unrefrigerated for several days prior to culture, increases the 
chances for contamination. Thus, sample collection using 
sterile techniques and immediate shipment of  samples to 
the testing laboratory is critical.

virology 
As for bacteriology and mycology, virology samples are col-
lected using sterile techniques and transported to the labo-

ratory as soon as possible. Temporary storage in a refrigera-
tor is acceptable, unless >48 hours will pass before shipping 
the samples; in that case it is best to freeze the samples, pref-
erably at or below –70° C. In the laboratory, samples typi-
cally are homogenized in special media designed to inhibit 
bacterial growth and are placed in cell cultures. Because vi-
ruses utilize cells to survive and are highly dependent on host 
cell machinery to reproduce, alterations to the cell culture 
—known as cytopathic effects—can be observed visually. 
Some laboratories utilize the electron microscope, which al-
lows direct visualization of  virus particles; however, large 
amounts of  virus are needed to detect viruses by electron 
microscopy. Additional molecular and immunological tests 
are used to identify the virus once its presence has been de-
termined. Specialized assays also can be used, such as direct 
fluorescent antibody techniques using frozen sections or PCR 
for direct detection of  viral nucleic acid. 
 As with bacteriology and mycology, virology will pro-
vide a positive response only if  the sample contains virus 
particles that can be detected. Inactivated, or “dead,” viruses 
cannot be detected by virus isolation methods, such as cell 
culture, and the result will be negative even if  the virus was 
initially present. False negative results are even more com-
mon in virology than in bacteriology because of  the more 
fragile nature of  viruses, their greater susceptibility to han-
dling errors, and because many viruses disappear after caus-
ing initial organ damage. Thus, like other disciplines, virol-
ogy is highly dependent on the quality of  the samples 
submitted. When possible, if  a viral agent is suspected, col-
lection of  specimens from animals in contact with those 
that succumbed to disease can assist in the identification of  
the virus.

parasitology 
Most macroparasites are visible to the naked eye, although 
microscopy typically is used for their identification. Parasitic 
protozoans can only be seen using a microscope. Para- 
sitic helminths and arthropods frequently occur in wild- 
life and may or may not be the cause of  sickness or death.  
If  parasites are the causative agent of  wildlife morbidity or 
mortality, they typically will occur in large numbers and will 
be associated with tissue changes. Knowledge of  “normal” 
parasite intensity is important to interpreting parasitologi-
cal results. For example, the mere presence of  a parasitic 
helminth in the lungs or small intestine does not necessarily 
mean the organ was significantly compromised. 
 As with other diagnostic disciplines, positive results are 
conclusive, yet negative results do not necessarily mean the 
animal was not parasitized. False negative results are less 
common in parasitology than in other diagnostic disciplines, 
and they are considerably less likely to occur for metazoan 
(multicellular) parasites. Most macroparasites, such as round 
worms, tapeworms, fleas, lice, and ticks, are best preserved 
in 70% ethanol. However, as always, we recommend con-
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tacting the laboratory prior to specimen preservation and 
shipment.

serology 
When a microparasite infects an animal, the host typically 
develops an antibody response for that microorganism. The 
ability to generate an antibody, and the level of  antibody 
production, is host–agent specific. Serology is the technique 
used to detect and measure levels of  specific antibodies in 
serum. 
 Serologic assays detect exposure to a specific agent, but 
they do not detect the presence of  disease. For this reason, 
results of  serologic surveys reflect historical exposure to the 
infectious agent and provide no evidence of  disease or its ef-
fects on the population. In an individual animal, however, a 
4-fold rise in titer of  specific antibodies using paired serum 
samples (one sample taken at initial onset and another one 
2–3 weeks later) is considered a reasonable indication the 
agent of  interest is present in the animal and is replicating. 
The timing of  the rise in antibody titer relative to disease 
and the specificity of  the test for antibodies—particularly 
the type of  antibody detected (e.g., immunoglobulin G vs. 
immunoglobulin M)—are critical to making inferences re-
garding infectious agents and disease. Whether a specific in-
fectious agent can be implicated as the cause of  mortality or 
morbidity also depends on whether the field investigation 
and pathology results corroborate the effects that agent 
would be expected to produce in the host. 
 Various assays exist to detect antibodies. Some can be 
used in the field, whereas others are more complicated and 
must be conducted in specialized laboratories (Table 7.3). 
Many of  these assays were developed for use in domestic 
livestock or small animals (cats and dogs), but they also are 
used in wild species, where they have not yet been validated. 
Despite this drawback, many of  these assays provide valu-
able information regarding exposure to a wide variety of   
infectious agents. Biologists should interpret serological re-
sults with caution, however, and couple their results with 
additional testing, such as agent identification, when possible. 

Clinical Chemistry and Hematology
Clinical chemistry and hematology can assist disease investi-
gators in assessing which organ systems the disease-causing 
agent is likely to have affected, but they rarely provide a spe-
cific diagnosis. Clinical chemistry entails the analysis of   
serum or plasma for proteins, enzymes, metabolites, and 
minerals. Damage to, or improper function of, internal or-
gans (e.g., the liver, kidney, pancreas, or muscle) leads to 
predictable changes in the levels of  specific proteins, en-
zymes, and minerals in the blood. These changes may be an 
increase or decrease in a particular serum constituent, de-
pending on which organ is affected. However, interpretation 
is difficult in many wild animals, because normal values for 
many less commonly studied species are unknown. Veteri-

nary clinicians routinely use clinical chemistry to obtain an 
idea of  how internal organs are functioning and which sys-
tems may be involved in the disease process in living ani-
mals, but this approach is not useful for dead animals be-
cause of  changes associated with decomposition. 
 Hematology entails the analysis of  whole blood for quan-
tification and morphological evaluation of  cellular compo-
nents and is only useful in living animals. Blood smears are 
collected, dried, stained, and examined under a microscope 
to assess the different types of  blood cells present, their rela-
tive abundances, and whether blood parasites are observed. 
Automated hematology analyzers are available for domestic 
animals; however, normal values for many wild species are 
unknown. Many veterinary diagnostic laboratories evaluate 
samples from domestic animals and provide normal values 
for these species, but they do not have similar data for most 
wild species. Thus, you should interpret these results with 
caution and consult appropriate wildlife health specialists as 
needed (Box 7.1). Alternatively, wildlife biologists can send 
samples to laboratories with expertise on wild species.

Toxicology
Laboratory assays for chemicals are complex and require ex-
pensive equipment. Some chemicals are more resistant to  
decomposition than others, and some are more likely to be 
detected in one type of  tissue or organ than in others. There 
also may be additional requirements to procure environmen-
tal samples (e.g., water, soil, and food) to trace the source of  
the chemical in the environment. Because of  the expense of  
testing, analyses for toxins are rarely completed before a thor-
ough field investigation and necropsy suggests that a particu-
lar toxin may be involved. There are specific requirements for 
collecting, handling, packaging, and shipping tissues for toxi-
cological analyses, so biologists should contact the laboratory 
prior to collecting, processing, or shipping such samples.

Field Procedures
Necropsy and Specimen Collection
As detailed above, wildlife biologists typically begin wildlife 
disease investigations as they work in the field, and their ob-
servations are critical to this process (see the section Field 
Observations, above). For investigations involving dead ani-
mals, necropsies are necessary (Box 7.3). The best approach 
is to submit fresh, whole carcasses to a diagnostic labora-
tory employing personnel with expertise and experience 
working with the species involved. For example, if  the dis-
ease outbreak involves pinnipeds, it is preferable to submit 
the specimens to a laboratory with experience working with 
these marine mammals. Copies of  field observations should 
accompany the specimens. In this scenario, a veterinary pa-
thologist working in a controlled environment will ensure 
that appropriate samples are collected, histopathology is 
completed, and suitable samples are submitted for micro- 
biological workup or other laboratory procedures. 
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 There are situations, however, when submitting an entire 
animal is not feasible and field necropsy is required. For ex-
ample, although it is not difficult to ship a few ducks to a 
laboratory, it often is impracticable to move a large ungulate 
or marine mammal from a remote area to the distant labo-
ratory. If  possible, a veterinary pathologist or a wildlife vet-
erinarian should conduct field necropsies (Box 7.3). These 
individuals are well trained and experienced in differentiat-
ing pathological from postmortem changes (these differ-
ences are not always obvious), and identifying even small  
lesions or abnormalities requires specific training and expe-
rience. They also know what samples should be collected 
under an array of  circumstances and how to do so safely. 
Because of  the risk certain zoonotic diseases pose for those 
conducting necropsies, such as the pneumonic form of  bu-
bonic plague, safety is critically important. 
 There are times when wildlife biologists must conduct 
field necropsies or collect samples from potentially infected 
animals. For several reasons, not the least of  which is safety, 
wildlife biologists should not conduct necropsies or collect 
disease related samples without appropriate training (Box 
7.3). Wildlife conservation agencies that expect their biolo-
gists to conduct necropsies or collect samples for disease 
surveillance (e.g., samples for CWD testing) should provide 
the required training. In the United States, some state con-
servation agencies have their own wildlife disease programs 
and provide training for field biologists if  needed. Addition-
ally, some entities listed in Box 7.1 also provide necropsy 
and sample collection training. For example, the Field Inves-
tigation Team of  the U.S. Geological Survey National Wild-
life Health Center provides training for groups of  wildlife 
biologists employed by federal and state conservation agen-
cies and Indian tribes. Similarly, the Southeast Cooperative 
Wildlife Disease Study provides training for groups of  biolo-
gists employed by their member-state wildlife conservation 
agencies and sometimes biologists employed by other state 
or federal agencies working with wildlife. Typically, these 

training sessions last about 2 days. They emphasize class-
room lectures and demonstrations outlining necropsy tech-
niques; personal protective equipment; safety; and speci-
men collection, handling, and submission. They also present 
summaries of  specific diseases relevant to the geographic 
region and interests of  the sponsoring agency. Normally, 
this training reserves about half  a day for participants to 
conduct necropsies and collect samples under the super- 
vision of  wildlife disease specialists. 
 We have avoided the temptation to provide a simplistic 
summary of  an ideal necropsy here; because of  the danger 
posed by zoonotic diseases, there is no room for a paint-by-
numbers approach to necropsy. For those who have appro-
priate training, we provide a list of  excellent field manuals 
addressing necropsy techniques and sampling procedures 
for a variety of  wild species (Table 7.4). These publications 
can be used to help refresh your knowledge prior to con-
ducting a necropsy or other disease-related field procedures 
and to provide insight regarding how to approach necrop-
sies for less-familiar species, such as sea turtles or marine 
mammals (e.g., Work 2000b, Pugliares et al. 2007). These field 
manuals are available at no cost online. 
 Wildlife biologists working in the field are increasingly 
asked to help collect samples from apparently healthy ani-
mals as part of  disease surveillance programs. This task may 
be as simple as collecting fresh fecal material from the envi-
ronment to more involved procedures, such as capturing  
animals and collecting blood samples or swabs. For exam-
ple, it now is common to collect samples for disease testing 
when animals are captured for translocation to prevent re-
leasing animals carrying certain infectious agents in sites 
where these diseases do not yet occur. Similarly, wildlife bi-
ologists may be asked to collect opportunistic samples for 
surveillance programs, such as cloacal swabs from freshly 
killed waterfowl at hunter check stations as part of  avian in-
fluenza surveillance or samples from hunter-killed deer for 
CWD testing. Proper training regarding safety, sample col-

Box 7.3. nECropsy stratEgy and CaUtions

 1.  Send fresh carcasses to a veterinary diagnostic laboratory with expertise in wildlife diseases if possible (see Box 7.2).

2.  If step 1 is not feasible, field necropsies should be conducted by a veterinary pathologist or wildlife veterinarian if 

possible.

 3.  Wildlife biologists should not conduct field necropsies without proper training.

4.  While performing a necropsy, use caution, as there are numerous zoonotic (infect humans) diseases 

 5.  Wear appropriate personal protective equipment when performing a necropsy (e.g., gloves, mask, boots, and coveralls).

6.  Remember to decontaminate surfaces and equipment and wash your hands thoroughly when finished collecting 

samples or after handling any specimens, including carcasses.



w i l d l i f e  h e a lt h a n d d i s e a s e   197

Table 7.4. Selected publications addressing wildlife health field procedures (e.g., necropsy) and the investigation, surveillance, 
and/or management of diseases in free-roaming vertebrate populations

Publication type/Title Content Reference

Field manuala

 Necropsy of  wild animalsb Primer on necropsy procedures, safety, sampling, and sample processing for  Munson n.d.
  wild carnivores, ungulates, birds, and reptiles 
 Wildlife disease investigation manual Primer on investigating wildlife diseases; includes wildlife disease contacts in  Canadian Cooperative 
  Canada, human safety, and field procedures, such as necropsy, specimen   Wildlife Health 
  collection, preparation, shipment, and carcass disposal  Centre 2007
 Avian necropsy manual for biologists in  Primer on necropsy procedures, safety, sampling, and sample processing Work 2000a
  remote refuges  for birds 
 Field manual of  wildlife diseases: general  Includes primers on field procedures, including avian necropsy, specimen Friend and Franson 1999 
  field procedures and diseases of  birds  collection, preparation, and shipment as well as wildlife disease  
  management 
 Sea turtle necropsy manual for biologists  Primer on necropsy procedures, safety, sampling, and sample processing for Work 2000b
  in remote refuges  sea turtles 
 Wild birds and avian influenza: an  Field manual sponsored by the United Nations; provides primer on avian Whitworth et al. 2007 
  introduction to applied field research   influenza and addresses avian capture, handling, sample collection, avian 
  and disease sampling techniques  surveys, and monitoring relating to avian influenza in wild birds; most  
  procedures apply equally well to other infectious diseases 
 Marine mammal necropsy: an  Detailed and highly informative field guide addressing necropsy in pinnipeds,  Pugliares et al. 2007 
  introductory guide for stranding   small cetaceans, and large whales as well as equipment required, safety,  
  responders and field biologists  sample management, and record keeping 
Detailed review
 Conservation medicine: ecological  Attempts to bridge disciplines that traditionally have addressed wild animal Aguirre et al. 2002 
  health in practice  health, human health, ecosystem functionality, and biodiversity conser- 
  vation; addresses disease monitoring and management 
 Essentials of  disease in wild animals Introductory textbook addressing disease processes in wild animals, the study  Wobeser 2005 
  of  wildlife diseases, and disease management 
 Disease in wild animals: investigation  Textbook offering in-depth treatment of  techniques for investigating and Wobeser 2007 
  and management  managing disease in free-roaming animals 
 Management of  disease in wild mammals Discusses ecologically grounded approaches to disease management in wild  Delahay et al. 2009 
  mammal populations; includes topics such of  host–parasite interactions,  
  surveillance, epidemiology, planning, modeling, cost-benefit analysis, and  
  biodiversity conservation 

a These field manuals are available electronically at no cost as PDFs; URLs are included in Literature Cited. 

b Also available in Portuguese, French, and Spanish at no cost from the Wildlife Conservation Society (http://www.wcs.org/resources.aspx).

lection, and sample handling still is required and typically is 
provided by wildlife disease specialists in the field at the be-
ginning of  these projects.

Specimen Selection, Collection, and Handling
We provide this section as a reminder and resource for wildlife 
biologists who already have received proper training in nec-
ropsy and specimen collection techniques and safety proce-
dures. It is important to remember that sample collection and 
handling is one of  the most critical steps in diagnosing disease 
(Box 7.4). Improper handling of  specimens jeopardizes the  
laboratory testing process and can prevent the correct diagno-
sis. For example, in the case of  histopathology, freezing the  
tissues causes artifacts, thereby hindering the evaluation of  
characteristic changes in the tissues that could lead to discov-
ery of  the cause of  the disease or preventing more targeted 

testing to narrow down the diagnosis. The collection of  speci-
mens from contact animals is highly recommended when  
possible. Sometimes the etiological agent is no longer detect-
able in a carcass or severely ill animal, but it may be detectable 
early in the disease process in a contact animal.
 When field observations and necropsy findings suggest 
that specific categories of  etiological agents may be involved, 
targeted collection of  specimens may be warranted. When 
the field investigations suggest a particular cause of  the 
event, specific specimens should be included in samples col-
lected (Table 7.5). However, when possible, it is best to sub-
mit as many different samples as possible, because the cause 
of  the disease event could be more than one agent or could 
be something unexpected. Regardless, Table 7.5 provides 
specifics regarding how tissues should be selected, processed, 
and preserved prior to shipment to the diagnostic laboratory.



  markus  j.  peterson and pamela j.  ferro

Box 7.4. spECimEn CollECtion and handling pointErs

 1. Collect freshest specimens possible.

 2.  Use sharp knife or scalpel for tissue pieces, swab for surfaces and exudates, and sterile needle and syringe for fluids.

 3.  Collect all samples in separate sterile containers except for histopathology.

4. Prevent cross-contamination.

 5.  Use sterile sample plastic bags or tubes. Nonadditive blood tubes (red top) also can be used.

6.  In general, freeze specimens unless they will arrive at the laboratory within 48 hours EXCEPT for histopathology and 

parasitology samples.

 7.  Allow blood to clot. Centrifuge and remove serum. Freeze serum.

 8.  Label all samples from one specimen with the same unique number. Use indelible ink and labels that stay attached in 

the freezer.

Specimen Shipment
With increased concerns over bioterrorism and biosafety, 
there has been an increased emphasis on security for air and 
ground transportation of  all biological specimens. Thus, it 
is essential that field personnel and receiving laboratories be 
familiar with U.S. Department of  Transportation (DOT) 
and public health regulations involving shipment of  biologi-
cal samples by ground or air. The Centers for Disease Con-
trol (CDC) and DOT regulations generally permit movement 
of  “diagnostic specimens,” although certain restrictions on 
packaging and “select agents” may apply to the shipment. 
The CDC list of  select agents includes pathogens consid-
ered to be high risks for bioterrorism or as foreign animal 
diseases. The Code of  Federal Regulations (CFR) is a use- 
ful resource that covers DOT shipping requirements for  
biological material (49 CFR 173; http://www.access.gpo 
.gov/nara/cfr/waisidx_09/49cfr173_09.html). It includes diag-
nostic specimens (UN3373), as well as select agent interstate 
movement and public health issues (42 CFR 73, http://www 
.access.gpo.gov/nara/cfr/waisidx_09/42cfrv1_09.html). 
Related information is available on the websites listed in 
Box 7.5.
 Proper packaging of  specimens for shipment is critical. If  
the specimens are improperly packaged, the package may 
be delayed during shipment. Additionally, samples that need 
to remain separate may leak and be exposed to one another, 
thereby resulting in cross-contamination of  the specimens. 
Consult the resources listed in Box 7.5 for more information 
regarding specimen packaging and shipment. The receiving 
laboratory also can provide packaging and shipping infor-
mation, including their preferences. Shipping companies 
have the final word on the acceptability of  a particular ship-
ment; however, knowledge of  federal and state transporta-
tion regulations can assist in gaining the acceptance of  the 

package and expediting the shipping process. Overnight ship-
ment is the only practical method for perishable materials, 
even though cold packs are included. Biologists also should 
consider the time of  shipment to ensure the package arrives 
at the testing laboratory on a workday. With some speci-
mens, collection permits need to be included with the pack-
age. In other cases, close coordination with appropriate law 
enforcement authorities may be necessary to avoid delays, 
particularly with international shipments. If  the case is a le-
gal matter, chain of  custody forms also will need to accom-
pany the specimens.

Box 7.5. information rElating to 
statUtEs and rEgUlations govErning 
paCkaging and shipping of BiologiCal 
and diagnostiC spECimEns 

Official certified training may be required.

Canada, United States, and Elsewhere
International Air Transportation Association 

www.iata.org

United States
Department of Transportation  

www.phmsa.dot.gov/hazmat

Centers for Disease Control  

www.cdc.gov



Table 7.5. Sample selection and preservation from field necropsy when entire carcass cannot be submitted and field 
observations and necropsy findings suggest specific causes may be involved

  Method of   
Sample Projected laboratory analysis preservation Comment

When microbial infections are expected
Observed lesions Microbiology Frozen Lesions (abnormal-appearing tissue): a portion of  each should  
    be saved frozen and fixeda

Heart Bacteriology Frozen Entire heart from birds and small mammals; selected portions  
    from larger animals
Liver Bacteriology Frozen Entire lobe from birds and small mammals; several pieces  
    ≤2 cm2 or larger in larger animals
Blood or serum Bacteriology/virology Frozen Serum also useful for serology
Spleen Bacteriology/virology Frozen Entire spleen from birds and small mammals; selected  
    portions from larger mammals; fixa the remainder
Intestine Bacteriology/virology Frozen Segments from middle or distal (ileum) of  small intestine
Brain Bacteriology/virology Frozen If  animal exhibited abnormal behavior, save entire head and  
    submit intact to laboratory for removal of  brain by  
    laboratory personnel
When toxicants are suspected
Observed lesions As appropriate Frozen Lesions (abnormal-appearing tissue): a portion of  each lesion  
    should be saved frozen; fixeda tissue important
Liver Heavy metals (Pb, Tl) Frozen Entire liver from birds and small mammals; selected portions  
    from larger mammals; fixeda tissue important
Kidney Heavy metals (Pb, Hg, Tl, Fe, Cd, Cr) Frozen Entire kidneys from birds and small mammals;  
    selected portions from larger mammals; fixeda tissue 
    important
Stomach contents Organophosphates, carbamates, plant  Frozen Save entire contents; samples to be checked for cyanide or 
  poisons, strychnine, cyanide,    H2S must bevplaced in airtight containers to prevent loss
  mycotoxins   of  these toxic gasses into the air
Brain Brain cholinesterase, organochloride  Frozen If  brain is removed for chemical analysis, it must be wrapped 
  residues, organomercuric compounds   in clean aluminum foil then placed inside a chemically  
    clean glass bottle; fixeda tissue important
Lungs H2S, cyanide Frozen Samples to be checked for cyanide or H2S must be placed in 
    airtight containers to prevent loss of  these toxic gasses into  
    the air
Blood Lead, cyanide, H2S, nitrites Frozen Samples to be checked for cyanide or H2S must be placed in 
    airtight containers to prevent loss of  these toxic gasses into  
    the air
For microscopic study
Observed lesions Histopathologyb 10% formalina Lesions (abnormal-appearing tissue): a portion of  each lesion 
    should be saved frozen
Liver Histopathology 10% formalina Specimen portions should be ≤6 mm in thickness
Kidney Histopathology 10% formalina Specimen portions should be ≤6 mm in thickness
Gonad Histopathology 10% formalin or  Specimen portions should be ≤6 mm in thickness
   Bouin’s staina 
Intestinal tract Histopathology 10% formalin or  Snippet of  stomach at the ileocecal junction, piece of  
   Bouin’s staina  duodenum (near pancreas), and colon
Brain, nervous tissue, eye Histopathology 10% formalina Divide brain in half  (sagittal); place half  in formalin; freeze 
    the other half
Impression, smear Many laboratory tests Air-dry on slide Touching glass microscope slide to cut surface of  any organ
Heart, lung, skeletal  Histopathology 10% formalina Specimen portions should be ≤6 mm in thickness
 muscle, lymph node,  
 spleen, thymus 

After Roffe and Work (2005).

a Fixation refers to placing a small sample of  tissue in a much larger volume of  10% formalin or similar fixation compound.

b Once the fixed samples arrive at the laboratory, they will be sectioned and stained for microscopic study by a veterinary pathologist. 
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MANAGING WILDLIFE DISEASES

It is likely that wildlife regulatory agency biologists, research-
ers, and administrators will increasingly participate in multi-
disciplinary teams conducting wildlife disease research, sur-
veillance, and management. The reasons for this conclusion 
are twofold. First, wildlife diseases can be important to bio-
diversity conservation as well as to livestock and human 
health (Daszak et al. 2000). After all, 60% of  335 emerging 
infectious disease events occurring since 1940 were zoo- 
noses, and of  these, 72% originated in wildlife ( Jones et al. 
2008). Clearly, the health of  wild vertebrates is tightly linked 
to that of  humans and domestic animals. Second, wildlife 
scientists have knowledge about the life histories of  wild 
vertebrates and skills in wildlife trapping, handling, marking, 
and monitoring as well as habitat management and density 
manipulation required for wildlife disease management. For 
these reasons, regardless of  why wildlife disease surveillance 
and management are implemented, wildlife scientists are 
bound to be part of  the team. Wildlife ecologists, managers, 
and administrators can use the materials outlined and refer-
enced in this chapter to help them integrate rapidly into ef-
fective multidisciplinary teams organized to conduct disease 
surveillance or management in wild vertebrate populations.
 Management strategies for wildlife diseases involve the 
nexus between management objectives and the ecological 
relationship among hosts, disease causing agents, and habi-
tat or environment represented in Figure 7.1. Classes of  
management objectives include (1) preventing an infectious 
agent from becoming established in an area or population 
where is does not already occur, (2) controlling an existing 
disease to tolerable levels, and (3) eradicating an existing dis-
ease from a region or larger geographic area. Management 
manipulation can target the host, the parasite or infectious 
agent, and/or the habitat or environment. With wildlife, 
prevention is the preferable alternative, as eradication is ex-
tremely unlikely and control often is difficult. 
 It is beyond the scope of  this chapter to provide a de-
tailed treatment of  wildlife disease management. Instead, 
we present 3 case studies that illustrate the sort of  ecologi-
cal interactions discussed in the above section on Disease 
Processes, Ecology, and Epidemiology and the array of  
management principles and approaches used to address dis-
eases of  free-roaming wild vertebrates. Our objective is to 
illustrate why certain management approaches are more 
likely to be effective than others for addressing specific ob-
jectives and the particular ecological relationships among 
parasites and hosts, given the habitats where these inter- 
actions play out. Those interested in more comprehensive 
treatments of  wildlife disease management will find the pub-
lications on this topic listed in Table 7.4 useful. 

Case 1: Necrotic Stomatitis in Elk
Olaus J. Murie, perhaps the foremost elk (Cervus canadensis) 
biologist of  the mid-20th century, considered necrotic stoma-

titis “to be by far the most important elk disease” (Murie 
1951:177). Most elk biologists we have spoken with have 
never heard of  necrotic stomatitis or view the disease as an 
interesting historical anecdote. For these reasons, necrotic 
stomatitis in elk and its successful control offer an informa-
tive window on the interdependent relationships illustrated 
in Figure 7.1 and on disease management strategies. 
 When elk densities approach or exceed K-carrying capac-
ity for winter range, elk are forced to browse on coarse twigs 
and branches, resulting in sharp splinters being embedded 
between the teeth and gums or elsewhere in the soft tissues 
of  the oral cavity or throat (Murie 1930, 1951:177–188). 
These wounds then become infected with Fusobacterium 
necrophorum (=Actinomyces necrophorus, Spherophorus necroph-
orus, Bacillus necrophorus), which produces toxins that kill 
host tissue, leading to bony necrosis, tooth loss, and reactive 
proliferation (Murie 1930, 1951; Allred et al. 1944; Leighton 
2001). Septicemia also can occur, causing liver and lung ne-
crosis and death. Elk with necrotic stomatitis often exhibit 
excessive salivation, difficulty manipulating, chewing, and 
swallowing food (thus the characteristic cheek distended 
with a bolus of  forage), wasting, emaciation, and sometimes 
death. 
 Necrotic stomatitis is one of  an array of  disease syndromes, 
collectively termed necrobacillosis, caused by F. necrophorum 
(Leighton 2001). This ubiquitous microorganism is part of  
the normal intestinal and fecal flora of  a wide range of  
mammalian hosts and is an important opportunistic patho-
gen of  humans, domestic animals, and wildlife worldwide. 
Most commonly, necrobacillosis begins with damage to the 
epithelium of  the feet or mouth that becomes infected with 
F. necrophorum (e.g., foot rot, foot abscesses, calf  diphtheria, 
and necrotic stomatitis). The infection often progresses to 
the bone, where it causes lysis and reactive proliferation,  
to the rumen and other areas of  the intestinal tract, and 
then to the liver, lungs, and other internal organs via the 
bloodstream. Septicemic necrobacillosis typically results in 
death.
 Numerous deaths caused by necrotic stomatitis were doc-
umented during the first half  of  the 20th century in Rocky 
Mountain elk (C. c. nelsoni) on inadequate winter range in 
Jackson Hole, Wyoming (Murie 1930, 1951:177–188), Yel-
lowstone National Park, and elsewhere in the Greater Yellow-
stone Area (GYA; Rush 1932, Mills 1936). Deaths due to ne-
crotic stomatitis also were observed in Roosevelt elk (C. c. 
roosevelti) with insufficient winter range in the Olympic 
Mountains of  Washington during this period (Schwarts 
1943, Schwarts and Mitchell 1945). Interestingly, providing 
feed for elk during the winter at the National Elk Refuge 
near Jackson, Wyoming, did not initially eliminate this dis-
ease. During some years, the grass hay being fed contained 
large numbers of  sharp foxtail barley (Hordeum jubatum) 
and, to a lesser degree, cheatgrass (Bromus tectorum) seeds and 
awns (Murie 1930, 1951:177–188; Allred et al. 1944). These 
seeds and awns became wedged between the teeth and gums 
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or penetrated soft tissues in the mouth and throat, provid-
ing a nidus for F. necrophorum infection and thus necrotic 
stomatitis.
 Because F. necrophorum is part of  the normal gut and fe-
cal flora of  mammals and occurs worldwide, there was little 
point in attempting to limit where this ubiquitous microor-
ganism occurred. Instead, the obvious places to focus man-
agement efforts were elk winter habitat and elk density. Elk 
will not eat large volumes of  twigs and branches if  more 
suitable winter forage is available, so Murie and other elk  
biologists of  that era working in the GYA and elsewhere 
used hunters and other methods to reduce elk densities in 
many herds so they could be supported by winter range 
during most years. In northwestern Wyoming, managers 
decided to maintain elk densities above what winter range 
could support by feeding elk during most winters. To avoid 
necrotic stomatitis associated with winter feeding, the U.S. 
Fish and Wildlife Service and Wyoming Game and Fish De-
partment ensured that only high quality hay was fed. Man-
agers also could have made more native forage available for 
elk during winter by such methods as limiting domestic live-
stock grazing during the summer on public lands that were 
important winter ranges for elk. Although the management 
strategies utilized certainly did not eradicate necrobacillosis, 
they did control necrotic stomatitis in elk to the point where 
this disease was no longer considered a problem, let alone 
the “most important elk disease” (Murie 1951:177), as it pre-
viously had been. 

Case 2: Rabies in Wild Carnivores 
Unlike the bacterium F. necrophorum, the rhabdovirus respon-
sible for rabies is far from a commensal organism. Rabies is 
essentially a disease of  mammals, primarily affecting carni-
vores and bats, and it is most often transmitted through the 
bite of  an infected animal (Rupprecht et al. 2001, Lyles and 
Rupprecht 2007). The incubation period for rabies can vary 
from less than a week to several years, but typically is 1–2 
months. The length of  the incubation period may depend 
on several factors, such as the proximity of  the bite site to 
the central nervous system, severity of  the bite, type and 
amount of  virus introduced into the host, host age, and the 
immune status of  the host (Rupprecht et al. 2001, Lyles and 
Rupprecht 2007). Once disease develops, rabies is fatal, with 
death occurring in a few days. Due to the long incubation 
period, wild carnivores can move about as they normally 
would for months. This long latency allows them to move 
from the site where they were exposed before they begin 
shedding the virus, so they can effectively carry the virus to 
new locations. Additionally, infected animals often shed the 
virus several days before becoming clinically ill, which is the 
rationale for quarantining apparently healthy pet dogs that 
bite people—these dogs will develop clinical rabies within a 
few days if  they were shedding the virus when they bit the 
person. Although a broad array of  wild mammals contract 
the rabies virus, wild carnivores as well as vampire bats are 

more likely to bite other mammals and thus transmit the 
virus. 
 Rabies typically occurs at low rates in populations of  
wild canids, until the density of  susceptible hosts exceeds 
the threshold required for rapid virus transmission and thus 
triggers a rabies epidemic. For example, Anderson et al. (1981b) 
found, during a temporally and spatially extensive study of  
rabies in European red foxes (Vulpes vulpes), that rabies epi-
demics had occurred every 3–5 years since 1939, leading to 
corresponding cycles in fox numbers. The rabies virus led  
to time-delayed, density-dependent regulation of  fox abun-
dance, with the time of  lag determined by how long the fox 
density was below the threshold level needed for an epidemic. 
Interestingly, Anderson et al. (1981b) found that cyclic fluc-
tuations in fox abundance were absent in areas with low fox 
densities. Rabies in wild animals becomes a problem for  
human society during such epidemics, because the virus is 
much more likely to spill over into domestic animal and hu-
man populations during these periods. 
 For such diseases as rabies that require the density of  
susceptible hosts to exceed a threshold before an epidemic 
will occur, management can profitably be focused on ensur-
ing this threshold is not crossed (Bacon 1985, Rupprecht et al. 
2001). For example, in the United States, Wildlife Services 
could use lethal methods to control coyote (Canis latrans), 
gray fox (Urocyon cinereoargenteus), red fox, striped skunk, 
and/or raccoon densities. Public opposition to the mass 
slaughter of  these charismatic species, however, almost cer-
tainly would prevent implementing such an approach over 
broad areas. Moreover, when these population control mea-
sures were attempted, they proved ineffective (Rupprecht 
et al. 2001).
 Instead, public health officials attempting to eliminate or 
reduce the severity of  rabies epidemics in wild carnivores 
chose a different, more publicly acceptable alternative for re-
ducing the density of  susceptible hosts—vaccination of  key 
wildlife species (Cross et al. 2007). Rabies immunization pro-
grams have been required by law for domestic dogs and 
sometimes cats for many decades in North American states 
and provinces and have proven effective in controlling rabies 
in these species. The primary objective of  these regulations 
was to protect humans from exposure to the rabies virus. 
Because pet animals are more likely to contract rabies from 
wild animals than are humans—and thus expose people to 
the rabies virus—highly efficacious vaccines were developed 
for these species. Following the success of  vaccination to 
control rabies in domestic animal populations, researchers 
developed vaccines that were efficacious when administered 
orally to key wild species. Simultaneously, others developed 
attractive baits that could be distributed easily from the air 
and, when consumed by a target animal, deliver the vaccine 
( Jojola et al. 2007, Cliquet et al. 2008). Today, public health 
officials can effectively reduce the density of  susceptible 
wild-animal hosts by immunizing them with highly effective 
oral rabies vaccines delivered in attractive baits. The vaccine 
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does not need to be delivered to every coyote or fox—just 
enough of  them to prevent the density of  susceptible hosts 
from exceeding the threshold required for an epidemic to 
occur. This approach now is widely employed to prevent ra-
bies epidemics in foxes and coyotes in North America and 
elsewhere, whereas oral vaccination for rabies in skunks and 
raccoons has remained a challenge (Slate et al. 2009). The 
successes of  oral rabies vaccination in wild species not only 
protects humans and their domestic animals from rabies 
(the primary objective), but also protects the wild carnivores 
from this disease, which many people would perceive as a 
favorable outcome. 

Case 3: Brucellosis in Elk
Bovine brucellosis is a disease of  the reproductive tract of  
cattle caused by the bacterium Brucella abortus. Cattle, bison 
(Bos bison), and African buffalo (Syncerus caffer) can sustain 
endemic B. abortus infections without human intervention 
(Davis et al. 1990, Madsen and Anderson 1995, Godfroid 
2002). The most important effects of  bovine brucellosis in 
both bison and elk include abortion during the last half  of  
gestation and birth of  nonviable calves (see reviews by 
Thorne et al. 1997, Williams et al. 1997, Cheville et al. 1998, 
Thorne 2001). The primary mode of  B. abortus transmission 
in these ruminants is through (1) licking infected fetuses, 
calves, placentas, or associated vaginal discharges; (2) con-
suming feed contaminated by these items, (3) consuming 
contaminated placentas, and (4) licking the genitalia of  in-
fected females soon after an abortion or live birth. A wide 
array of  wild ungulates, carnivores, rodents, and lagomorphs; 
humans; and other mammals, in addition to cattle and other 
domestic livestock, are susceptible to B. abortus (see Davis 
[1990] for review by host species). It is likely that such mam-
mals as carnivores and rodents acquire bovine brucellosis by 
consuming B. abortus infected tissues, and the disease would 
be self-limiting in these species if  it were eliminated in rumi-
nants. Similarly, Rhyan (2000) maintained that when brucel-
losis was prevalent in cattle, occasional seropositive wild un-
gulates, particularly cervids (e.g., elk), were found due to 
spillover of  the infection from cattle. Bison can serve as 
sources of  spillover infection as well. However, elk concen-
trated in game farms or on winter feed grounds also can 
maintain the infection without access to either infected cat-
tle or bison (Thorne et al. 1997, Rhyan 2000, Godfroid 2002). 
 Although bovine brucellosis formerly occurred world-
wide in cattle, eradication programs targeting domestic live-
stock greatly reduced its distribution (Corbel 1997). The U.S. 
Department of  Agriculture was mandated to coordinate  
the eradication of  bovine brucellosis in 1934 (Ragan 2002). 
Since then, tremendous strides toward this goal have been 
made. In late 2000, no known B. abortus–infected cattle 
herds were present in the United States, and 48 states were 
classified as brucellosis free. Thus, reservoirs of  B. abortus, in 
the form of  infected GYA bison and elk, are considered a 

clear and present threat to this eradication program. These 
reservoirs add to the concerns of  livestock owners and regu-
lators in the region, as brucellosis vaccine protects only about 
65% of  cows from abortion. 
 Brucellosis in elk is a problem of  winter feed grounds 
(Smith 2001, Thorne 2001). Even where free-roaming elk 
share habitat with infected bison and occupy ranges that 
overlap to some degree with those of  feed-ground elk (To-
man et al. 1997), mean seroprevalence is far less than for elk 
using feed grounds (1.5% of  11,609 free-roaming elk [1931–
1998] versus 28.6% of  4,906 feed-ground elk [1930–2000]; 
Peterson 2003). Where elk are not fed during the winter, do 
not share range with infected bison or cattle, and do not oc-
cupy ranges that overlap with feed-ground elk, mean sero- 
prevalence is essentially zero (0.02% of  5,828, 1946–1999). 
Clearly, free-roaming elk are unable to maintain brucellosis 
in the absence of  feed grounds. Yet “a single [B. abortus-
induced] abortion on a crowded elk feedground assures ex-
posure of  many elk sharing the feedground” (Thorne 2001: 
377), due to the disruption of  normal calving behavior 
caused by high elk densities and resultant abortions occur-
ring on feedlines (Thorne et al. 1997). Because currently 
available brucellosis vaccines are much less effective at pre-
venting B. abortus–induced abortions in elk than in cattle, 
and vaccine delivery is considerably less certain in elk than 
in livestock, the prevalence of  B. abortus in feed-ground elk 
will not be markedly influenced by vaccination. There is no 
silver bullet. For all these reasons, if  brucellosis manage-
ment were the top priority of  GYA elk management, reduc-
ing elk densities to what winter ranges could support while 
discontinuing winter feeding would lead to an order of  
magnitude decrease in seroprevalence over time. Further, if  
brucellosis were eradicated in GYA bison and winter feeding 
of  elk were discontinued, brucellosis would essentially dis-
appear from the region. This approach was used success-
fully in Elk Island National Park in Alberta, Canada (Tessaro 
1986).
 Although B. abortus–induced abortion probably reduces 
the annual calf  crop of  elk herds utilizing feed grounds, 
such as the National Elk Refuge (Oldemeyer et al. 1993), the 
increased nutritional plane resulting from winter feeding 
probably more than compensates for these losses compared 
to unfed populations, particularly during harsh winters. If  it 
were not for the risk of  B. abortus transmission to cattle, 
however small that risk may be, those managing the GYA 
elk herds probably would be no more concerned about bru-
cellosis than they now are about several other diseases oc-
curring in these herds, such as septicemic pasteurellosis  
and scabies. Realistically, brucellosis in GYA elk is primarily 
a sociopolitical problem. The disease is of  concern largely 
because of  the risk of  transmission to livestock, and the U.S. 
Department of  Agriculture and livestock growers already 
have expended tremendous energy and resources to eradi-
cate this disease. Simultaneously, there continues to be con-
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siderable public pressure to maintain winter feeding of  elk 
on numerous feed grounds in northwestern Wyoming and 
2 feed grounds just across the border in Idaho. Most elk 
hunters, other wildlife enthusiasts, and tourists enjoy the 
high elk densities provided by winter feeding, so local cham-
bers of  commerce and politicians tend to favor continuing 
this practice. The human–human conflict (Peterson et al. 
2010) regarding winter feeding of  elk in the GYA and bru-
cellosis has raged for decades. It will not be easily resolved. 
After all, there currently is no method for greatly reducing 
the threat of  elk as reservoir hosts for B. abortus in cattle 
without reducing elk densities to what winter ranges can 
support during most years and discontinuing winter feed-
ing, yet many powerful individuals and groups vehemently 
oppose this strategy. 

Précis
Our objective for choosing these 3 case studies of  wildlife 
disease management was to illustrate a few key issues that 
apply to many diseases of  wildlife. The first case study, ne-
crotic stomatitis in elk, exemplifies a disease of  concern pri-
marily because of  its impact on wildlife. Successful manage-
ment involved ensuring that elk densities did not exceed 
what winter ranges could adequately support during most 
years or feeding high quality hay during the winter. In light 
of  this success, it should come as no surprise that many in-
fluential wildlife scientists began to assume that infectious 
agents of  free-roaming wildlife were primarily extensions of  
poor habitat conditions (e.g., Trippensee 1948:369–384, 
Lack 1954:161–169, Taylor 1956:581–583). 
 In contrast, it is difficult to blame rabies, the topic of  the 
second case study, on poor habitat conditions. Although 
transmission of  the rabies virus is dependent on host den-
sity, this does not imply that hosts are necessarily anywhere 
near K-carrying capacity during a rabies epidemic. Rabies 
management in wild carnivores illustrates a case where wild- 
life disease management was implemented primarily to pro-
tect humans from a serious zoonotic disease. The objective 
was to reduce the density of  susceptible hosts below the 
threshold required for an epidemic rather than to eradicate 
the disease. Oral rabies vaccine distributed by attractive 
baits certainly can reach this objective for some carnivore 
species. 
 The final case study, brucellosis in elk, demonstrates that 
sociopolitical controversy can render management of  wild-
life diseases difficult, even though the technical solution is 
clear. For example, reducing elk densities in the GYA to 
what could be supported by winter range during most years 
and discontinuing winterfeeding would greatly reduce the 
prevalence of  B. abortus in elk over time and effectively man-
age the disease. However, many people do not think that 
managing brucellosis in elk should take precedence over 
other objectives for these populations. Specifically, several 
advocacy groups with considerable political clout maintain 

that, because herd reduction and eliminating winterfeeding 
would substantially reduce elk numbers, this approach would 
be detrimental to the elk hunting industry, wildlife viewing, 
tourism in general, the local economy, and the lifestyles of  
many people living in northwestern Wyoming. 
 We could have chosen any number of  other diseases as 
examples, but space is limited. Those primarily interested in 
wild birds will find the brief  summaries of  disease manage-
ment provided by Friend and Franson (1999) informative. 
Readers requiring more detailed treatments of  wildlife dis-
ease surveillance and management should utilize the reviews 
listed in Table 7.4 that address these topics. Those wanting a 
primer on wildlife disease management will find the chapter 
on this topic in Wobeser (2005) useful; readers requiring a 
more detailed treatment of  this topic will find Wobeser 
(2007) and Delahay et al. (2009) informative.

SUMMARY

Wildlife health and disease are becoming increasingly im-
portant aspects of  wildlife conservation and management. 
Reasons for this trend include the threat certain diseases 
pose for species at risk of  extinction, the fact the majority of  
emerging zoonotic diseases that threaten human health 
originate in wild animals, and the difficulties such diseases 
as CWD pose for wildlife conservation agencies. Although 
most North American universities teaching wildlife science 
do not address wildlife diseases in the systematic way  
they do vertebrate taxonomy, population ecology, or habitat 
management, wildlife scientists have key expertise required 
by multidisciplinary teams conducting wildlife disease re-
search, surveillance, and management. For example, wildlife 
biologists possess in-depth knowledge of  vertebrate life his-
tory; habitat management techniques; wildlife density ma-
nipulations; and animal trapping, handling, and marking 
methodologies, to name just a few key topics. 
 To become effective members of  multidisciplinary teams 
working with wildlife diseases, however, wildlife scientists 
and administrators must become familiar with the basic as-
pects of  disease processes and ecology as well as details of  
the specific diseases they are working with. Wildlife field bi-
ologists are likely to be the first investigators on the scene 
during a disease outbreak and probably will be involved 
with collecting samples and submitting them to a diagnostic 
laboratory. For all these reasons, we have provided an over-
view of  wildlife disease processes and ecology, field observa-
tions, laboratory procedures, and field procedures. Due to 
the brevity of  this chapter, we included numerous refer-
ences for excellent resources addressing the ecology and ep-
idemiology of  host–parasite interactions, specific diseases 
of  free-roaming vertebrates, laboratory procedures, sources 
of  wildlife disease expertise, field procedures, and disease in-
vestigation and management for those interested in more 
detailed information. Wildlife biologists and administrators 
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who work with wildlife diseases in any capacity should be 
able to use this chapter and cited resources to quickly be-
come key members of  multidisciplinary teams organized to 
conduct disease research, surveillance, and/or management 
in wild animal populations.

APPENDIX 7.1. GLOSSARY OF WILDLIFE 
HEALTH- AND DISEASE-RELATED 
TERMINOLOGY

Acute: Having a rapid onset, short duration, and relatively 
severe course, as in acute infection.

Antibody: A large molecular-weight protein produced by 
host plasma cells (differentiated B lymphocytes) in response 
to an antigen. It binds specifically to the antigen that elic-
ited its synthesis.

Antigen: Any substance (usually foreign) that induces an im-
mune response in a host animal.

B lymphocyte: White blood cells involved in humoral im-
munity; B lymphocytes differentiate into plasma cells that 
produce a specific antibody.

Bacteriology: The branch of  science that studies bacteria 
and bacterial diseases (practitioner: bacteriologist or 
microbiologist).

Cell-mediated immunity: Immunity accomplished primar-
ily by T lymphocytes and accessory cells, such as macro-
phages, rather than by an antibody.

Chronic: Having a prolonged duration (weeks, months, or 
years), as in chronic infection.

Clinical chemistry: The area of  pathology concerned with 
chemical analysis of  body fluids.

Clinical sign: Objective evidence of  a disease perceivable to 
a trained observer. 

Cytopathic effects of viruses: Degenerative changes in cells, 
particularly in cell culture, associated with the multipli-
cation of  certain viruses.

Definitive host: The host in protozoan or metazoan life cy-
cles in which the parasite undergoes sexual replication. 

Diagnosis: (1) The process of  determining the nature of  a 
specific cause of  disease and (2) the decision reached dur-
ing this process. 

Disease: Both a broad and a more focused definition are 
commonly used by wildlife disease specialists:
1. Broad: An interruption, cessation, or disorder of  body 

functions, systems, or organs. This definition includes 
toxic, genetic, metabolic, behavioral, neoplastic, and 
nutritional diseases in addition to those caused by 
macro- and microparasites. 

2. Focused: A disturbed or altered condition of  an organ-
ism either caused by the presence of  an antagonist 
(e.g., macroparasite, microparasite, or toxicant) or the 
absence of  some essential element (e.g., micronutrient 
or vitamin).

Emerging infectious disease: An infectious disease that has 
newly appeared in one or more animal populations or 
that has been known for some time but is rapidly increas-
ing in incidence and/or geographic range.

Endemic [Enzootic]:a A disease that occurs with predict-
able regularity and rate in a given population and area.

Endoparasite: A parasite that lives in host organs, tissues, 
or cells.

Epidemic [Epizootic]:a A disease that is occurring in a time 
or location where it does not normally occur or at a rate 
greater than historical norms. 

Epidemiology [Epizootiology]:a The study of  diseases in 
human or other animal populations, including factors ac-
counting for patterns of  disease occurrence (practitioner: 
epidemiologist).

Etiology: The cause of  a disease or abnormal condition. 
Fomite: An inanimate object that can be contaminated with 

an infectious agent and become a vehicle for transmission.
Hematology: The medical science that deals with the blood 

and blood-forming organs (practitioner: hematologist). 
Histopathology: The branch of  pathology concerned with 

tissue changes characteristic of  disease. It employs micro- 
scopic examination of  tissue to study the manifestations 
of  disease.

Host: An organism that is parasitized.
Humoral immunity: Specific immunity that is mediated by 

antibodies.
Immune: Having or producing antibodies and/or lympho-

cytes capable of  reacting with a specific antigen on a dis-
ease causing agent and thus preventing disease. 

Incidence: The number of  new cases of  a disease occurring 
during a specified period as a proportion of  the number 
of  animals at risk of  developing the disease during that 
time (contrast with prevalence). 

Incubation period: The time between the initial exposure 
of  an individual animal to a pathogen and the manifesta-
tion of  clinical signs caused by that infectious agent. 

Indirect transmission: When ≥2 host species are required 
for the completion of  a parasite’s life cycle. 

Infection: Invasion and replication of  a biological agent in a 
host animal.

Infectious agent: Any biological entity that invades and repli-
cates in a host animal. 

Intensity: Number of  macro- or microparasites of  a specific 
type per host. 

a Traditionally, the terms including “dem” referred to human pop-
ulations, whereas those including “zoo” referred to the identical 
concept in nonhuman animal populations. Probably because hu-
mans are animals, “endemic,” “epidemic,” and “epidemiology” 
now are commonly used for both human and nonhuman animal 
populations.



w i l d l i f e  h e a lt h a n d d i s e a s e   205

Intermediate host: Required host for indirect transmission 
cycles of  protozoan and helminthic parasites in which the 
agent does not undergo sexual replication. 

Lesion: A pathological change in host tissue.
Lymphocyte: A white blood cell important to the immune 

response. B lymphocytes mature to become plasma cells 
that produce antibodies; T lymphocytes are responsible 
for cell-mediated immunity.

Macroparasite: A metazoan parasite that grows in or on the 
definitive host and whose direct multiplication is either 
absent or occurs at a low rate. It multiplies more slowly 
than do microparasites by producing infective stages that 
are released from the host to infect new hosts. Macro- 
parasites tend to induce incomplete and short-duration 
immunity that is dependent on the number of  parasites 
present, so macroparasites generally occur as chronic, 
endemic host infections that are more likely to cause 
morbidity than mortality. Examples include parasitic hel-
minths and arthropods.

Macrophage: A large white blood cell derived in the bone 
marrow occurring in tissues and the blood stream. Mac-
rophages are important in phagocyctosis, and thence  
the destruction of  foreign particles, and in cell-mediated 
immunity.

Microbiology: The branch of  science that studies micro-
organisms and their effects on other living species (prac-
titioner: microbiologist). This term sometimes is used 
as a synonym for bacteriology; however, microbiology 
encompasses a number of  disciplines that study micro- 
organisms, including bacteriology, virology, and medical 
mycology.

Microparasite: A small parasite characterized by short gen-
eration times, high rates of  direct reproduction in the 
host (typically in host cells), and a tendency to induce 
long-lasting immunity to reinfection in surviving hosts. 
Time infected typically is short relative to the expected 
lifespan of  the host, so microparasitic diseases often oc-
cur as epidemics in which the pathogen apparently disap-
pears as susceptible hosts die or become immune, only 
to reappear when sufficient densities of  susceptible hosts 
are again available in the population. Examples include 
parasitic bacteria, fungi, protozoa, rickettsia, and viruses.

Morbidity: (1) A diseased state, disability, or poor health due 
to any cause. (2) Proportion of  animals in a group of  in-
terest that develop clinical disease caused by a specific 
etiological agent during a specified time. 

Mortality: (1) Dead. (2) Proportion of  animals in a group of  
interest that die during a specified time. 

Mycology: The branch of  science that studies fungi and in 
some cases fungal diseases (practitioner: mycologist).

Necropsy: Postmortem examination of  a nonhuman animal. 
Necrosis: Pathological death of  one or more cells, or even 

large masses of  tissue, as a result of  injury or disease. 

Necrotic: Affected by necrosis. 
Neoplasia: Pathological process involving uncontrolled cel-

lular proliferation that results in the formation of  a tu-
mor or neoplasm. 

Neoplasm: Abnormal body tissue that grows by cellular pro-
liferation more rapidly than normal and continues to 
grow after the stimulus that initiated growth ceases.

Pandemic: An epidemic disease that is widespread across 
large spatial areas (i.e., continents, or worldwide). 

Parasite: Both ecological and systematic (taxonomic) defini-
tions are used:
1. Ecological: An organism that at some phase of  its 

lifecycle utilizes a host as habitat, depends on its host 
nutritionally, and causes the host some degree of  harm. 

2. Systematic: A helminth, arthropod, or protozoan that 
lives in or on an animal host and depends on this host 
nutritionally during some phase of  its lifecycle. 

Parasitology: A branch of  biology dealing with parasitic 
helminths, arthropods, and protozoans and parasitism 
caused by these organisms in animals (practitioner: para-
sitologist). 

Pathogen: A disease causing agent. The term often refers to 
microparasites that cause disease in hosts (e.g., pathogenic 
viruses and bacteria).

Pathogenic: Producing disease or pathological changes.
Pathognomonic: Distinctively characteristic or diagnostic of  

a particular disease. 
Pathological: Diseased or relating to disease.
Pathology: The branch of  medical science that studies the 

nature of  diseases, especially the structural and functional 
changes produced by them (practitioner: pathologist). 

Phagocyctosis: The process of  actively engulfing and inter-
nalizing particles, such as bacteria or cell fragments, by 
host cells, such as macrophages, where these particles 
are then destroyed.

Plasma: The noncellular or liquid portion of  blood, which 
differs from serum in that it contains fibrin and other sol-
uble clotting elements. 

Polymerase chain reaction (PCR): A technique in molecu-
lar biology used to amplify segments of  DNA or RNA by 
several orders of  magnitude, generating thousands to 
millions of  copies of  a particular nucleic acid sequence. 
PCR is used in diagnostic microbiology to rapidly iden-
tify viruses and other microorganisms. 

Prevalence: The number of  animals with a disease-related 
condition as a proportion of  the total number in the group 
of  interest at a specific time (contrast with incidence). 

Prion: Particles composed of  abnormally folded protein, 
containing no nucleic acid, that proliferate by inducing 
normal prion-related protein in the brain and lymphoid 
tissue to convert to the abnormal form. In mammals 
pathogenic forms arise sporadically as the result of  ge-
netic mutation or by transmission (as by ingestion of  in-
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fected tissue or other materials); upon accumulation in 
the brain, they are thought to cause spongiform enceph-
alopathy and related clinical disease. 

Reservoir: One or more epidemiologically connected popu-
lations of  different species in which an infectious agent 
can be permanently maintained. 

Septicemia: The presence of  pathogenic bacteria in the 
bloodstream. 

Serology: The branch of  medical science dealing with the 
immunological reactions and properties of  blood and 
sera (practitioner: serologist or immunologist).

Serum: The liquid portion of  blood remaining after coagu-
lation and clot removal. 

Surveillance: Organized collection, collation, and analysis 
of  data related to an infectious agent of  interest or a 
disease occurrence (e.g., chronic wasting disease sur-
veillance programs implemented by wildlife conserva-
tion agencies). 

T lymphocyte: A white blood cell that is responsible for cell-
mediated immunity and acts as helper cells in the hu-
moral immune response. 

Toxic: Poisonous.
Toxicant: A toxic agent. 
Toxicology: The science that deals with the detection of  

poisons, including their effects on animals and treatment 
(practitioner: toxicologist). 

Toxin: A poisonous substance that is the metabolic product 
of  a living organism. Examples include botulinum toxin 
and mycotoxins. 

Transmissible spongiform encephalopathy (TSE): Any of  
a group of  spongiform encephalopathies thought to be 
caused and transmitted by prions. Examples of  TSE in-
clude bovine spongiform encephalopathy (BSE), chronic 
wasting disease (CWD), Creutzfeldt-Jacob disease (CJD), 
and scrapie.

Transmission: The process by which an infectious agent or 
parasite is shed from one host and infects another. 

Transport host: An animal that becomes contaminated by 
an infectious agent and carries it to another host, but in 
which the agent does not complete a required portion of  
its lifecycle or multiply. 

Vector: An invertebrate that transmits an infectious agent 
among vertebrates. The infectious agent multiplies or 
completes some required portion of  its lifecycle in the 
invertebrate. 

Virology: The branch of  science that studies viruses and vi-
ral diseases (practitioner: virologist). 

Virulence: The ability of  an agent to cause disease. 
Virulent: Having a marked ability to cause disease or death.
Zoonosis: An infectious disease that can be transmitted nat-

urally between humans and other animals (plural: zoo-
noses). 
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INTRODUCTION

ACCUR ATE CLASSIFICATION of  an animal’s sex and age is funda-
mental to wildlife research and management (Leopold 1933, Morris 1972). 
Population structure is partially defined by age and sex ratios, and this in-

formation is often used to establish harvest regulations and strategies, assess popu-
lation trends of  the species, and provide an understanding of  behavioral ecology. 
For animals in hand, numerous physical characteristics can be measured to obtain 
sex and age information. For example, body mass in all animals; forearm length in 
bats (Fig. 8.1); snout–vent length in lizards, frogs, and salamanders; and wing chord 
or wing notch length in birds are commonly measured. Regardless of  the tech-
nique used, care needs to be taken to ensure that measurements are standard and 
results can be replicated (Nisbet et a1. 1970). For instance, in birds, wing chord 
length is measured from, and including, the wrist to the tip of  the longest primary 
(Fig. 8.2). However, wing chord can be measured in different ways: (1) nonflattened; 
(2) flattened, normal camber of  wing reduced with gentle pressure; or (3) maxi-
mally flattened, normal camber reduced and feathers gently straightened. Wing 
flattening and feather straightening can add 0.5–5.0% to the nonflattened length; 
wing drying also can reduce the length (Pyle 1997, Dunning 2008).
 In this chapter, we provide an overview of  techniques for accurately sexing and 
aging wildlife. We also emphasize techniques that have reduced subjectivity, im-
proved accuracy, and a long history of  standardized use. In general, the best tech-
niques for determining accurate estimation of  age and sex are those that are versa-
tile and can be used throughout the year with live or dead animals, different body 
parts, and numerous age categories. In reality, development of  particular techniques 
has often been affected by time of harvest and/or sampling methodology. For 
sexually dimorphic species or those exhibiting distinct age-specific differences in 
appearance, accurate classification can be relatively simple. For example, breeding 
male birds may have brightly colored plumage and may take part in overt sexual 
displays, whereas females will have drab colors and be inconspicuous (Fig. 8.3).  
Accurate classification of  an individual’s sex and/or age is more complicated for 
monomorphic species, including many species in which young-of-the-year are 
identifiable, but differentiation among older age classes is difficult. Classification 
may be especially difficult if  only partial information and/or material, such as a 
wing, jaw, or tooth, are available for evaluation. In such cases difficulties can be ex-
acerbated by the relatively short and/or suboptimal time during which many sam-
ples are collected, such as during a hunting season. Therefore, many of  the tech-

Criteria for Determining Sex  
and Age of  Birds and Mammals
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Fig. 8.1. Length of the forearm of bats is the most common 
measurement taken for them, in addition to mass. The slightly 
curved forearm of this fringed myotis (Myotis thysanodes) is 
measured as the straight-line distance from the end of the ulna  
to the base of the thumb, preferably using calipers. Photo by M. A. 
Schroeder.

Fig. 8.2. Technique for measuring wing notch length. The measure-
ment is taken from the notch in the wrist to the tip of the flattened 
primaries. Modified from Carney (1992); original drawing by A. J. Godin.

Fig. 8.3. Many species of animals, including lesser prairie-chicken 
(Tympanuchus pallidicinctus) exhibit sex-specific behavior. Male 
lesser prairie-chickens have a characteristic lek display that is not 
performed by females.

Fig. 8.4. Behavior is species specific. Males of some species 
may stand and stretch while urinating, and females may squat. 
Exceptions are common, as illustrated by this male mule deer 
(Odocoileus hemionus). Photo by V. Geist; Geist (1981).

niques discussed in this chapter only are applicable for a 
portion of  the year (e.g., the hunting season), and investiga-
tors may have to use or develop alternative techniques for 
different times of  the year.
 Many species display extensive variation in body size and 
mass associated with subspecies or race, region, season, sex, 
and age. However, because variation may also exist within 
each category, there may be substantial overlap in the mea-
surements of  specific features. Even though the average male 
of  many species may be heavier than the average female, of-
ten there is a range in body mass where the sex could be  
either. This problem may be exacerbated in monomorphic 
species, in which the size of  young males is similar to that 
of  adult females. Behavior for most species varies substan-
tially among sex and age classes. Consequently, behavior can 
be used to identify sex and age categories of  outwardly mono-
morphic species. Behavioral differences can include calls, 
songs, visual displays (Fig. 8.3), nest building, clutch incuba-
tion, nursing, and urination posture (Fig. 8.4). However, due 
to the complicated and species-specific nature of  behavioral 
displays (Young 2005), with few exceptions, this chapter fo-
cuses on the use of  morphological characteristics for as-
sessing an individual’s sex and/or age.
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 Molecular techniques that can be used to ascertain sex 
and age of  organisms are growing rapidly in popularity. In-
formation on this complex and dynamic category of  re-
search is provided in Chapter 22 (This Volume).
 Our objectives in this chapter are to (1) describe general 
techniques used to classify the sex and age of  most verte-
brate species, (2) identify techniques and resources used to 
examine a specific species or group of  species, and (3) pro-
vide appropriate references for detailed work on specific 
species. Although we cannot cover every species or group 
of  species, many of  the general techniques described here 
will have application to other groups. If  working on a spe-
cies where sex and/or age identification has not been deter-
mined, these general techniques should be some of  the first 
to be considered.

SEX AND AGE CHARACTERISTICS OF BIRDS

Development
Embryonic
Development of  embryos can be examined in birds using 
egg flotation techniques (Westerskov 1950, Barth 1953, Hays 
and LeCroy 1971, Dunn et al. 1979, Nol and Blokpoel 1983, 
Van Paassen et al. 1984, Alberico 1995) and candling tech-
niques (Westerskov 1950, Weller 1956, Young 1988). Some 
evidence suggests that the age of  early-stage clutches may 
be overestimated, whereas that of  late-stage clutches may be 
underestimated with both egg flotation (Walter and Rusch 
1997) and candling (Reiter and Anderson 2008). However, 
Reiter and Anderson (2008) documented that age estimation 
with these techniques had minimal effects on estimates of  
daily survival rates and nest success in Canada geese (Branta 
canadensis).
 The degree of  development of  bird embryos prior to 
hatching varies. Differences between the 2 types of  develop-
ment strategies (i.e., altricial versus precocial) can be observed 
using the developmental stages in the 14-day incubation  
period of  the altricial mourning dove (Zenaida macroura; 
Muller et al. 1984), the 23-day incubation period of  the pre-
cocial northern bobwhite (Colinus virginianus; Roseberry and 
Klimstra 1965), and the 26-day incubation period of  the pre-
cocial wild turkey (Meleagris gallopavo; Stoll and Clay 1975). 
When precocial embryos are approximately two-thirds of  
the way through their normal incubation period, they are 
similar to newly hatched altricial birds.

Postnatal
In birds, altricial young are sparsely feathered and blind at 
hatching, and the young remain in the nest until fledging. 
Hanson and Kossack (1963) provided a photographic guide 
to aging nestling mourning doves in days. Precocial young 
are covered with down and have open eyes. Age of  precocial 
young can be classified in the field with pattern of  down re-

placement or with measurements of  primaries and/or their 
pattern of  replacement. This pattern has been well docu-
mented for young waterfowl (Bellrose 1980) and various 
gallinaceous birds (Table 8.1). In addition to plumage char-
acteristics, size of  young relative to adults as well as flight 
capability can be used to determine age. These differences 
have been documented in turkey poults (Williams and Aus-
tin 1988), northern bobwhites (Stoddard 1931), ruffed grouse 
(Bonasa umbellus; Bump et al. 1947) and blue grouse (Dendraga-
pus obscures; Smith and Buss 1963).

Plumage Characteristics
Birds typically have a natal plumage, followed by a juvenile 
(or immature) plumage, and then an adult plumage. Al-
though downy natal plumage is easily identifiable (e.g., chu-
kar [Alectoris chukar]; Fig. 8.5), juvenile plumage can resemble 
adult plumage in basic appearance while differing in subtle 

Fig. 8.5. Changes in appearance of juvenile chukars with age. 
Alkon (1982).



Table 8.1. Age (in days) of immature gallinaceous birds and mourning dove when primary wing feathers are replaced during molt. Figures in column A represent age or range in 
age at which the juvenile feather is molted. 

 Primary number (A = begins growth; B = fully grown)

 1 2 3 4 5 6 7 8 9 10

Species A B A B A B A B A B A B A B A B A B A B

Willow ptarmigan 18  25  30  35  40  46  53  65  91a  Juvenile not replaced 
Ruffed grouse 14 45 20 49 27 63 35 68 42 77 49  83 61  98 74 119 Juvenile not replaced

Blue grouse 21–28  28–35  28–35  28–42  35–49  42–56  49–63  63–70  77–91  Juvenile not replaced

Hungarian partridge 24  32  40  46  52  59  73  87  105  Juvenile not replaced

Red-legged partridge 29  34  41  49  58  70  86  105  130  Juvenile not replaced

Ring-necked pheasant 28 35 42 48 56 63 70 82  91 98 112
Northern bobwhite 26–30 54–58 33–37 56–60 40–44 60–64 44–50 70–76 52–58 81–89 58–62 99–107 69–77 120–128 97–105 146–154 Juvenile not replaced

Coturnix quail 22  23  27  34  34  40  49  Juvenile not replaced

California quail 29 55 32 62 38 70 46 80 52 90 62 108 72 121 100 141 Juvenile not replaced

Mourning doveb 30.1 ± 5.5  35.5 ± 4.3  39.9 ± 4.9  50.4 ± 8.0 61.2 ± 10.5  74.0 ± 15.8  87.0 ± 9.2  107.5 ± 19.1  123.0 ± 18.9  157.8 ± 36.6 

Data are from willow ptarmigan (Lagopus lagopus; Westerkov 1956), ruffed grouse (Bump et al. 1947), blue grouse (Smith and Buss 1963), Hungarian partridge (Perdix perdix; McCabe and Hawkins 1946), red-legged partridge (Alectoris rufa; Petrides 
1951), ring-necked pheasant (Phasianus colchicus; Buss 1946), northern bobwhite (Petrides and Nestler 1943), coturnix quail (Coturnix coturnix; Wetherbee 1961), California quail (Callipepla californica; Raitt 1961), and mourning dove (Morrow et al. 1992).

a Bergerud et al. (1963) noted this feather could be identified by its soft quill to 112 days.

b The second figure for mourning dove represents 1 standard deviation.



c r i t e r i a  f o r d e t e r m i n i n g s e x  a n d a g e  o f  b i r d s  a n d m a m m a l s   211

HY HY AHY
Fig. 8.6. Tail feathers of hatch year (HY) waterfowl may be 
notched or have a downy plume attached to the tip, whereas 
those of after hatch-year (AHY) birds are rounded or pointed. 
Godin (1960).

Fig. 8.7. Diagnostic plumage characteristics of 
adult and juvenile wild turkeys. (A) Tail fans of 
adult (top) and juvenile (bottom). (B) Outer 
primaries of juvenile (left) and adult (center and 
right). Blunt tip of right feather is caused by 
dragging on ground during strut. Based on Williams 
(1961); original report by Petrides (1942).

ways, such as notched tail feathers (Fig. 8.6), buffy or worn 
edges of wing primaries (Fig. 8.7), and variation in color pat-
terns. Knowledge of  feather type (Fig. 8.8) and molt patterns 
is extremely important for understanding which feathers offer 
the best clues to an individual’s age and sex. For example, the 
first juvenile feathers to be replaced by adult feathers in 
spruce grouse (Falcipennis canadensis) are on the upper sides 
of  the breast at about 30 days of  age, thus permitting identifi-
cation of  sex (Boag and Schroeder 1992).

Waterfowl
Plumage characteristics can be used to separate most spe-
cies of  waterfowl into hatch year (HY) and after hatch year 
(AHY) categories. Species exhibiting subadult plumage may 

be classified as after second year (ASY). Tail feathers of  HY 
birds typically are notched or have downy plumes attached 
to tips of  the shafts (Fig. 8.6). Most ducks cycle through 2 
distinct annual plumages that may differ markedly in color 
by season and sex. The nuptial (also called breeding or al-
ternate) plumage is the definitive plumage for both sexes 
of  ducks, and most display this plumage for the greater part 
of  the annual cycle. Consequently, wing characteristics of  
ducks are particularly important for providing an adequate 
indication of  species, sex, and age. Characteristics of  sex and 
age based entirely on wing plumage were described by Car-
ney (1992), and Bellrose (1980) provided descriptions and 
color photos with helpful clues to sex and age characters of  
all North American waterfowl. This information is now on-
line at the Northern Prairie Wildlife Research Center (http:// 
www.npwrc.usgs.gov); and an example key is provided in 
Figure 8.9.
 Geese, swans, and whistling ducks have only one plum-
age per year, which is their definitive plumage. General pat-
terns of  plumage in swans and geese are similar in both 
sexes for all species, and usually can be used only for age 
(Table 8.2). Sex generally should be verified with cloacal ex-
amination (Fig. 8.10). Birds are classified as HY (before com-
pletion of  the prebasic molt) and AHY (after completion  
of  the prebasic molt). All HY swans and geese may have 
notched tail feathers early in autumn. Only the male AHY 
mute swan (Cygnus alar) has a fleshy knob on its forehead.

Gallinaceous Birds
Most gallinaceous birds retain juvenile primaries 9 and 10 
(numbered from P1 [inner] to P10 [outer]; Fig. 8.8) through 
their first year, and these primaries often differ in appear-
ance from P9 and P10 of  adults. Consequently, some galli-
naceous birds can be reliably placed into 3 age classes (de-
pending on time of  year; Johnsgard 1973; Table 8.3). These 



Fig. 8.8. Basic feather types on a typical wing. 
Primaries are numbered from proximal to distal 
(P1–P10), and secondaries are numbered from 
distal to proximal (not individually labeled on 
figure).

Fig. 8.9. Example of a key for age and sex criteria 
for a species of duck (green-winged teal [Anas 
carolinensis]); from the Northern Prairie Wildlife 
Research Center, http://www.npwrc.usgs.gov/
resource/birds/duckplum/index.htm).
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Table 8.2. Age characteristics for swans and geese

Species Age characteristicsa

Swans HY birds are usually dull with light gray patches,  
  whereas AHY birds are solid white.
Greater white- HY birds have grayish body plumage, yellow legs and 
 fronted goose   bill, and lack a white face patch. AHY birds have 
 (Anser albifrons)  white face patch, orange legs, and pink bill (Ely and 
  Dzubin 1994). 
Snow goose (Chen  HY blue-phase birds may have brownish-gray patches
 caerulescens)   on head, body, legs, and bills. AHY blue-phase birds 

have slate gray body plumage with white head. HY 
white-phase birds may have patches of  sooty gray 
on otherwise white plumage and grayish-brown 
legs and bill. AHY white-phase birds white with 
black wing tips, red legs, and a pink bill (Mowbray 
et al. 2000).

Ross’ goose  HY birds may have patches of  pale gray on otherwise 
 (C. rossii)   white plumage, and AHY birds are white with 

black wing tips (Ryder and Alisauskas 1995).
Emperor goose  HY birds may have patches of  black-brown on head 
 (C. canagica)   and neck; their legs and bill are black. AHY birds 

have a white head and upper neck, yellow legs, and 
a pink bill (Petersen et al. 1994).

Canada goose Tail feathers may be notched, breast feathers  
   relatively narrow, and outer primaries more 

pointed in HY than in AHY birds (Caithamer et al. 
1993, Mowbray et al. 2002).

Brant (B. bemicla) HY birds (Atlantic subspecies) have no white on necks
   until mid-winter; greater and middle wing coverts 

may be tipped with white. AHY birds have a white 
crescent on side of  neck and the greater and middle 
coverts are dark brown. HY birds of  the black form 
may have dark plumage with white under-tail 
coverts and light-gray edging of  wing coverts. AHY 
birds have barred gray and white flanks with dark 
wing coverts (Reed et al. 1998). 

Abbreviated and summarized from Bellrose (1980) and other references listed in the 
table.

a AHY = after hatch year; HY = hatch year.

Adult male Adult female

BURSAL APERTURE

CLOACAL

FOLDS

EVERTED

RECTAL APERTURE

CLOACA

BURSA OF FABRIC US

INTESTINE

URETER

VAS DEFERENS

Fig. 8.10. Cloacal structures useful for aging and sexing water-
fowl. Lower left shows a male duck cloaca with penis extended 
and lower right is typical female cloaca. From Godin (1960). 

classes include hatch year or juvenile (HY), second year or 
yearling, usually through the prebasic molt in late summer 
and early autumn (SY), and after second year or adult (ASY). 
Later in the hunting season and/or following completion  
of  the prebasic molt, SY birds are usually indistinguish- 
able from ASY birds; hence, both are referred to as AHY (af-
ter hatch year) birds. In this latter case, only 2 age classes  
are distinguishable (HY and AHY; Fig. 8.11). Many other 
species of  birds (except for a few with intermediate plumage 
patterns) can only be differentiated into HY and AHY age 
classes, or in some cases, no differentiation at all can be 
made (e.g., after the prebasic molt of  mourning doves). An-
other indicator of  age can be the depth of  the bursa of Fab-
ricius, which decreases with age (Gower 1939, Wight 1956; 
Fig. 8.10). However, because most gallinaceous birds display 

some age-specific variation in plumage (Fig. 8.12), measure-
ment of  the bursa is usually not necessary.
 There can be substantial variation in plumage charac-
teristics associated with region and subspecies. For exam-
ple, ruffed grouse in southern populations typically have 
longer tails than those in northern populations (Uhlig 
1953, Davis 1969, Servello and Kirkpatrick 1986). Wild tur-
keys also show regional and subspecific variation (Healy 
and Nenno 1980). Many juvenile wild turkeys in Florida 
molt P9, and in some cases P10, in their first autumn (Wil-
liams and Austin 1970), in contrast to the normal pattern 
of  gallinaceous birds. The potential variation in appear-
ance and pattern of  molt associated with ecological region 
is not clearly understood, yet this factor may be a problem 
when samples are drawn from a broad geographic area 
and/or include multiple subspecies.

Other Birds
There also is substantial information on classification of  sex 
and age in many other species, including American wood-
cock (Fig. 8.13), shorebirds, pigeons and doves, cranes, rails, 
and raptors (Table 8.4). In addition to numerous field guides 
of  birds (e.g., Peterson 1998, 2002; Sibley 2000), there are 
detailed guides for identifying the sex, age, and subspecies 
of  birds (Pyle et al. 1987, Pyle 1997, Dunning 2008). Pyle 
(1997) and Dunning (2008) provide particularly useful infor-
mation for evaluating birds in the hand. Additionally, each 
species in North America has been extensively reviewed in 
individual species accounts produced by the American Orni-
thologists’ Union, that were placed online in 2003 (Poole 
and Gill 2003).



Table 8.3. Age and sex characteristics for selected gallinaceous birds. The number of potential age classes is largely dependent on 
timing of examination relative to completion of prebasic molt. Primaries are numbered from proximal to distal (see Fig. 8.8).a

Species Age characteristics Sex characteristics

Spruce grouse Chick age estimated by replacement and growth of   Breast feathers solid black or black tipped with white in 
  primaries (McCourt and Keppie 1975, Quinn and   males and horizontally barred in females (Ellison 
  Keppie 1981, Towers 1988). Pointed P9/P10 in HY/SY   1968, Boag and Schroeder 1992). Rectrices mostly 
  birds is reliable and easy (Zwickel and Martinsen 1967).   black in males or tipped with light brown and/or 
  P9 (McKinnon 1983) and P1 (Szuba et al. 1987) tend to   white, depending on subspecies and age. Rectrices of  
  have smaller shaft diameters in HY/SY birds.   females motted black and brown and 1–2 cm shorter 

for given age category (Zwickel and Martinsen 1967, 
Boag and Schroeder 1992).

Ruffed grouse Bursa of  Fabricius length may be useful for ascertaining  Males have longer ruff  feathers on side of  neck and 2–3 
  age, but not after January following hatch (Kalla 1991).   whitish dots on terminal ends of  rump feathers;  
  HY birds tend to have pointed tips and less sheathing   females have 1 whitish dot on terminal ends of  rump 
  on P9/P10 than on P8, but this is less clear with aging   feathers (Bump et al. 1947, Hale et al. 1954, Dorney 
  (Hale et al. 1954, Dorney and Holzer 1957, Kalla and   1966, Davis 1969, Roussel and Ouellet 1975). Starting 
  Dimmick 1995). HY/SY birds have a smaller P9   at about 8 weeks of  age, males can usually be dis- 
  diameter or ratio of  P9:P8 (Davis 1969, Rodgers 1979).   tinguished from females by color of  the bare patch 

above the eye; moderate to vivid reddish-orange in 
males and slight or no pigmentation in females (Palmer 
1959). Males have distinct subterminal band on center 
2 rectrices; females have indistinct subterminal band; 
female’s tail is about 1 cm shorter for a given age cate- 
gory (Hale et al. 1954, Davis 1969, Rusch et al. 2000).

Blue grouse Chick age estimated by replacement and growth of   Males have cervical apteria edged with white feathers and 
  primaries (Zwickel and Lance 1966, Schladweiler et al.   are 15–25% heavier than females (Caswell 1954, Boag 
  1970, Redfield and Zwickel 1976, Zwickel 1992). P9   1965, Bunnell et al. 1977, Zwickel 1992). Males have 
  and P10 are pointed on HY/SY birds  and rounded on   primaries and rectrices 1–2 cm longer than females 
  ASY birds (Van Rossem 1925, Bendell 1955, Smith and   (Bendell 1955, Mussehl and Leik 1963, Boag 1965, 
  Buss 1963, Braun 1971, Hoffman 1985).   Braun 1971, Hoffman 1983, Zwickel et al. 1991, Zwickel 

1992). Rectrices of  males mostly black or black with 
terminal band of  gray, depending on subspecies. Sexual 
variation appears as early as 6 weeks (Nietfeld and 
Zwickel 1983).

Sharp-tailed grouse  P9 and P10 tend to be more pointed and worn in HY/SY Male crown feathers are dark with buff-colored edge; 
 (Tympanuchus phasianellus)  than in ASY birds (Hillman and Jackson 1973).   female crown feathers are barred (Henderson et al. 

1967, Connelly et al. 1998). Central 2 rectrices of  male 
are longitudinally striped; comparable feathers in 
female are horizontally barred (Henderson et al. 1967).

Lesser (T. pallidicinctus) and Chick age estimated by replacement and growth of  pri-  Male undertail coverts are solid with a terminal round
 greater prairie-chicken   maries (Etter 1963), and from descriptive photographs  spot; crown feathers are dark with a buff-colored edge. 
 (T. cupido)  (Baker 1953). P9 and P10 in HY/SY birds tend to be   Female undertail coverts and crown feathers are barred
  more pointed and worn and have more spotting on   (Copelin 1963, Henderson et al. 1967, Schroeder and 
  their anterior portions (Campbell 1972).   Robb 1993, Hagen and Giesen 2005). Tails of  males are 

solid or lightly barred; those of  females are entirely or 
partially barred (Copelin 1963; Fig. 8.12).

Gunnison (Centrocerus minimus)  Chick age estimated based on replacement and growth of  Males have black chin, white breast, filoplumes, and white
 and greater sage-grouse   primaries (Pyrah 1963). The pointed appearance of  P9  tipped undertail coverts, and are 35–50% smaller for a 
 (C. urophasianus)  and P10 in juveniles is distinct (Eng 1955). Primaries   given age category (Dalke et al. 1963, Schroeder et al.
  tend to be longer in ASY than in HY/SY birds, especially   1999). Male primaries are 1.5–3.5 cm longer and 
  P1, which can differ by about 1.5 cm (Crunden 1963,   rectrices are 7–10 cm longer for a given age category 
  Schroeder et al. 1999).   than for females (Crunden 1963, Schroeder et al. 1999).
White-tailed ptarmigan  Chick age estimated by replacement and growth of  pri- Male has prominent eye combs during the breeding 
 (Lagopus leucura)  maries (Giesen and Braun 1979). HY/SY birds have   season; upper breast, neck, and head feathers are buff
  dusky brown flecking on P9/P10; this pigmentation is   and tipped with blackish-gray to dark brown. Female 
  absent in ASY birds (Braun et al. 1993).   breast feathers are coarsely barred. Sex difficult to 

distinguish based on plumage during autumn and 
winter (Braun and Rogers 1967, Braun et al. 1993). 

Rock ptarmigan (L. muta) HY/SY birds have more dark pigmentation and less gloss  Male has distinct red eye combs and blackish-brown breast
  on P9 than on P8; pigmentation tends to be equal or   during breeding season; female has mostly brown breast. 
  greater on P8 and gloss tends to be equal on ASY birds   Sex difficult to distinguish based on plumage during 
  (Weeden and Watson 1967).  autumn and winter (Holder and Montgomerie 1993).

continued



Table 8.3. continued

Species Age characteristics Sex characteristics

Willow ptarmigan (L. lagopus) Chick age estimated by replacement and growth of  pri- Feathers on neck and breast of  male are distinctly rufous
  maries (Bergerud et al. 1963, Parr 1975). HY/SY birds   to chestnut, and eye combs are red during the breeding 
  have more dark pigmentation and less gloss on P9 than   season. Sex difficult to distinguish during autumn and 
  on P8; in ASY birds pigmentation tends to be equal or   winter (Hannon et al. 1998). Male has long black 
  greater on P8 and gloss tends to be equal (Bergerud   rectrices and black central upper tail coverts. Female 
  et al. 1963, Weeden and Watson 1967).   has shorter and dark brown rectrices and central upper 

tail coverts (Bergerud et al. 1963).
Wild turkey In HY/SY birds the central 3 pairs of  rectrices are longer  Skin on side of  neck is bare and reddish-pink in male; 
  than the outer rectrices, P9/P10 tend to be pointed   beard present on older males. Skin on side of  neck is 
  with no bars in distal portions, and the upper secondary   lightly feathered and grayish-blue in female; shorter 
  covert patch is narrower and duller (Petrides 1942,   beards are occasionally present (Edminster 1954). 
  Williams 1961, Williams and Austin 1970; Fig. 8.7).   Tarsometatarsus measurements are larger in males and 
  Spur and beard length increase with age (Kelly 1975),   have been used to predict sex with about 96% accuracy 
  but overlap is large (Steffen et al. 1990). Tarsometa-  (Wakeling et al. 1997). Primaries and rectrices are 
  tarsus length used with about 75% accuracy (Wakeling   longer in males than in females for a given age category 
  et al. 1997).  (Wallin 1982).
Montezuma quail (Cyrtonyx  Greater upper primary coverts edged with buff  or buffy Face and throat of  male is marked in bold black and white
 montezumae)  bars near base in HY birds, or spotted or barred with   pattern; face and throat of  female is mottled with
  white in AHY birds ( Johnsgard 1973).  brown, buff, and white (Leopold 1959).
Northern bobwhite Chick age estimated based on growth of  primaries  Male has white chin and eye stripe, except masked 
  (Petrides and Nestler 1952). Upper greater primary   bobwhite (mostly rufous with black head); female has 
  coverts buffy and tapered in HY birds and gray-brown   buffy chin and eye stripe (Dimmick 1992). Base of  
  and rounded in AHY birds. P9/P10 are pointed and   lower mandible black in males and yellow in females. 
  dull brown in HY/SY birds and rounded and grayish   Middle wing coverts have fine, black, sharply pointed 
  in ASY birds (Stoddard 1931, Dimmick 1992).   undulations in males, whereas those in females are 

wide and dull gray (Thomas 1969, Brennan 1999).
Scaled quail (Callipepla squamata) Primary coverts tipped, edged, or mottled with white in  Side of  male’s face is uniform gray with a brownish ear
  HY/SY birds and uniformly gray in ASY birds (Wallmo   patch. Side of  female’s face is dirty gray streaked with 
  1956).  black (Wallmo 1956).
Gambel’s (C. gambelii), and  Greater upper primary coverts are mostly buff-tipped and Male has black throat and crest; female has pale or buffy
 California quail (C. californica)  pointed in HY birds and uniformly gray and rounded in   throat and small brown crest (Calkins et al. 1999).
  AHY birds. P9/P10 are also more pointed and frayed in  
  HY/SY birds (Calkins et al. 1999). 
Mountain quail (Oreortyx pictus) HY birds have buff-tipped primary coverts and AHY birds  Back of  neck is gray and plume generally long and black
  have uniform gray coverts. HY/SY birds also have   in males. Back of  neck is brown and plume is shorter 
  pointed or frayed P9/P10 (Gutierrez and Delehanty   and browner in females ( Johnsgard 1975, Brennan and 
  1999).  Block 1985, Gutierrez and Delehanty 1999).
Ring-necked pheasant (Phasianus  Length of  P10 may be useful for estimating age of  chicks Males large and brightly colored throughout with distinct
 colchicus)  (Etter et al. 1970). Depth of  bursa of  Fabricius ≤8 or   leg spur and longer tail; females mottled brown with
  ≤6 mm for AHY males and females, respectively   no spur and shorter tail (Oates et al. 1985, Rodgers
  ( Johnsgard 1975, Larson and Taber 1980). P1 of  ASY   1985). Day-old males distinguishable from females 
  birds tend to be longer and thicker than HY/SY birds   based on infantile wattle just below eye (Woehler and 
  (Wishart 1969, Greenberg et al. 1972). Spur length and   Gates 1970). Field-dressed males distinct due to their 
  eye-lens weight have not been useful (Stokes 1957,   larger sternum (Oates et al. 1985). Bars on male 
  Dahlgren et al. 1965, Gates 1966, Koubek 1993).   primaries meet rachi at sharp angles except on 

unbarred tips. Bars on female primaries meet rachi at 
right angles (Linder et al. 1971).

Chukar Growth of  juveniles described and illustrated in detail  Primary measurements generally are greater for males 
  (Alkon 1982; Fig. 8.5). P9 <29 mm in HY and ≥29 mm    than females (Weaver and Haskell 1968, Cramp and
  in AHY birds. P9/P10 pointed in HY/SY and rounded in   Simmons 1980); sex is difficult to distinguish 
  ASY birds (Weaver and Haskell 1968).  (Christensen 1996).
Gray partridge (Perdix perdix) P9 covert pointed in HY and rounded in AHY birds.  Throat and eye stripe buffy-orange for males and buffy for
  P9/P10 pointed in HY/SY and rounded in ASY birds   females. Scapulars and median wing coverts lack 
  (Petrides 1942).   crossbars in males and have 2–4 crossbars in females 

(Carroll 1993).

a AHY = after hatch year; ASY = after second year; HY = hatch year; P = primary; SY = second year.



Fig. 8.11. Comparison of HY hatch year (HY; or 
juvenile) and after hatch year (AHY) female blue 
grouse wings collected during the autumn 
harvest. (A) The relatively short juvenile P8 has 
not yet molted, and P9 and P10 are relatively 
pointed: the wing is clearly definable as HY.  
(B) Juvenile P8 has been replaced, and P9 and 
P10 are both relatively pointed: the wing is from 
an HY bird. (C) P9 and P10 are relatively rounded, 
indicating that the bird is AHY. Because the bird 
has completed its molt, there is no possibility of 
differentiating between second year and after 
second-year birds.

Fig. 8.12. Marking patterns of rectrices of pinnate grouse 
(Tympanuchus spp.) used to ascertain sex. Female (left) has bars 
across rectrices (upper tail coverts removed), male rectrices lack 
bars.  Based on Copelin (1963).

Fig. 8.13. Ascertaining sex and age in American woodcock 
(Scolopax minor). (A) Bill lengths and (B) outer primary widths 
distinguish sex. (C) Patterns of inner secondary feathers 
distinguish age class.  Based on Roberts (1988); adapted from Liscinsky 
(n.d.), Martin (1964).
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Table 8.4. Age and sex characteristics for miscellaneous birds. The number of potential age classes is largely dependent on 
timing of examination in relation to completion of the prebasic molt. Primaries are numbered from proximal to distal and 
secondaries from distal to proximal.a 

Species Age characteristics Sex characteritics

American woodcock (Scolopax  Depending on time of  year, 3 age classes can be Females are heavier than males with overlap in 160–190 g
 minor)  recognized based on retention of  juvenile secondaries   range (Owen et al. 1977). Bill length >72 mm, 
  during second year (Sheldon et al. 1958, Martin 1964).   combined width of  outer 3 primaries ≥12.6 mm, and
  Juvenile secondaries have light tips and distinct dark   wing chord (to tip of  P6 or P7) ≥134 mm characterizes
  subterminal bars; adult secondaries lack a distinct bar   female. Measurements <64 mm, ≤12.4 mm, and ≤133 mm,
  (Petrides 1950a, Martin 1964, Roberts 1988). Coloration  respectively, characterize males (Artmann and Schroeder 
  of  neck, foot, and bill are useful (Shissler et al. 1981).  1976, Keppie and Whiting 1994). The combination of  
     characteristics minimizes overlap (Fig. 8.13). 
Wilson’s snipe (Callinago delicata) Juveniles may have a faint black tip on some lesser and  Not easily distinguishable by plumage or cloacal
  median secondary coverts; adults have wide dark   characteristics (Fogarty et al. 1977, U.S. Fish and Wildlife 
  terminal shaft line (Dwyer and Dobell 1979).   Service and Canadian Wildlife Service 1977). Females 
  Multivariate analysis with feathers is useful, but there   have shorter outer rectrices and longer bills than do 
  is 20% overlap (McCloskey and Thompson 2000).  males (Mueller 1999); 10% are unclassifiable by  
   multivariate analysis of  skeletal and feather measure- 
   ments (McCloskey and Thompson 2000). 
White-winged dove (Zenaida  Primary coverts of  juveniles have pale tips and primaries Males larger than females with brighter plumage on crown,
 asiatica)  may be edged with white or buff  (Cottam and   nape, and hind neck (Cottam and Trefethen 1968). 
  Trefethen 1968); juveniles lack black cheek-patch of    Cloacal examination may be necessary (Brown 1977, 
  adults (Schwertner et al. 2002).  Swanson and Rappole 1992).
Mourning dove Juveniles have white or buffy tipped primary coverts, or  Females have tan breast and throat with a brown or 
  buffy edge on P9/P10 (Petrides 1950a; Swank 1955;   brownish-gray crown; males are blue or blue-gray with
  Wight et al. 1967; Haas and Amend 1976; Cannell   slightly pink crown (Petrides 1950a, Cannell 1984, 
  1984; Morrow et al. 1985, 1992). Long breeding season   Mirarchi and Baskett 1994). Accuracy is not perfect 
  can complicate age classification (Schultz et al. 1995).  (Menasco and Perry 1978, Schultz et al. 1995).
Band-tailed pigeon (Patagioenas  Juvenile growth has been described in detail (White and Breast and crown dull brown-gray in females and purplish
 fasciata)  Braun 1990). Juveniles have buffy edged primaries,   to vinaceous in males (White and Braun 1978, Keppie
  worn outer tips on P9/P10, and no wear on tips on   and Braun 2000). This technique is useful as early as 
  S6 and S7. They retain secondary coverts up to   45 days post hatch. 
  340 days of  age (Silovsky et al. 1968, White and Braun  
  1978). 
Sandhill crane (Grus canadensis) Juvenile plumage brownish; the same plumage of  adults  Plumage differences insignificant; males are usually heavier
  is grayish (Walkinshaw 1949). Rusty staining can make  than females (Tacha et al. 1992). Cloacal examination is  
  separation difficult. Forehead of  juveniles may be   only 66% accurate (Tacha and Lewis 1978). 
  tawny; adults may be pale gray with a red crown  
  (Lewis 1979).  
Whooping crane (Grus americana) Juveniles have brownish patches or buff-tipped feathers;  Sex not distinguishable based on plumage (Walkinshaw
  adults are white with black wing tips and have a red   1973), but males tend to be heavier (Lewis 1995b).
  crown (Lewis 1995b). 
Rails Presence of  bursa of  Fabricius is used to classify age of   Male clapper rail are brighter on side and base of  bill 
  clapper rails (Rallus longirostris; Adams and Quay   (Eddleman and Conway 1998). Male sora has lighter-
  1958); juveniles also have paler bill (Eddleman and   colored bill (Melvin and Gibbs 1996). Male king rail 
  Conway 1998). The black throat patch of  adult soras   (R. elegans) is slightly brighter in coloration (Odom 1977).
  (Porzana carolina) is absent in immatures (Melvin and   Male black rail has darker throat (Eddleman et al. 1994).
  Gibbs 1996). Juvenile black rails (Laterallus jamaicensis)   Male yellow rail (Coturnicops noveboracensis) has distinct
  are slightly duller in plumage than adults (Eddleman   yellow bill during the breeding season (Bookhout 1995). 
  et al. 1994). Juvenile rails also tend to have narrower   Males are generally heavier than females, although  
  outer retrices (Pyle 2008).  differences can be small. 
Purple gallinule (Porphyrula  Juveniles are brown or grayish with white feathers in Sex is not distinguishable based on plumage, but males are
 marinica) and common   throat region; bills and/or frontal shields lack red and  slightly heavier than females in purple gallinule (West
 moorhen (Gallinula chloropus)  yellow of  adults (Bannor and Kiviat 2002, West and   and Hess 2002) and ≤100 g heavier in common moorhen
  Hess 2002). Evidence of  juvenile age class may persist   (Bannor and Kiviat 2002). 
  until spring (Holliman 1977).

continued
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Table 8.4. continued 

Species Age characteristics Sex characteritics

American coot (Fulica americana) Juveniles are paler than adults with lighter tipped feathers  Females are smaller than males, but overlap is large
  (Brisbin and Mowbray 2002).  (Fredrickson 1968, Eddleman and Knopf  1985). 
Raptors Most raptors have distinct juvenile plumage that is only  Wing chord is often larger for females than males (U.S. Fish 
  slightly worn in first autumn (Dunne 1987). Eye color   and Wildlife Service and Canadian Wildlife Service 1977, 
  changes with age in accipiters from yellow ( juveniles)   Dunne 1987, Pyle 1997). Some raptors are clearly 
  to red, orange, or brown (adults; Dunne 1987). Bald   dimorphic in appearance; male northern harrier 
  eagles (Haliaeetus leucocephalus) can be differentiated   (Circus cyaneus) is gray, whereas the female is brown
  into multiple age categories based on increasing   (MacWhirter and Bildstein 1996); the male American 
  whiteness of  the tail and head (McCollough 1989).   kestrel (Falco sparverius) has blue-gray wings, whereas 

the female’s are rusty (Smallwood and Bird 2002). Bald 
eagles do not differ in plumage coloration (Bortolotti 
1984), but females tend to be larger (Buehler 2000). 

a AHY = after hatch year; ASY = after second year; HY = hatch year; P = primary; S = secondary; SY = second year.

SEX AND AGE CHARACTERISTICS  
OF MAMMALS

Mammals display much greater variation in size, longevity, 
productivity, and breeding cycles than do birds. General ap-
pearance, such as body size, for many species may differ 
greatly for most sex and age categories, thus making classifi-
cation relatively straightforward with general field guides. 
Many small mammals enter the breeding population in the 
same year they are born, whereas large mammals can take 
many years to mature; for example, the house mouse (Mus 
musculus) is sexually mature 5–7 weeks after birth (Bronson 
1979), but the gray whale (Eschrichtius gibbosus) reaches sex-
ual maturity after at least 8 years (Burt and Grossenheider 
1998). These differences add to the complications of  assess-
ing mammals, particularly with regard to age. Because field 
guides (e.g., Hall 1981) are necessarily general in nature, 
species accounts for individual mammal species produced 
by the American Society of  Mammalogists (first account 
produced in 1969) may be an essential resource for detailed 
information (e.g., dentition). These accounts are particu-
larly useful for species receiving little research and manage-
ment attention. Despite the difficulty of  capture and/or col-
lection, current techniques for estimating age of  mammals, 
particularly older mammals, are more effective than compa-
rable techniques for estimating age in birds (Table 8.5).

Development
Embryonic
Fetal development in mammals can be used to estimate age 
in days, conception date, and/or parturition date (Bookhout 
1964). Prenatal development of  white-tailed deer (Odocoil-
eus virginianus) and mule deer are well described (Armstrong 
1950, Hudson and Browman 1959, Salwasser and Holl 1979, 
Larson and Taber 1980, Hamilton et al. 1985) and may be ex-
amined using a portable radiography unit (Ozoga and Verme 
1985).

Postnatal
During the period of  growth from birth to sexual maturity, 
ossification of bones (Fig. 8.14) and epiphyseal cartilage 
in long bones (Fig. 8.15) are universally present in mam-
mals. Other internal characteristics that are unique to a par-
ticular sex may be associated with secondary sex character-
istics or directly with reproductive organs, such as with 
suspensory tuberosities in white-tailed deer and mule deer 
(Taber 1956; Fig. 8.16). Although suspensory tuberosities are 
observable in deer 2.5 years old, they are not obvious in deer 
as young as 1.5 years old. In these cases, the ilio-pectineal 
eminences can be used to ascertain sex (Edwards et al. 1982; 
Fig. 8.17). Although internal characteristics are useful, they 
usually cannot be examined in live animals. Young mam-
mals also differ from adults in numerous ways, such as body 
size and weight, horn growth (Fig. 8.18), pelt appearance 
(Figs. 8.19 and 8.20), appearance of genitalia (Figs. 8.21 and 
8.22), and changes in dentition. Additional examples are 
provided in Table 8.5.

Eye-Lens Weight
The crystalline eye lens of  vertebrates is an indicator of  age 
in mammal species, because it grows without shedding cells 
(Lord 1959, Sanderson 1961c, Bloemendal 1977). In addi-
tion, the accumulation of  the insoluble protein tyrosine in 
the eye lens can be measured and may be useful in deter-
mining age of  mature animals (Birney et al. 1975).These 
methods are probably most useful for separating juveniles 
from adults and are not practical indicators of  year class 
among adults. Eye-lens weight is accurate for many species 
from small mammals (Dapson and Irland 1972, Birney et al. 
1975) to white-tailed deer (Ludwig and Dapson 1977). If  prop-
erly preserved lens specimens are available, analysis of  eye-
lens weight can be used to accurately identify younger age 
classes (Friend 1967, Hearn and Mercer 1988, Koubek 1993, 
Bruns Stockrahm et al. 1996). An advantage of  this technique 



c r i t e r i a  f o r d e t e r m i n i n g s e x  a n d a g e  o f  b i r d s  a n d m a m m a l s   219

Table 8.5. Age and sex characteristics for selected mammals. Appearance of external genitalia is sufficient for classification of 
sex for most species (and in the case of large ungulates can be used to determine sex from a distance). 

Species Age characteristics Sex characteristics

White-tailed deer (Odocoileus  Fawns spotted in summer and smaller with relatively short With rare exceptions, only males have antlers. First year
 virginianus)  nose in winter with innominate bone incompletely   antlers are usually small and referred to as buttons.
  ossified (Edwards et al. 1982; Fig. 8.14). Tooth eruption   Presence of  tuberosities on the pelvic girdle 
  and wear (Severinghaus 1949; Fig. 8.24) are used to   distinguishes adult males (≥2.5 years) from females
  estimate age, but results are unreliable for older deer   (Taber 1956; Fig. 8.16). Specific differences in the 
  (Gilbert and Stolt 1970, DeYoung 1989, Jacobson and   iliopectineal eminence of  the pelvic girdle can be used 
  Reiner 1989, Gee et al. 2002). Examination of  tooth   to identify sex in animals 1.5 years old (Edwards et al. 
  replacement and wear should be used for 3 age classes   1982; Fig. 8.17). 
  (fawn, yearling, and adult; Gee et al. 2002), unless reduced  
  accuracy is acceptable. Cementum annuli analysis is  
  effective for older animals (Gilbert 1966, Ransom 1966,  
  Lockard 1972, McCullough and Beier 1986).  
Mule and black-tailed deer  Fawns are spotted in summer and smaller with a relatively With rare exceptions, only males have antlers. Tracks of  
 (O. h. columbianus)  short nose in winter. A general analysis of  morphology   adult and larger yearling males distinguishable from
  is complicated by habitat type and/or region (Strickland   females by their larger arc width (McCullough 1965). 
  and Demarais 2000). Pattern of  tooth eruption used to   Presence of  tuberosities on pelvic girdle distinguishes 
  estimate age of  fawns and yearlings (Rees et al. 1966).   adult males (≥2.5 years) from females (Taber 1956; 
  For deer >2 years old, tooth wear, eye-lens weight, and   Fig. 8.16).
  molar tooth–ratio techniques are imprecise (Robinette  
  et al. 1957, Connolly et al. 1969a, Erickson et al. 1970, 
  Van Deelen et al. 2000). Counts of  cementum annuli  
  from incisors are accurate for older ages (Low and  
  Cowan 1963; Thomas and Bandy 1973, 1975; Hamlin  
  et al. 2000). 
Elk (Cervus canadensis) Head profile and presence/shape of  antlers are used to Only males have antlers and upper canines (Greer and
   identify calves, yearlings, and adults (≥2 years old;   Yeager 1967). Antler scars also may be visible following
  Taber et al. 1982, Smith and McDonald 2002). Head   antler drop. 
  profile is quantifiable with significant variation in rostral  
  length, interorbital width, and ear length for female age  
  classes; yearlings are larger than calves, and adults are  
  larger than yearlings (Smith and McDonald 2002). Year- 
  ling males lack brow tines on antlers, whereas antlers of   
  adult males have brow tines and are branched (Taber  
  et al. 1982). Pattern of  tooth eruption is used to estimate  
  age through about 3 years (Quimby and Gaab 1957, Peek  
  1982); accurate estimation of  older animals is by cemen- 
  tum annuli analysis (Keiss 1969, Hamlin et al. 2000) 
Moose (Alces alces) Calves identifiable by size. Tooth wear is considered for  Only males have antlers, and only females have a white
  aging (Passmore et al. 1955), but cementum annuli   vulval patch (Roussel 1975). Differences in sex are 
  analysis of  incisors or molars give valid indication of    detectable by dimension of  fecal pellets (MacCracken 
  year class (Sergeant and Pimlott 1959, Wolfe 1969,   and Van Ballenberghe 1987). 
  Gasaway et al. 1978, Haagenrud 1978). 
Caribou (Rangifer tarandus) Calves are identifiable by small size and relatively short  Antlers of  males are larger than in females (Miller 1982).
  head profile (Bergerud 1978). Antlers are usually larger   Presence of  dark vulval patch in females is most 
  for adults than for yearlings. Tooth eruption pattern is   consistent characteristic (Bergerud 1978). Mandible 
  useful for classifying age to about 2 years (Bergerud   length is larger for males than females for a given age 
  1970; Miller 1974a, b, 1982). Cementum annuli analysis   category (Bergerud 1964, Miller and McClure 1973).
  is best technique for older animals (McEwan 1963,  
  Bergerud and Russell 1966). 
Muskox (Ovibus moschatus) Calves are small, yearling males are small with straight  Horns of  yearlings are longer in males than in females
  horns (about 100 mm), yearling females are small   (100 versus 66 mm). In 2-year-olds, horns of  males 
  (horns about 66 mm), and adults are larger. Tooth   tend to be whiter and project straighter from the head 
  emergence is useful for animals ≤6 years old; cementum   (Tener 1965).
  annuli analysis is more accurate for older animals. Basal  
  depressions of  horns in 4-year-old females are maximally  
  developed; bulls are maximally developed by year 6,  
  when horns completely cover their foreheads (Tener  
  1965).

continued  
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Species Age characteristics Sex characteristics

Bison (Bison bison) Cranial fusion is used for 2 age classes (Duffield 1973,  Horns of  females are more slender and inwardly curved
  Shackleton et al. 1975), horn development for 4 female   than those of  males (Reynolds et al. 1982). There are 
  and 5 male age classes (Fuller 1959, Reynolds et al.   numerous differences in horn cores, burrs, and skeletal 
  1982), and tooth replacement and wear for 5–7 age   measurements (Skinner and Kaisen 1947, Duffield 
  classes (Skinner and Kaisen 1947, Fuller 1959, Frison   1973). 
  and Reher 1970). Cementum annuli analysis is most  
  reliable for estimating older age classes (Novakowski  
  1965, Moffitt 1998). 
Wild sheep (Ovis spp.) Lambs are distinguishable by small size. Because horn  Sex is difficult to evaluate for lambs, but males of  other
  size increases with age, yearling rams can be classified   age classes have larger horns (Lawson and Johnson 
  based on size of  curl ( Jones et al. 1954). Horn segments    1982). Yearling rams are difficult to differentiate from 
  are used for older age classes (Geist 1966). Tooth   adult ewes unless scrotum is detected.  
  eruption and replacement are used to estimate age to  
  4 years (Hemming 1969, Lawson and Johnson 1982).  
  Cementum annuli analysis is reliable for older ages  
  (Turner 1977). 
Mountain goat (Oreamnos  Kids are distinguishable by size of  body and horns less Males stand or stretch while urinating, and females squat.
 americanus)  than half  ear length in autumn, yearlings have horns   Yearling males may have visible scrotum, and yearling
  about ear length, and adults have longer horns.   females may have visible vulval patch under tail. Horns 
  Replacement of  teeth is used to estimate ages ≤3 years,   of  males are generally thicker than those of  females, 
  and rings on the horn are used for all ages (Brandborg   but field interpretation is difficult (Wigal and Coggins 
  1955; Fig. 8.18).  1982). 
Pronghorn (Antilocapra americana) Animals with horns longer than ear are usually adult  Horns of  females average 42 mm in length and have
  males; maximum horn measurements from 2- and   unsubstantial prongs; horns of  yearling males are 
  3-year-old males (Mitchell and Maher 2001). Sequence   larger (O’Gara 1969). Adult males have black face to 
  of  tooth eruption, replacement, and wear are used to   horns and black cheek patch; females have black nose 
  estimate age (Dow and Wright 1962, Jensen 1998), but   area only (Einarsen 1948, Yoakum 1978). 
  cementum annuli analysis of  first permanent incisor is  
  used for older age classes (McCutchen 1969, Kerwin  
  and Mitchell 1971).  
Collared peccary (Pecari tajacu) Tooth emergence and replacement are used to estimate  External dimorphism is limited to genitals. Suspensory
  age to 21.5 months (Kirkpatrick and Sowls 1962). Eye-   tuberosities on pelvic girdle are prominent in males 
  lens weights of  limited value (Richardson 1966).  (Lochmiller et al. 1984). 
Gray wolf  (Canis lupus) Pups are identifiable by small size to 8 months (Carbyn  Urination posture is used to identify sex (Carbyn 1987).
  1987). Tooth eruption, replacement, and size are useful   Examination of  nipples, penile scar/opening, and 
  to 26 weeks (Schonberner 1965, Van Ballenberghe and   testicles are used to identify sex for live wolves or pelts. 
  Mech 1975). Fusion of  epiphyses of  radius and ulna  
  occurs at 12–14 months (Rausch 1967); animal is fully  
  grown at 18 months (Young and Goldman 1944).  
  Cementum annuli analysis of  teeth is useful for esti- 
  mating age of  older animals (Goodwin and Ballard  
  1985, Landon et al. 1998, Gipson et al. 2000). Tooth wear 
  (Landon et al. 1998, Gipson et al. 2000; Fig. 8.25), cranial 
  sutures, and pulp cavity measurements (Landon et al.  
  1998) have been considered but are less versatile.  
Coyote (Canis latrans) Pups are classified by size (Barnum et al. 1979, Bekoff   Examination of  nipples, penile scar/opening, and 
  1982). Permanent canines emerge at 4–5 months and   testicles are used to identify sex in live animals or pelts 
  are complete at 8–12 months (Voigt and Berg 1987);   (Voigt and Berg 1987). Sagittal crest in males is more 
  width of  canine pulp cavity may be useful for estimating   developed than in females (Gier 1968, Bekoff  1982). 
  age (Root and Payne 1984, Tumlison and McDaniel  
  1984, Knowlton and Whittemore 2001). Cementum  
  annuli is useful for estimating age >20 months (Linhart 
  and Knowlton 1967, Allen and Kohn 1976, Nellis et al.  
  1978, Bowen 1982, Root and Payne 1984), particularly  
  for canine teeth (Roberts 1978). 
Fox Canine teeth replacement is complete at about 1 year  Examination of  nipples, penile scar/opening, and 
  (Geiger et al. 1977); roots (Voigt 1987) and pulp cavities   testicles are used to identify sex in live foxes or pelts 
  (Bradley et al. 1981, Tumlison and McDaniel 1984) are   (Fritzell 1987). The baculum in males can be detected 
  used to estimate age. Cementum annuli analysis is also   by palpating.

continued
 



Table 8.5. continued 

Species Age characteristics Sex characteristics

  used (Grue and Jensen 1973, 1976; Allen 1974; Johnston  
  et al. 1987), but accuracy decreases with number of   
  annuli (Geiger et al. 1977). Eye-lens weight, baculum,  
  body and skull measurements, and cranial sutures are  
  used, but their reliability is not high (Sullivan and  
  Haugen 1956, Wood 1958, Lord 1961, Geiger et al. 1977,  
  Harris 1978). 
Black (Ursus americanus),  Eruption of  canines used to estimate age to 3–4 years in Males are larger than females but substantially overlap in
 brown (U. arctos), and   black bears (Marks and Erickson 1966, Kolenosky and  size (Pearson 1975, Craighead and Mitchell 1982). 
 polar bear (U. maritimus)  Strathearn 1987) and 2 years in brown bears (Rausch   Lower canines of  black bears are used for sex identifi-
  1969). Cementum annuli analysis is preferred method   cation (Sauer 1966). Length of  mandibular canine 
  for estimating age in black bears (Stoneberg and Jonkel   alveolus and width of  second mandibular molar are 
  1966, Willey 1974, Carrel 1994, Keay 1995, Costello et al.   also used (Gordon and Morejohn 1975). 
  2004), brown bears (Craighead et al. 1970), and polar  
  bears (Hensel and Sorensen 1980, Calvert and Ramsay  
  1998, Medill et al. 2009), but there are occasional errors  
  (Hensel and Sorensen 1980, Kolenosky 1987, Harshyne  
  et al. 1998, Medill et al. 2010). Baculum weight is also  
  used in brown bears (Pearson 1975). A multivariate  
  approach has been used for black bear cubs, including  
  hair length, total length, skull width, and ear length  
  (Bridges et al. 2002). 
Raccoon (Procyon lotor) Bacula of  juvenile males is porous at base with cartilagi- Males are slightly larger than females, but overlap makes
  nous tip, <1.2 g in mass and <90 mm in length (Sanderson   trait difficult to use. Palpation is used to detect
  1961b, Kaufmann 1982; Fig. 8.21). Uterine horn of    baculum and testes in males (Stuewer 1943, Sanderson
  juvenile females is translucent and 1–3 mm in diameter   1950, Kramer et al. 1999). Penile scars or nipples can 
  with no placental scars (Sanderson 1950); it is opaque   be located on pelts. 
  and 4–7 mm with placental scars in adults. Tooth erup- 
  tion is useful to 110 days (Montgomery 1964); disap- 
  pearance of  cranial sutures and closure of  epiphyses  
  occurs at about 12 months (Sanderson 1961b, Junge and 
  Hoffmeister 1980). Cementum annuli analysis is used  
  for 4 age classes, including older animals (Grau et al.  
  1970, Johnson 1970). 
American marten (Martes  Tooth replacement is useful for estimating age to 18 weeks Presence of  baculum, preputial orifice on pelt, and larger
 americana)  (Brassard and Bernard 1939). Radiographs of  canine   size of  head confirm male and vulva confirms female
  pulp cavities permit separation of  juveniles from adults   (Strickland and Douglas 1987). Characteristics of  teeth 
  (Dix and Strickland 1986b). Cementum annuli analysis   and skull are used to identify sex (Strickland et al. 1982,
  is used to estimate age for older animals (Strickland   Brown 1983), but regional variation is large (Nagorsen 
  et al. 1982, Archibald and Jessup 1984). Suprafabellar   et al. 1988). Tracks may be useful, although there is 
  tubercle on femur is used to separate juveniles from   overlap (Zalewski 1999). 
  adults (Leach et al. 1982), but fusion of  the distal  
  femoral epiphysis is not reliable (Dagg et al. 1975).  
  Juvenile males have bacula weighing <0.1 g (Marshall 
  1951, Brown 1983). 
Northern river and sea otters  Radiographs of  teeth (Kuehn and Berg 1983, Melquist and Relative position of  anus and urogenital openings are 
 (Lontra canadensis, Enhydra   Dronkert 1987) and closure of  long bone epiphyses  used to ascertain sex; baculum is detectable with
 lutris)  (Hamilton and Eadie 1964) are useful for classifying   palpation (Thompson 1958).
  general age. Cementum annuli analysis is most reliable  
  (Stephenson 1977, Bodkin et al. 1997). Eye-lens weight,  
  baculum and skull characteristics, development of   
  testes, and body size are used with less success (Toweill  
  and Tabor 1982, Melquist and Hornocker 1983). 
Wolverine (Gulo gulo) Genitalia and bone fusion are used to separate young-of- Nipples and genitalia (also scars and holes) are used to
  the-year from adults (Wright and Rausch 1955, Rausch   classify sex of  live animals and pelts (Hash 1987).  
  and Pearson 1972). Body weight, tooth wear, and   Females weigh 30% less than males (Hall 1981) and 
  physiological condition are used to estimate age   have smaller skull condylobasal length (Magoun 1985). 
  (Whitman et al. 1986). Best assessment for animals  
  >1 year old are based on cementum annuli analysis 
  (Rausch and Pearson 1972).

continued
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Fisher (M. pennanti) Suprafabellar tubercle is present on adult femur (Leach  Males are twice as large as females and have larger bones
  et al. 1982). Adults have prominent sagittal crest   (Leach 1977, Leach and de Kleer 1978). External 
  (Douglas and Strickland 1987); young can be identified   genitalia or nipples are readily apparent on live animals 
  with bone epiphyses and pulp cavities (Dagg et al. 1975;   or pelts. Lower canines of  males have root widths 
  Kuehn and Berg 1981; Jenks et al. 1984, 1986; Dix and   >5.64 mm (Parsons et al. 1978) and are longer (Kuehn
  Strickland 1986a). Tooth emergence is useful ≤7 months.   and Berg 1981, Jenks et al. 1984, Dix and Strickland
  Cementum annuli analysis of  the first premolar is used   1986a).
  for estimating age of  adults (Douglas and Strickland  
  1987, Arthur et al. 1992). 
American mink (Neovison vison)  Tooth eruption is useful for age ≤3 months in mink Testes or penis scar identifies male and nipples female
 and other mustelids  (Aulerich and Swindler 1968). Cementum annuli   (Birney and Fleharty 1966, Eagle and Whitman 1987). 
  analysis is useful for older animals (Klevezal’ and  
  Kleinenberg 1967, Birney and Fleharty 1968). Baculum  
  mass in mink averages 172 mg in juveniles and 398 mg  
  in adults (Lechleitner 1954, Greer 1957, Godin 1960).  
  Head of  baculum is distinctly ridged in adult mink  
  (Lechleitner 1954) or expanded in long-tailed weasel  
  (Mustela frenata; Wright 1947).  
American badger (Taxidea taxus) Techniques used include bone sutures, sagittal crest  Body and skull measurements are useful but overlap
  (Messick 1987), and baculum characteristics (Messick   (Messick and Hornocker 1981, Messick 1987). Testes, 
  and Hornocker 1981). Cementum annuli analysis is best   penis, or penis scar is used to classify males and vulva 
  indicator of  adult year classes (Crowe and Strickland   or nipples to classify females (Petrides 1950b).
  1975, Messick and Hornocker 1981). 
Skunks Cementum annuli analysis is good estimator of  adult year  Testes, penis, or penis scar is used to identify males and 
  classes (Nicholson and Hill 1981). Other less effective   vulva or nipples to identify females. Lower canines 
  techniques include bone ossification, tooth wear, and   also may be indicative of  sex (Fuller et al. 1984). 
  eye-lens weight (Allen 1939, Petrides 1950b, Mead 1967, 
  Verts 1967, Bailey 1971, Leach et al. 1982). 
Felids Tooth emergence and replacement are useful for esti- Male genitalia are detectable but less obvious than in 
  mating age ≤240 days (Crowe 1975, McCord and   other carnivores (McCord and Cardoza 1982, Lindzey
  Cardoza 1982, Lindzey 1987). Cementum annuli   1987, Rolley 1987). Lower canine size is useful for 
  analysis is useful for estimating age in older animals   determining sex in bobcat (Friedrich et al. 1983).  
  (Crowe 1972, Nellis et al. 1972); it is less successful with   Body mass differs between male and female cougars,  
  cougar. The foramen of  the canine tooth closes at   but there is overlap (Lindzey 1987, Laundre and 
  13–18 months in lynx and bobcat (Saunders 1964,   Hernandez 2002). 
  Crowe 1972, Johnson et al. 1981a). Gum line recession 
  is used to estimate age in older cougars (Laundre et al.  
  2000); mass, body length, and tail length are used to  
  estimate age in younger ones (Laundre and Hernandez  
  2002); growth rate may vary by population (Maehr and  
  Moore 1992). 
Pinnipedia Patterns of  tooth eruption and body size are useful for  Northern fur seal (Callorhinus ursinus), Steller sea lion
  estimating age (Spalding 1966), but cementum annuli   (Eumetopias jubatus), California sea lion (Zalophus
  analysis of  canines is best technique for older animals   californianus), northern elephant seal (Mirounga
  (Scheffer 1950b, Laws 1962, Kenyon and Fiscus 1963,   angustirostris), walrus (Odobenus rosmarus), and gray
  Anas 1970). Eye-lens weight is useful in limited situations   seal (Halichoerus grypus) males are substantially larger
  (Bauer et al. 1964).   than females (King 1983, Riedman 1990). Harp seal 

(Phoca groenlandica) males are only slightly larger than 
females, but black markings tend to be larger and 
more distinct. Harbor seal (P. vitulina) is an exception, 
as it is outwardly monomorphic. Canine teeth are 
larger for males than for females in every age category 
in northern fur seals (Huber 1994) and for animals  
>5 months in California sea lion (Lowry and Folk 1990).

Lagomorphs Epiphyseal grooves on bones are used for age ≤14 months  Careful examination can reveal the penis (cylindrical
  (Hale 1949, Godin 1960, Tiemeier and Plenert 1964,   organ) or clitoris (flattened posteriorly); young rabbits 
  Bothma et al. 1972, Kauhala and Soveri 2001; Fig. 8.15);   and hares are difficult to evaluate (Fox and Crary 1972). 
  periosteal layers in mandibles also may be useful  
  (Sullins et al. 1976). Skull length is useful for estimating 

continued
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  days after birth (Bray et al. 2002). Eye-lens weight is  
  used to separate juveniles from adults (Lord 1959,  
  Tiemeier and Plenert 1964, Rongstad 1966, Connolly  
  et al. 1969b, Pelton 1970, Keith and Cary 1979, Hearn 
  and Mercer 1988, Kauhala and Soveri 2001).  
Muskrat (Ondatra zibethicus) Pelt primeness varies substantially between adults and  Careful examination can reveal the penis or nipples
  juveniles; the underside of  the pelt tends to be mottled   (Dozier 1942, Baumgartner and Bellrose 1943, 
  in adults and broadly patterned in juveniles (Dozier   Schofield 1955, Godin 1960). Sexual dimorphism in 
  1942, Kellogg 1946, Applegate and Predmore 1947,   teeth is not detectable (Lewis et al. 2002). 
  Shanks 1948, Godin 1960, Doude Van Troostwijk 1976;  
  Fig. 8.19). Adults have less fluting on first upper molar  
  than do juveniles (Olsen 1959, Proulx and Gilbert 1988),  
  but pelt primeness appears more useful for classifying  
  age (Moses and Boutin 1986). Adults have lower ratio  
  of  crown length to total length of  first upper molar  
  than do juveniles, but regional variation should be con- 
  sidered (Pankakoski 1980, Erb et al. 1999). Additional  
  characteristics include ossification of  the baculum  
  (Elder and Shanks 1962; Fig. 8.21) and zygomatic  
  breadth (Alexander 1951). 
American beaver (Castor  Acceptable accuracy with a small number of  age classes Males are usually larger and heavier than females (Payne
 canadensis)  can be achieved with radiography of  jaws of  live or   1979). Careful palpation can identify the testes and
  dead animals (Hartman 1992); cementum annuli   baculum (Osborn 1955). Color and viscosity of  anal 
  analysis is useful for additional age classes (Van Nostrand   gland secretion is a reliable indicator (Schulte et al.  
  and Stephenson 1964, Larson and Van Nostrand 1968).   1995). 
  Evaluation of  anal–urogenital opening in females is  
  useful for classifying adults and juveniles (Thompson  
  1958). Skull characteristics (Buckley and Libby 1955)  
  and tooth-root closure (Van Nostrand and Stephenson  
  1964) are useful for classifying juveniles and adults of   
  both sexes. 
Tree squirrels Development of  fox (Sciurus niger) and eastern gray  Sex is classified by examination of  external genitalia, but
  squirrels (S. carolinensis), can be estimated with basic   skulls are also useful (Nellis 1969).
  morphology up to 6 weeks (Uhlig 1955). The fur on  
  the lateral rump of  adult eastern gray squirrels has a  
  distinct yellowish streak near the base that is absent in  
  juveniles (Barrier and Barkalow 1967); age-specific  
  patterns in tail pelage also are noted (Sharp 1958;  
  Fig. 8.20). Teats are inconspicuous and hidden by hair  
  in juvenile females and large and noticeable in adults  
  (Fig. 8.22A). Male genitalia are larger on adults than on  
  juveniles (Fig. 8.22B). Cementum annuli analysis is  
  useful for estimating age class (Lemnell 1974, Fogl and  
  Mosby 1978). Other techniques include epiphyseal lines  
  in long bones (Petrides 1951, Carson 1961, Nellis 1969),  
  epiphyseal lines in the foot (McCloskey 1977), and eye- 
  lens weight (Beale 1962, Fisher and Perry 1970). 
Woodchuck (Marmota monax) Juveniles weigh 300–450 g by about 15 May and have eye- Careful examination is used to reveal the os penis; testes
  lens weights averaging 12.3 mg; yearlings have narrow   are often regressed (Kwiecinski 1998). 
  and pointed incisors and eye-lens weights averaging  
  21.8 mg; adults have broad incisors and eye-lens weights  
  averaging 28.53 mg (Davis 1964). 
Virginia opossum (Didelphis  The pouch is white, shallow, or insignificant in size in Canines of  males are longer and heavier than those of
 virginiana)  juvenile females; it is flabby, fatty, and dark in adults   females (Gardner 1982). Males have scrotum and
  (Petrides 1949). Tooth eruption and emergence are   females have pouch (McManus 1974, Gardner 1982). 
  useful characteristics (Lowrance 1949, Petrides 1949,  
  McManus 1974, Tyndale-Biscoe and Mackenzie 1976).  

continued
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Bats Cartilaginous epiphyseal plates in the fingerbones of   External genitalia are visible in males; testes are relatively 
  juveniles make joints look tapered and less knobby than   large when male is in breeding condition (Racey 1988). 
  do joints of  adults (Anthony 1988).  
Small mammals (insectivores,  Eye-lens weight is used (Birney et al. 1975, Gourley and Careful examination of  genitals in live animals can be 
 other rodents)  Jannett 1975) with mixed success (Dapson and Irland   useful with most species. Shape of  pelvic girdle can be 
  1972, Barker et al. 2003); tyrosine content in lens may   used when only bones are available (Dunmire 1955). 
  be more accurate (Dapson and Irland 1972). Tooth  
  eruption (Mitchell and Carsen 1967, Beg and Hoffmann  
  1977), tail collagen strength (Sherman et al. 1985),  
  adhesion lines in the lower jaw (Millar and Zwickel  
  1972) and femur (Barker et al. 2003), and cementum  
  annuli analysis (Adams and Watkins 1967, Montgomery  
  et al. 1971) also have been used.

Fig. 8.14. Innominate bone of 1-year-old white-tailed deer. The 
arrow points at the area of incomplete ossification. Edwards et al. 
(1982).

Fig. 8.15. Illustration of the epiphyseal cartilage of the humerus in 
an immature and adult cottontail rabbits (Sylvilagus spp.). Godin 
(1960).

Adult Immature

Epiphysis

Epiphysis
cartilage

Diaphysis
(Shaft)

Fig. 8.16. Diagram of pelvic girdle of white-tailed deer and 
black-tailed deer (O. h. hemionus) ≥2.5 years of age, showing 
suspensory tuberosities for the attachment of the penis liga-
ments. Taber (1956).

Fig. 8.17. Pelvic girdles of 1.5-year-old white-tailed deer can be 
classified by gender based on the position of the ilio-pectineal 
eminences (IPE; insets). The IPE is flattened and on the edge of 
the acetabular branch of the pubis in females; it is rounded and 
above the edge of the acetabular branch of the pubis in males. 
Edwards et al. (1982).

Male

Female
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Fig. 8.18. Horns of mountain goats (Oreamnos americanus) may 
have rings that correspond to year class. From Brandborg (1955).

Fig. 8.19.  Undersides of muskrat (Ondatra zibethicus) pelts have 
different patterns of light (prime) and dark (unprimed) fur that 
correspond with general age categories. Godin (1960).

Juvenile Subadult Adult
Fig. 8.20. Increased prevalence of short appressed hairs on the 
ventral surface of a gray squirrel’s (Sciurus carolinensis) tail alters 
its age-related appearance. Godin (1960).

is that it is fairly rapid, inexpensive, and does not require an 
intact skull (McLeod et al. 2006). If  fresh specimens are 
available, this technique is superior to tooth wear proce-
dures and is less costly and time consuming than cementum 
annuli. However, it is probably not as accurate as cemen- 
tum annuli analysis for older age classes. 

Dentition
The structure, consistent growth patterns, and replacement 
of  teeth are commonly used to classify age and sex of  mam-
mals (Fig. 8.23; Table 8.6). General age classes of  mammals 
can be identified by dental characteristics such as thin root 
walls, wide-open root tips, ratio of pulp width to tooth 
width, ratio of dentine to enamel, tooth shape, and the 

timing of tooth emergence (Severinghaus 1949; Jenks et al. 
1984; Dix and Strickland 1986a, b; Johnston et al. 1987; 
Helldin 1997). In white-tailed deer, tooth eruption criteria 
can be useful for classifying broad age classes (e.g., fawn, 
yearling, and adult; Fig. 8.24), or as a site-specific compari-
son technique. However, research has often shown that 
tooth size and wear can vary by individual, subspecies, re-
gion, habitat, diet, and sex (Hesselton and Hesselton 1982, 
Erb et al. 1999, Van Deelen et al. 2000, Gee et al. 2002). Esti-
mation of  age of  known-aged deer with tooth emergence 
and wear techniques has been inaccurate, especially for older 
age categories (Hamlin et a1. 2000, Gee et a1. 2002). How-
ever, aging deer to older age classes (i.e., ≥3.5 years) based 
on tooth eruption is still a commonly used and taught tech-
nique. There has been substantial effort to use patterns of  
tooth wear, in addition to emergence and replacement of  
teeth, to classify older age categories of  white-tailed deer and 
gray wolf  (Canis lupus; Gipson et al. [2000]; Fig. 8.25). This 
effort has been accompanied by development of  such field 
techniques as dental impressions (Flyger 1958, Barnes and 
Longhurst 1960, Clawson and Causey 1995) and reference 
sets of  sex specific mandibles (Thomas and Bandy 1975). 
Normal variation in tooth wear has been exacerbated by 
confusion in wear characteristics of  teeth necessary to dis-
criminate between age categories (Marchinton et al. 2003). 
Misinterpretation of  these characteristics (3.5-year-old deer 
incorrectly described in Dimmick and Pelton 1994:193) can 
result in deer being misclassified (Marchinton et al. 2003).
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Fig. 8.21. Variation in the appearance of the baculum of muskrats (Ondatra zibethicus) and raccoons (Procyon lotor) in relation to age. 
Note that the immature baculum of the raccoon is somewhat porous at both the base and tip. Illustration of muskrat bacula from Elder and 
Shanks (1962); photo of raccoon bacula by N. J. Silvy.

Fig. 8.22. (A) Mastology of the female squirrel. Left: juvenile, with nipple minute and barely discernible. Right: 
lactating adult, nipples pigmented black with most of hair worn off. (B) Scrotal measurements of the male squirrel. 
Left: In the summer born animal, the testes are abdominal, and the skin is just beginning to pigment. Center: In the 
spring born, the testes are large, and the scrotum is pigmented but heavily furred. Right: The adult has shed most of 
the fur from its scrotum. After Allen (1943); from Godin (1960).

A

B



Table 8.6. Approximate age (in months) when permanent molars emerge or incisors, canines, and premolars replace deciduous 
teeth in the lower jaws of selected North American ungulates

 Incisors Canines Premolars Molars

Species Reference 1 2 3 1 2 3 4 1 2 3

White-tailed deer Severinghaus 1949 <6 <12 <12 <12 <18 ∼18 ∼12 2–6 ∼12 <18
Mule deer Taber and Dasmann 1958 ∼12 ∼12 <18 <24 ∼24 ∼24 ∼24 2–6 6–12 18–24
Elk Quimby and Gaab 1957 <18 ∼18 <30 <30 ∼30 ∼30 ∼30 ∼6 <18 <30
Caribou Miller 1974b 10–13 12–15 12–15 12–17 22–29 22–29 22–29 <3 10–15 15–24
Pronghorn Dow and Wright 1962 <15 <27 <39 39–41 <27 <27 <27 <2 <15 <15
Wild sheep Lawson and Johnson 1982 12–16 24–28 33–36 45–48 24–32 24–30 24–30 1–6 8–16 22–40
Mountain goat Brandborg 1955 15–16 26–29 38–40 ∼48 26–29 26–29 26–29 6–10 10–16 15–29

Dentine Enamel

Lingual
crest Infundibulum

Buccal crest

M1 M2
M3

PM4PM3PM2
I4

I4I3

I3

I2

I2

I1

I1

Fig. 8.23. Lateral view of lower left jaw of mule deer 
(Odocoileus hemionus), facing the buccal crest (cheek 
side). The front of the lower jaw also is shown as well as 
an enlarged area illustrating the first molar. Teeth are 
labeled as I (incisor), PM (premolar), and M (molar).

Fig. 8.24. Tooth eruption criteria from 
white-tailed deer for fawns (6 months), 
yearlings (1.5 years), 2.5 years, and ≥3.5 
years. M = molar; PM = premolar. 
Severinghaus (1949), Godin (1960), Dimmick 
and Pelton (1994).
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Cementum Annuli
For most species, collection of  a tooth for cementum an-
nuli analysis is the most accurate method used to estimate 
age among older age categories (Hamlin et al. 2000). Cemen-
tum is deposited annually on the roots of  teeth, so the layer 
closest to the dentine is from the earliest year, and the layer 
of  the current year lies closest to the root. Because sex, 
physiology, ecological region, and annual variation in weather 
appear to minimally influence the layers (Allen and Kohn 
1976), the cementum of  permanent teeth can indicate the 
number of  years following tooth emergence (Klevezal’ and 
Mina 1973; Fig. 8.26). In teeth with distinct layers (e.g., bea-
ver), grinding and polishing a section of  the tooth is suffi-
cient for evaluation of  age (Van Nostrand and Stephenson 
1964). In most situations, however, the tooth must be de- 
calcified, cut into thin histological sections, and stained be-
fore evaluation. Techniques also are being expanded and de-
veloped to deal with other situations and tooth materials, 
including archaeological specimens (Lieberman et al. 1990, 
Beasley et al. 1992). All teeth have layers, but the tooth type 
used to assess an animal’s age varies among species and col-
lecting conditions. Some teeth, such as incisors and pre- 
molars, are easier to extract and may be removed from live 
animals without obvious adverse effects (Nelson 2001, Bleich 
et al. 2003). Nevertheless, there is some debate about the 
ethics of  tooth removal from live animals, including argu-
ments for (Nelson 2002) and against (Festa-Bianchet et al. 
2002) the practice. 
 There are standard teeth and sections of  teeth used for 
evaluation of  cementum annuli. The standard tooth is the 
first incisor (central) for all ungulates, a lower canine or pre-
molar 1 for most carnivores, and premolar 2 for cougars 
(Puma concolor; Dimmick and Pelton 1994). Premolar 3 or 4 
also has been used for American marten (Martes americana), 
the lateral incisor for Canada lynx (Lynx canadensis) and bob-
cats, and an upper canine for bull elk (Cervus canadensis). 

Standardization minimizes problems associated with differ-
ences in eruption time and interpretations of  growth layers 
(Landon et al. 1998). If  a nonstandard tooth type is selected 
for cementum age classification, the tooth must be identi-
fied, because differences in eruption time require different 
interpretations of  growth layers. Errors of  ≥1 year can re-
sult when an unidentified, nonstandard tooth is substituted 
for the standard. Techniques for tooth removal, mailing, 
storage, and processing should be selected before initiating 
research (Bergerud and Russell 1966, Erickson and Seliger 
1969, Fancy 1980, Dimmick and Pelton 1994, Harshyne et al. 
1998, Nelson 2001).
 Use of  cementum annuli for age classification appears to 
be more accurate than tooth wear for older mammals. In an 
experiment involving 120 known-aged samples from 12 spe-
cies, there was exact agreement between known and cemen-
tum age in 94 individuals; ≤1-year discrepancy in 21 individ-
uals, and >1-year discrepancy in 5 individuals (Dimmick and 
Pelton 1994). One reason for incorrect age classification us-
ing cementum annuli is the presence of  double or uneven 

Fig. 8.25. Progressive wear on 
incisors and canines in 2-year 
increments for gray wolves. The 
lines represent averages for a 
study of known-aged wolves; 
errors of 1–3 years were observed 
using this technique. Gipson et al. 
(2000).

Annuli Dentine Annuli

Black bear Brown bear

Cementum
Cementum

Fig. 8.26. Cementum annuli analysis of 4-year-old black bears and 
brown bears (Ursus arctos). Photos by G. M. Matson.
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layers of  cementum (Kolenosky 1987). This problem can re-
sult in errors, particularly the overestimation of  age in 
younger animals and underestimation of  age in older ones, 
such as with polar bears (Ursus maritimus; Hensel and So-
rensen 1980) and wolves (Landon et al. 1998, Gipson et al. 
2000). It is likely that pulp cavities and tooth eruption and 
replacement are more accurate for ascertaining younger  
age classes than are cementum annuli; in these cases, use of  
cementum annuli is unnecessary ( Johnston et al. 1987, Ja-
cobson and Reiner 1989, Landon et al. 1998). These charac-
teristics can be examined visually or with radiography (Kuehn 
and Berg 1981, 1983; Dix and Strickland 1986a, b; Nagorsen 
et al. 1988; Helldin 1997; Knowlton and Whittemore 2001).

Skeletochronology
Skeletochronology is similar to cementum annuli analysis, 
but it potentially has a wider array of  applications. It is the 
most commonly used method for evaluating age of  amphib-
ians and reptiles. Adhesion lines or annual growth layers in 
bones can be examined to estimate age. Several studies have 
addressed this possibility in femur bones of  sea turtles with 
substantial success (Zug et a1.1986, 2002; Bjorndal et al. 1988; 
Klinger and Musick 1992; Klinger et al. 1997; Zug and Glor 
1999). Examination of  a known age interval following injec-
tion with oxytetracycline supported the accuracy of  this 
technique (Coles 1999). However, Eden et al. (2007) suggested 
that calibration with known-aged individuals was necessary 
to avoid underestimating age. Adhesion lines in the sectioned 

femurs of  yellow pine chipmunks (Tamias amoenus) also ap-
pear to accurately indicate age categories (Barker et al. 2003). 
The technique has been expanded to include toe-clipped 
samples of  amphibians (Parham et al. 1996); a transverse 
histological section through the midpoint of  the toe phalanx 
appears to be best (avoiding cartilaginous areas near the 
epiphyses). 

SUMMARY

Effective wildlife research and management depends on ac-
curate assessment of  sex and age. These assessments often 
can be conducted using long-established techniques that are 
relatively simple to perform, including visual examinations 
of  general appearance and/or sex organs. Information also 
can be gathered through examinations of  dentition and/or 
partial samples, such as wings or teeth. Although some spe-
cies may appear monomorphic, the vast majority readily 
can be classified to sex and basic age categories. However, 
newer techniques are constantly being developed and evalu-
ated, because there often is a need to obtain better estimates 
of  age or sex using limited material. These techniques in-
clude improved cementum annuli analysis, skeletochronol-
ogy, and genetic analysis of  small tissue samples. It is likely 
that these techniques will provide a foundation for evalua-
tion of  population demography, establishment of  harvest 
regulations and strategies, and development of  protocols to 
monitor population and ecosystem health.
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INTRODUCTION

ALL CAPTIVE-A NIMAL and many field studies involving wildlife re-
quire that individuals are marked for future identification. Marked individ-
uals can provide detailed information on population dynamics, movement, 

behavior, and density estimates. We provide an overview of  factors that should be 
considered before deciding to mark vertebrates (excluding fish) and address factors 
relevant to the selection of  appropriate procedures. Others have addressed these is-
sues previously. Stonehouse (1978) described general marking techniques for ani-
mals, and Murray and Fuller (2000) reviewed effects of  marking on vertebrates. 
Marking methods for amphibians, reptiles, birds, and mammals were reviewed by 
Nietfeld et al. (1994) and Silvy et al. (2005). Methods for marking amphibians and 
reptiles have been reviewed by Woodbury (1956), Thomas (1977), and Swingland 
(1978); Ferner (1979) and Donnelly et al. (1994) reviewed marking methods specifi-
cally for reptiles and amphibians, respectively. Beausoleil et al. (2004) presented 
methods to mark amphibians, reptiles, and marine mammals. Spellerberg and Prestt 
(1978) and Fitch (1987) reviewed methods for marking snakes. Marion and Shamis 
(1977), the American Ornithologists’ Union (AOU; 1988), and Calvo and Furness 
(1992) reviewed marking methods for birds. The Ornithological Council’s 2010 
guidelines for the use of  wild birds in research can be found online (http://www 
.nmnh.si.edu/BIRDNET/guide/index.html), and they supersede the AOU guide-
lines. Bird and Bildstein (2007) reviewed marking methods for raptors. The Ameri-
can Society of  Mammalogists (1998) provided general guidelines for marking mam-
mals. Barclay and Bell (1988) gave detailed information for marking bats. Although 
not covered in this chapter, overviews for marking fish were provided by Wydowsky 
and Emery (1983) and Parker et al. (1990). Hagler and Jackson (2001) provided an 
excellent overview of  current techniques for marking insects. 
 Because of  the wide diversity among vertebrate species, no single list of  approved 
methods for marking is practical or desirable. The ultimate responsibility for the 
ethical and scientific validity of  methods used rests with the investigator. In gen-
eral, natural marks have the least adverse effect on individual animals and should 
be used when possible, whereas invasive techniques have the greatest potential for 
adverse effects. Moreover, many techniques require capture, recapture, and han-
dling of  animals that also might affect their behavior and survival. Separation of  
these effects from those caused directly by the marking method has yet to be evalu-
ated in most cases.

Techniques for Marking Wildlife
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CONSIDERATIONS PRIOR TO MARKING

Questions to Consider
Before attempting to mark free-ranging wildlife, the follow-
ing checklist of  species and situation-dependent questions 
should be considered. 

 1.  Do the animals need to be marked, or can natural 
markings be used instead? 

 2.  Do the animals need to be marked as individuals, or 
can they be marked as a group?

 3.  Do the animals need to be physically captured prior 
to marking, or can they be marked without capture?

 4.  How visible do the marks need to be, and do the 
animals need to be “recaptured” for the mark to be 
observed?

 5.  Will the marking method cause pain and/or decrease 
the chances of  survival of  the animal?

 6.  Will the proposed mark affect the animal’s health, re-
production, movement patterns, and/or behavior?

 7.  How long will the mark be required to last to com-
plete the study, and how durable is the proposed mark-
ing method?

 8.  Will the proposed marking method interfere with 
other studies?

 9.  Will the marks promote public concern about the 
study, and will the marks have to be removed after 
study completion?

10.  Have the appropriate approvals (animal welfare and 
state and/or federal permits) to mark animals been 
obtained?

 Considerable thought should be given to these questions 
before the decision to mark wildlife is made. Techniques for 
marking wildlife fall into 3 main categories: natural, non-
invasive, and invasive marks. If  natural marks cannot be 
used, noninvasive marks are preferable over invasive marks. 
Although some marking techniques may be unique to a  
single species, most apply to a wide variety of  species. As  
in Silvy et al. (2005), we present marking information  
by methods. This approach has eliminated most repetition 
inherent in presenting this information by animal classes 
(i.e., amphibians, birds, mammals, and reptiles; Nietfeld et al. 
1994). We consolidated general information on proper ap-
plication of  the technique, its retention time and visibility, 
and any adverse effects of  the technique on marked animals 
(where this information is available). This allows the reader 
to more easily evaluate and compare individual methods. 
Additionally, we present these methods in sequence of  what 
we consider most to least preferred (however, this ranking 
can differ for the different classes of  animals). More detailed 
information, such as species or group, comments, and cita-
tions (in chronological order), is presented in tables. Thus, 
the reader can select an animal class, identify which meth-

ods have been used for the species or group of  species of   
interest, and pursue the citations for more detailed infor-
mation on the method’s appropriateness for the specific 
application.

Marking Permits
Before an animal can be captured and marked, the appropri-
ate local (e.g., animal welfare permits), federal, and/or state 
or provincial permits must be obtained. Wildlife species are 
regulated within state or provincial boarders by the appro-
priate wildlife agency. The federal government regulates 
capture and marking of  migratory birds and threatened and 
endangered species. Authorization to mark migratory birds 
and threatened and endangered species must be approved 
by the Bird Banding Laboratory, U.S. Geological Survey,  
Department of  the Interior, Laurel, Maryland 20708-4037, 
or the Canadian Bird Banding Office, Canadian Wildlife 
Service, Ottawa, Ontario, Canada KIA OH3. Also, capture, 
handling, and marking protocols used must be approved by 
an institutional animal care and use committee (IACUC) to  
ensure compliance with the Federal Animal Welfare Act  
and its amendments (U.S. Department of  Agriculture 
2002) and the Public Health Service Policy on the Humane 
Care and Use of  Laboratory Animals (http://grants.nih 
.gov/grants/olaw/references/phspol.htm). Prior to the ini-
tiation of  animal work, an investigator must submit an Ani-
mal Use Protocol to be reviewed and approved by an IACUC. 
Additionally, at many institutions, all participants must com-
plete training regarding occupational health and safety is-
sues related to animal work.

Natural Marks
The first questions to be considered when contemplating 
marking animals are: (1) is marking necessary, (2) can the 
study be conducted without recognition of  individuals or a 
specific group of  animals, and (3) if  not, can animals be 
identified without use of  applied marks? Perhaps the ideal 
method of  recognizing individuals is to use their own natu-
rally occurring unique traits, much as we identify other  
people by their physiognomic traits. Humans may be un-
able to differentiate individuals in some wildlife species, but 
there are others whose physical characteristics allow for 
individual identification using natural markings or distinct 
morphological characteristics. Many animals exhibit unique 
coat patterns or can be identified by unique color patterns 
(Fig. 9.1), scarring, fin or fluke notches, antler configuration, 
and/or other traits. Natural markings are most efficiently 
used on individuals with complex patterns, and analysis must 
be confined to a local population or region (Pennycuick 1978). 
 Natural markings have been used to identify individual 
mammals, reptiles, and amphibians more commonly than 
birds (Table 9.1). Unique plumage or bill patterns can be 
used as distinguishing features for birds, but such features 
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are rare in avian populations and may change with molt 
and/or age. Thus, the potential for natural marking systems 
in birds is limited, but may have short-term application in 
conjunction with other markers for some species. 

Marking as Individuals or Groups
If  a study requires the use of  applied marks, do the animals 
have to be marked as individuals, or can they be marked as 

groups? Many herd or flock movement and dispersal studies 
only require that large numbers of  individuals be marked in 
a given area and relocated later. For example, large numbers 
of  white geese could be marked by placing dye in roost 
ponds and followed by searching for colored geese. Similarly, 
many mark–recapture or mark–resight studies conducted 
only to estimate population density do not require that marked 
individuals be differentiated from others.

Fig. 9.1. Unique spots and stripes 
on 2 bobcats.

Table 9.1. Natural markings used to identify individual animals

Group/speciesa Method for identification Reference

Amphibians and reptiles
 Grass snakes Ventral pattern Carlström and Edelstam 1946
 Viviparous lizard Dorsal pattern Carlström and Edelstam 1946
 Slow-worm lizard Throat pattern Carlström and Edelstam 1946
 Smooth newt Belly pattern Hagström 1973
 Anoles Distinctive pattern and tail regeneration Stamps 1973
 Warty newt Belly pattern Hagström 1973
 Eastern newt Dorsal spot pattern Healy 1975
 Dusky salamander Dorsal color pattern Forester 1977; Tilley 1977, 1980
 Snakes Distinctive characteristic on exuvia Henley 1981
 Snakes Characteristic of  subcaudal scales Shine et al. 1988
 Spotted salamander Spot pattern Loafman 1991
 Patterned amphibians Spot and stripe pattern Doody 1995
Birds
 Bewick’s swan Bill pattern and body features Scott 1978
 Osprey Head marking pattern Bretagnolle et al. 1994
Mammals
 Giraffe Unique coat pattern Foster 1966
 Tiger Unique coat pattern Schaller 1967, Karanth 1995, Karanth and Nichols 1998
 African lion Whisker pattern Pennycuick and Rudnai 1970
 Black rhinoceros Unique ear markings, horn shape and wrinkle pattern Mukinya 1976
 Cetaceans, manatee Unique color, scars, and fin or fluke notches Würsig and Würsig 1977, Irvine et al. 1982, Irvine and Scott 1984
 Domestic dog Unique coat pattern Heussner et al. 1978
 African bushbuck Unique coat pattern Seydack 1984
 Leopard Pelt characteristics Seydack 1984
 Bobcat Spot variation Rolley 1987, Heilbrun et al. 2003
 Cheetah Pelt characteristics Caro 1994, Kelly 2001
 White-tailed deer Antler, pelt, and body characteristics Jacobson et al. 1997

a Scientific names are given in Appendix 9.1.
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Marking without Capture
Capture may stress animals, and marking without capture is 
preferred where practical. Remote marking of  animals as 
individuals or groups has a long history (Table 9.2). Mam-
mals have been marked with paint-tipped arrows (N. J. Silvy, 
unpublished data) and paint balls (Table 9.2). Animals also 
have been marked using a manually triggered dye-spraying 
device, and dyes can be introduced into the animal’s food to 
produce dyed fat, teeth, pelage, and droppings. Self-affixing 
collars have been developed for several species (Table 9.2). 
Dye-spraying devices affixed to aircraft have been used to 
mark large mammals and could be used for marking large 
numbers of  white-colored birds (e.g., white geese, egrets). 
Dyes also can be placed on eggs and nests, marking the 
adults as they incubate their eggs (Table 9.2). Subsequent col-
lection or observation of  marked animals provides data on 
dispersal and population dynamics. 

Marking after Capture
If  animals must be captured, there are numerous marking 
techniques available. Although the most suitable marking 
techniques will depend on the needs of  the investigator, 
Barclay and Bell (1988) suggested considering the following 
factors: duration of  study, ability to relocate marked animals, 
number of  animals to be individually identified, and the ef-
fect of  the mark on the animal. According to Marion and 

Shamis (1977) and Ferner (1979), an ideal marking tech-
nique would: (1) involve minimal pain or stress, (2) produce 
no adverse effects on survival and behavior, (3) permanently 
mark individuals, (4) be easy to recognize at a distance, (5) be 
easy to apply, (6) be easy to obtain and/or assemble, and (7) 
be relatively inexpensive. Additionally, the selected marking 
technique should not conflict with other studies in the area, 
and permission to use the technique should be readily ob-
tainable from the appropriate authorities. Most marking tech-
niques do not satisfy all these criteria, and investigators must 
prioritize prior to mark selection. 
 Nietfeld et al. (1994) grouped markers into 3 categories rela-
tive to retention time: temporary, semi-permanent, and per-
manent. We prefer 2 groups: permanent and nonpermanent. 
We define permanent marks as those lasting the life of  the 
animal and nonpermanent marks as all others. Permanent 
marks include branding, tattoos, ear notching, toe clipping, 
and other invasive techniques, although scarring, tearing, 
and aging may reduce their effectiveness. Nonpermanent 
marks generally are more visible and can be used with per-
manent marks to increase visibility of  the animal, yet still 
have the animal marked for life. For example, a white-tailed 
deer (all scientific names are found in Appendix 9.1) could 
be given a unique ear tattoo (permanent) as well as a num-
bered, brightly colored cattle-ear tag (visible). Animal size, 
however, limits the size of  marks that can be applied, but 

Table 9.2. Remote marking methods used to mark animals as individuals and in groups

Group/speciesa Remote marking method Reference

Birds
 Greater sage-grouse Aniline dyes in tank attached to spray head and buried in lek Moffitt 1942
 Ruffed grouse Aluminum and bronze dust in nests found later on shed feathers Bendell and Fowle 1950
 Glaucous-winged gull Thief  detection powder on eggs and nests Mossman 1960
 Nesting terns Blow dye from bottle using rubber tubing Moseley and Mueller 1975
 Nesting wood duck Rubber band with color marker in nest box hole Heusmann et al. 1978
 Cattle egret and gull eggs Rhodamine B dye in oil-based silica gel placed on eggs; adults marked  Paton and Pank 1986, Cavanagh et al. 
  2–6 months  1992
 Roosting red-winged blackbirds Aerial application of  liquid fluorescent pigmented material, visible under  Otis et al. 1986 
  UV light in subsequent collections of  marked birds 
 Wood stork Pressurized canister with nozzle on pole with control lever Rodgers 1986
 Waterfowl Fluorescent particles applied to lakes marked waterfowl for 8 weeks Godfrey et al. 1993
 Common tern Device using refillable bottles filled with dye, remotely controlled Wendelin et al. 1996
Mammals
 Deer Treadle-type spray devices Clover 1954
 White-tailed deer Self-affixing collar Verme 1962, Siglin 1966, Taylor 1969
 Mountain sheep Manually triggered dye-spraying device and modified Cap-Chur darts Hansen 1964, Simmons and Phillips  
   1966, Turner 1982
 Moose Manually triggered dye spraying devices Taber et al. 1956
 Pronghorn Collar-holder frame over water Beale 1966
 Hares and rabbits Self-affixing collar Keith et al. 1968
 Dall’s sheep Spraying devices used from aircraft Simmons 1971
 Muskox Paint-pellet pistols Jonkel et al. 1975
 Elk Paint-ball guns Herriges et al. 1989, Herriges et al. 1991
 Red squirrel Remotely applied collars Mahan et al. 1994

a Scientific names are given in Appendix 9.1.
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color-coded marks still can enhance recognition. A point to 
remember when using color-coded marks is that many people 
are red/green colorblind. Therefore, selection of  contrasting 
colors that can be recognized at a distance by all individuals 
involved with the project is important. 
 The use of  marks can influence behavior, particularly 
color marks used on birds, and can increase predation (Kes-
sler 1964, Burley et al. 1982). The combination of  stress and 
mortality associated with capture and the effect of  the mark 
itself  could decrease survival more than either capture or 
marking alone. Thus, it is important to examine whether 
the necessary data can be obtained without use of  marks. If  
not, researchers must ascertain whether marking animals is 
likely to result in reliable knowledge that can be used to bet-
ter manage the population. Further, they should realistically 
weigh the benefits of  this knowledge against the discomfort 
or harm done to the individual animals. There is no simple 
checklist that will delineate the most appropriate marking 
technique(s) for all potential research projects.

Table 9.3. Neck collars used on wildlife

Group/speciesa Material and comment Reference

Amphibians and reptiles
 American alligator Vinyl-plastic tape Chabreck 1965
Birds
 Geese, brant, swans,  Plastic collars of  flexible vinylite, flexible plastic, rigid acrylic Aldrich and Steenis 1955, Helm 1955, Craighead and 
  ducks, and cranes resin, and aluminum with or without letters and numbers with  Stockstad 1956, Idstrom and Lindmeier 1956, Ballou and 
  retention up to 11 years on adult geese, but should not be  Martin 1964, Huey 1965, Sherwood 1966, Lensink 1968, 
  used on goslings because few are retained; icing not a problem  MacInnes et al. 1969, Fjetland 1973, Greenwood and 
  with aluminum neckbands, but collared birds may move from   Bair 1974, Koerner et al. 1974, Ankney 1975, Chabreck   
  breeding areas  and Schroer 1975, Raveling 1976, Maltby 1977, Craven  
    1979, Abraham et al. 1983, Zicus et al. 1983, Pirkola and 

Kalinainen 1984, Hawkins and Simpson 1985, Zicus and 
Pace 1986, MacInnes and Dunn 1988, Ely 1990, Samuel 
et al. 1990, Campbell and Becker 1991, Johnson et al. 
1995, Castelli, and Trost 1996, Menu et al. 2000, Schmutz 
and Morse 2000, Wiebe et al. 2000

 Game birds Colored plastic neckbands Taber and Cowan 1963, Marcstrom et al. 1989
Mammals
 Foxes Metal collar slit for expansion Sheldon 1949
 Ungulates Plastic, aluminum, nylon fabrics; polyethylene rope with flags;  Ealey and Dunnet 1956, Progulske 1957, Fashingbauer 
  rubberized machine belting:, and self-adjusting plastic collars   1962, Lightfoot and Maw 1963, Harper and Lightfoot 
  for young ungulates   1966, Knight 1966, Hawkins et al. 1967, Craighead et al. 

1969, Hanks 1969, Phillips and Nicholls 1970, Beale and 
Smith 1973, Brooks 1981, Keister et al. 1988, Hölzenbein 
1992

 Hares Leather collar Hewson 1961
 Polar bear Nylon webbing Lentfer 1968
 African elephant Rubberized machine belting Hanks 1969
 Feral goats Galvanized steel chain Rudge and Joblin 1976
 Cetaceans, manatees Rubberized belt White et al. 1981
 Bats Spiral bird ring and keychain collar Moran 1985, Wilkinson 1985
 Coyote Vinyl plastic collar Gionfriddo and Stoddart 1988

a Scientific names are given in Appendix 9.1.

NONINVASIVE MARKING TECHNIQUES

Neck Collars
Many different neck collars have been designed for field 
identification of  free-ranging animals (Table 9.3). Properly 
fitted collars (Fig. 9.2) should not restrict feeding, inhibit cir-
culation or breathing, or cause entanglement. Collars may 
be fixed in size or expandable to allow for growth. Many neck 
collars are placed too loosely on animals (Fig. 9.2). A loose 
collar (especially if  the collar has the added weight of  a ra-
dio transmitter) will slip up and down an animal’s neck when 
it lowers and raises its head. This action can cause abrasions 
and possible open sores that can lead to infection and possi-
bly death. If  a collar is extremely loose, the animal may get 
a foot caught in the collar as it extends its front feet to stand 
from a bedding position. If  a collar is placed too tightly 
around an animal’s neck, the collar may cut off  blood circu-
lation that can lead to tissue sloughing, infection, and death. 
During the rut, the necks of  many male ungulates swell, 
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and collars must expand to allow for this swelling. Collars 
made with nylon elastic will allow expansion of  the collar. 
Collars for fawns may be made entirely of  folded nylon elas-
tic with folds stitched together with thread that breaks with 
the pressure of  neck growth and allows the collar to expand 
with the growing animal (Fig 9.3). 
 Silvy (1975) developed Boltaron™ (thermal plastic) ex-
pandable collars (Fig. 9.4) for male white-tailed deer that 
were 7.4 cm wide and made to fit the neck contours of  deer 
of  each gender in each age class. The open ends of  the U-
shaped collars for female deer were riveted (brass split riv-
ets), and no elastic straps were used (Fig. 9.5). Collars for 
male deer had elastic straps on the inside that were attached 
by rivets at the bottom of  the “U.” Straps passed through 
brass welding-rod guides embedded in the open ends of  the 
plastic collar permitted expansion and contraction. Because 

the weight of  a radio package was on the elastic straps in 
the U-shaped collars, the rubber in the elastic straps degraded 
over time and the collars sagged. This problem was solved 
by design of  a C-shaped collar with ends overlapping at the 
side of  the neck with elastic bands to resist expansion that 
completely opened the “C.” This design allowed the weight 
of  the collar and radio to be supported by the Boltaron and 
not by the elastic. Once a male’s neck returned to normal 
size after the rut, the Boltaron collar returned to its nor- 
mal shape and reduced tension on the elastic straps. Collars 
were of  2 thicknesses (0.2 or 0.3 cm Boltaron) and of  2 col-
ors (black and white). Various colors of  scotch-lite reflective 
tape in the form of  numbers, letters, or other symbols were 
attached to collars for ready identification of  deer during both 
day and night. Radios were mounted (using dental acrylic) 
on, and antennas were either stainless-steel whips or copper 
wire embedded in, the Boltaron collar. Stainless-steel whips 
tended to break due to salt-water etching; this was not a 
problem with embedded copper wire antennas. 
 Typically, collars are highly visible, but their longevity de-
pends on the material used, climate, and behavior and gen-
der of  the animal involved. Most studies report either no  
or insignificant adverse effects of  neck collars on breeding- 
related activities, social behavior, and physical damage be-
yond minor hair or feather wear and irritation. Neck collars 
on birds (Fig. 9.6), however, have been observed to disrupt 
pair bonds, lower success in agonistic encounters, contribute 
to starvation, and increase mortality through severe icing. 

Bands
Metal bands (Fig. 9.7) bearing an identification number and 
return address are the most common method of  marking 
wild birds (Table 9.4). Although states and provinces are re-
quired to use their own bands for resident game birds, the 
U.S. Geological Survey and the Canadian Wildlife Service  

Fig. 9.2. Oversized neck collar 
(right) that could allow animal to 
place its leg through collar. Collar 
should fit snugly around neck just 
below head (left).

Fig. 9.3. Elastic (expandable) radiocollar on white-tailed deer fawn.
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Fig. 9.4. Expandable neck collars for male 
ungulates.

Fig. 9.5. Nonexpandable female-ungulate 
neck collar with holes for brass-split 
rivets.

Fig. 9.6. Plastic neck collars on tundra swan. Photos by D. Watts.

Fig. 9.7. Standard butt-end bands used on the legs of birds.

 Colored bands made from plastic or other materials 
have been used alone or in conjunction with metal bands 
(Fig. 9.8) to mark individuals of  a variety of  species (Table 
9.4). Colored bands are primarily intended to permit rapid 
identification of  individuals without requiring recapture. 
Color bands deteriorate relatively quickly and are best for 
short-term studies. Soft plastic wrap-around bands have  
the lowest durability and color retention (Anderson 1981), 
which is somewhat greater in laminated wrap-around bands 
(Lumsden et al. 1977, Anderson 1981). Retention is higher 
in wide versus narrow plastic bands. Painted bands are of  
limited use, because abrasion or paint removal by birds re-
sults in rapid marker loss (Childs 1952). Milligan et al. (2003) 
noted there are errors associated with using colored leg 
bands to identify wild birds

Arm and Wing Bands
The attachment of  bands to the forearms has been the most 
widely used technique for marking bats and penguins (Ta-
ble 9.4). Flipper bands, made initially of  aluminum and 
more recently from Monel metal and stainless steel, have 
been used on penguins. Several markers are available for bats, 
including serially numbered metal bands, color-anodized 
aluminum bands, numbered and unnumbered colored plas-

issue bands for migratory birds. Aluminum bands are suf- 
ficient for marking many species, but are easily damaged  
by abrasion and corrosion. As a result, Monel™, Incoloy®, 
stainless steel, and titanium bands sometimes are used for 
long-lived and marine birds. Koronkiewicz et al. (2005) pro-
vided a method to produce aluminum color bands from 
noncolored aluminum bands.



Table 9.4. Bands used on arms, wings, tails, and legs to mark wildlife

Group/speciesa Material and comment Reference

Amphibians and reptiles
 Frogs Butt-end bird bands on toes Kaplan 1958
 Bullfrog Plastic waist bands Emlen 1968
 Lizards Colored metal rings around thigh Subba Rao and Rajabai 1972
 Six-lined racerunners Colored plastic bands glued to tail Paulissen 1986
 Anurans Waist bands Rice and Taylor 1993
Birds
 Passerines, terns, doves,  Butt-end metal bands Young 1941; Wandell 1943, 1945; Elmes 1955; Dunbar 1959;  
  pheasants, grouse,    MacDonald 1961; Kaczynski and Kiel 1963; Hamerstrom and 
  vultures, parakeets,    Mattson 1964; Henckel 1976; Burtt and Tuttle 1983; Hatch and 
  geese, parrots,    Nisbet 1983a, b; Nisbet and Hatch 1983; Nisbet and Hatch 1985; 
  swallows   Bailey et al. 1987; Marcstrom et al. 1989; Meyers 1994b; Powell
   et al. 2000b; Menu et al. 2001; Davis 2006
 Penguins Flipper bands of  aluminum, Teflon, monel™, and  Sladen 1952; Penny and Sladen 1966; Cooper and Morant 1981; 
  stainless steel    Sallaberry and Valencia 1985; Boersma and Rebstock 2009, 2010
 Waterfowl Plexiglas™, butt-end bands Balham and Elder 1953
 Doves, waterfowl Reward bands give higher reporting rates Bellrose 1955, Tomlinson 1968, Henny and Burnham 1976,  
   Nichols et al. 1991, Reinecke et al. 1992
 Raptors Butt-end and lock-on (can only be removed by eagles)  Berger and Mueller 1960, Environment Canada 1984, Robson 
  leg bands  1986, Young and Kochert 1987, Harmata et al. 2001, Harmata 
   2002
 House sparrow Colored tape around metal bands Gullion 1965a
 Finches and grouse Colored anodized and aluminum butt-end Gullion 1965b, Cohen 1969, Godfrey 1975, Stedman 1990, 
   Hannon and Eason 1995
 Small birds Nylon wing tag fastened with a strap around the  Hewitt and Austin-Smith 1966 
  humerus 
 Captive birds Close-ring bands put on nestlings Cohen 1969, Godfrey 1975
 Finches, geese,  Colored leg bands can affect mate selection, sex ratio Martin 1963; Ogilvie 1972; Wheeler and Lewis 1972; Reese 1980; 
  oystercatchers, loons,   of  surviving offspring, and longevity  Burley 1982, 1985, 1986a, b, 1988; Burley et al. 1982; Goss-
  cranes, woodpeckers,   Custard et al. 1982; Forsman 1983; Seguin and Cooke 1983; 
  juncos, owls, ducks,    Hoffman 1985; Ratcliffe and Boag 1987; Strong et al. 1987; 
  blackbirds, magpies,    Hagan and Reed 1988; Cristol et al. 1992; Metz and 
  and American    Weatherhead 1993; Forsman et al. 1996; Houston 1999; Dau 
  goldfinches   et al. 2000; Verner et al. 2000; Watt 2001 
 Gulls Butt-end, color bands, and rings Mills 1972, Kadlec 1975, Spear 1980, Ottaway et al. 1984, Shedden 
   et al. 1985
 Raptors, ravens, and  Color fabric wrapped around wing Kochert 1973, Morgenweck and Marshall 1977, Kochert et al. 1983 
  American woodcock   
 Ducklings Florist’s wax or plasticine filled Spencer 1978; Blums et al. 1994, 1999, Amundson and Arnold 
   2010
 Seabirds and sandpipers Butt-end and color bands; banding tibia rather than Anderson 1980, Perdeck and Wassenaar 1981, Zmud 1985,  
  tarsus increases longevity and legibility  Colclough and Ross 1987, Reed and Oring 1993, Amat 1999,  
   Bart et al. 2001, Breton et al. 2006, Sharpe et al. 2009, Roche 
   et al. 2010
Mammals
 Bats Bands cause injuries, and neonates need room to  Davis 1963b, Perry and Beckett 1966, Cockrum 1969, Bonaccorso
  grow; best attached to forearm as bands are   and Smythe 1972, Bateman and Vaughan 1974, Bonaccorso 
  ineffective if  attached to hind leg or pollex; do not    et al. 1976, Bradbury 1977, LaVal et al. 1977, Morrison 1978, 
  band during hibernation, as populations decline  Stebbings 1978, Keen and Hitchcock 1980, Hooper 1983, Moran  
   1985, Phillips 1985, Racey and Swift 1985, Bell et al. 1986,  
   Barclay and Bell 1988
 Small rodents Leg rings Fullagar and Jewell 1965
 African elephant Plastic tail collar Viljoen 1986

a Scientific names are given in Appendix 9.1.
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tic bands, and celluloid rings. In bats, injuries caused by bands 
often result due to motion of  the forearms during flight. 
Celluloid rings produce fewer injuries. Bands attached to 
the bat’s back legs are not effective markers due to band 
loss. 

Leg Bands
The butt-end or split-ring metal band is widely used for 
most avian species (Table 9.4). Lock-on bands are used on 
raptors and other birds capable of  removing butt-end bands. 
Rivet bands are used for eagles, which are capable of  remov-
ing both butt-end and lock-on bands. Closed-ring bands of-
ten are used to mark birds raised in captivity.
 Bands should fit properly, allowing movement, and young 
birds may be ringed with the aid of  wax or other materials 
that yield with growth. Morrow et al. (1987) developed 
equipment to return nestlings to their tree nest following 
flushing and banding. Birds can mutilate and remove bands, 
and bands have been lost from nestlings. The main causes 
of  loss of  leg bands, however, are abrasion and corrosion 
from saltwater and feces. Vultures, which excrete down 
their legs, should not be leg banded, as excrement loading 
of  the band can lead to loss of  the leg or foot. Ice build-up 
on banded passerines in cold climates also may cause im-
pairment of  leg movement or leg loss. Colored plastic bands 
have caused severe leg abrasions (Reed 1953), band constric-
tion has amputated legs (Atherton et al. 1982), and band dis-
placement can cause crippling in web-footed species (Box 
9.1). Leg-band loss can lead to inflated mortality estimates 
and errors in estimations of  population size, especially for 
long-lived species (Nelson et al. 1980). 

Nasal Discs and Saddles
Nasal discs and saddles (Fig. 9.9) have been used extensively 
to mark waterfowl (Table 9.5). Nasal tags are generally 
made from rigid or flexible plastic or nylon, marked with 
patterns or numbers, and attached by a short nylon or stain-

less steel pin through the nares. Discs may snag on vegeta-
tion and tangle in nets during trapping and probably in-
crease mortality of  diving ducks (Table 9.5). Nasal saddles 
that properly fit the size and shape of  the bill of  particular 
waterfowl species reduce such hazards. Entanglement in 
fences and traps has resulted in tag loss and icing on nasal 
saddles may increase mortality. 

Backpacks, Harnesses, and Ponchos
Markers designed to lie on the back have been used fre-
quently to mark upland game birds, waterfowl, and other 
birds (Table 9.6). Backpacks (Fig. 9.10) generally are made 
from flexible plastics or plastic-coated nylon fabric and are 

Fig. 9.8. Butt-end aluminum band (right leg) and colored plastic 
band (left leg) placed on greater prairie-chicken.

Box 9.1. Shrinkage of Spiral plaStic leg 
BandS reSult in leg damage to mourning 
doveS

Recaptures of mourning doves banded with spiral 

plastic leg bands revealed these bands were constrict-

ing and causing loss or severe damage to the legs 

(Atherton et al. 1982). Band color and temperature af-

fected band shrinkage. Dark colored bands experi-

enced greater shrinkage than did light colored ones. 

Higher temperatures caused bands to shrink more 

than lower temperatures did. Acetone-treated bands 

fused coils of the band together to help prevent 

shrinkage. Birds with fleshy legs, such as doves and 

pigeons, should have their spiral plastic leg bands 

treated with acetone prior to release of the birds.

Fig. 9.9. Nasal saddle on the bill of a female mallard.
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attached by a leather or nylon cord harness that passes 
around each wing base. Nylon straps last longer than those 
of  leather. Backpack markers also have been modified into 
ponchos. Back tagging typically is considered too cumber-
some for small birds, but a backpack marker that protruded 
from the bird’s back, making it more visible, has been used 

to mark starling-sized birds. Numbered plastic circles glued 
to the backs of  birds as small as hummingbirds have been 
used, but they are lost during molt. Rope harnesses have 
been used to individually mark large mammals (Table 9.6). 

Trailing Devices
Trailing devices have been used to study movements of  
amphibians and reptiles with limited movement (Table 9.7). 
These devices usually consist of  a freewheeling bobbin or 
spool holding thread or light string attached to an animal’s 
body. In some aquatic situations, lines with floats are at-
tached directly to the animal. Bobbins have been glued to 
an elastic band secured around the animal, or in the case of  
turtles, attached to the carapace with waterproof  tape. To 
study movements, one end of  the line is secured to a stake 
at the point of  capture; as the animal moves, the trailing 
thread is released along the route of  movement. Usefulness 
of  the device depends on the amount of  thread the bobbin 
or spool can hold and the speed and distance moved by the 
animal. The bulkiness of  these devices can interfere with 
normal movement patterns, and the waistband attachment 

Table 9.5. Nasal discs and saddles used to mark waterfowl

Tag type Comment Reference

Nasal disc Snagged on vegetation and tangled in nets used to trap ducks; tag loss high  Bartonek and Dane 1964, Sherwood 1966 
  on geese 
Nasal saddle Less tangling than nasal discs, but icing may increase mortality; fewer lost  Sugden and Poston 1968, Doty and Greenwood 1974, 
  when saddles are sized to shape of  bill; problems with small ducks due to   Greenwood and Bair 1974, Joyner 1975, Greenwood 
  large size of  saddles and shape of  duck bill and nares   1977, Koob 1981, Davey and Fullagar 1985, Lokemoen 

and Sharp 1985, Evrard 1986, Byers 1987, Pelayo and 
Clark 2000, Brook and Clark 2002, Regehr and Rodway 

2003

Table 9.6. Back packs, harnesses, and ponchos used to mark birds and mammals

Group/mark type/speciesa Comment Reference

Birds
 Backpacks with straps
  Gray partridge, grouse, pheasant Leather retained up to 1 year Blank and Ash 1956, Gullion et al. 1962, Labisky and Mann 1962,  
   Boag et al. 1973
  American coot Leather retained 1 year Anderson 1963
  Small birds Cumbersome for small birds Hester 1963, Furrer 1979
  Bald eagles, falcons Could be seen from long distance Southern 1964, Kenward et al. 2001
 Backpacks glued on back
  Gull chicks Circular numbered tag to synsacrum Cuthbert and Southern 1975
  Hummingbirds Glued back tags Baltosser 1978
 Ponchos
  Grouse, partridges, pheasant Back tag modified into ponchos Pyrah 1970, Marcstrom et al. 1989
Mammals
 Harnesses
  Collared peccary, deer Braided rope harness Bigler 1966

a Scientific names are in Appendix 9.1.

Fig. 9.10. Female black grouse with backpack tag.
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can cause skin irritation. These devices have been used to 
study movement patterns both in terrestrial and aquatic sys-
tems, and to determine belowground depth of  animals at 
night. 

Nocturnal Tracking Lights
Light sources attached to animals allow them to be visually 
tracked at night, providing information on movements and 
foraging behavior. Chemical and radioactive lights can be 
used alone or in conjunction with radiotelemetry (Table 9.8). 
Evidence suggests that use of  optical light sources does not 

increase predation of  marked individuals or adversely affect 
their behavior, although this potential exists. Conversely, 
marked predators might have less success capturing prey, 
and a constant light source may cause undue stress in bats. 
 Cyalume®, a chemical light source, has been used to 
monitor the activity of  wildlife (Table 9.8). The light is ob-
tained by mixing dibutyl phthalate and dimethyl phthalate 
liquids and sealing the mixture in small, clear spheres that 
were glued to animals. Varying the proportions of  this mix-
ture controls the brightness and duration of  light emission. 
Battery-operated “pin lights” and neon lights have been used 

Table 9.7. Trailing devices applied to amphibians and reptiles to follow movements

Group/speciesa Material Comment Reference

Box turtle Wooden spool and thread with housing Attached to carapace with waterproof  adhesive tape Stickel 1950
 Thread trailer and radiotransmitter Attached to carapace Lemkau 1970
 35-mm film canisters to hold wooden  Attached to caudal end of  carapace; avoided inter- Reagan 1974 
  spool and thread  ference with mating 
Green sea turtle Fiberglass-coated floats attached to  No adverse effects reported Carr et al. 1974 
  24-m lines; 3-v flashlight bulb  
  powered by batteries attached to  
  float; fiberglass mast topped by  
  orange pennant  
Lizards Small piece of  foil attached to 30-cm  Allowed measurements of  subterranean depth of  Deavers 1972, Judd 1975 
  light string around lower abdomen  lizards at night, located buried lizards for body  
   temperature readings 
Turtles Low-friction thread-release mechanism Similar to spincast fishing reels Scott and Dobie 1980
Northern leopard frog  Glued bobbin to elastic band around 50 m of  thread lasted from 1 hr to 7 days; weighed Dole 1965, Grubb 1970 
 >60 mm long  waist with stake to mark point of    8.5 g; shortened jumping ability and hampered
  capture with sewing thread tied to it  swimming and entering crevices; waistband caused  
   skin irritation 
Tiger salamander Sutured numbered plastic float through  Line sufficiently long to allow individual to move Whitford and Massey 1970 
  tail with monofilament line  through the deepest part of  lake 

a Scientific names are given in Appendix 9.1.

Table 9.8. Nocturnal light sources for tracking wildlife

Group/speciesa Light source Comment Reference

Birds
 Black skimmer Cyalume® or light-emitting diodes Sealed plastic bulb on back Clayton et al. 1978
 Long-eared owl Light-emitting diodes Studied nest behavior DeLong 1982
 Boreal owl Betalights On radio antennas Hayward 1987
Mammals
 Bats Pin light with battery Glued to fur Barbour and Davis 1969
 Cyalume Glass spheres glued to fur Buchler 1976, LaVal et al. 1977
 Cyalume in gelatin capsule tag and  Miniature lightsticks provided Hovorka et al. 1996 
  lightstick tag  equal or superior results 
 Mule deer Neon light with battery Neck collars Carpenter et al. 1977
 Europen badger Betalights On radiotransmitters Kruuk 1978
 American beaver Light-emitting diodes Neck collars Brooks and Dodge 1978
 Rabbits Betalights Attached to ear tags Davey et al. 1980
 Wallaby Light-emitting diodes Neck collars Batchelor and McMillan 1980
 Rodents Betalights Glued on head Thompson 1982

a Scientific names are given in Appendix 9.1.
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for nocturnal observations of  mammals (Table 9.8). Light 
intensity or blinking sequence can be varied on neon lights 
for individual animal identification. 
 A light-emitting diode (LED) and flasher have been 
used to track wildlife at night (Table 9.8). The device pro-
duced consistently timed flashes that could be used for indi-
vidual identification. A similar system with individually pro-
grammable flashes, a light-sensitive flasher, and optional 
attachment of  a radiotransmitter to the same circuit was 
later developed. Battery size and light source intensity influ-
enced the lifespan and visibility of  the marker. Use of  binoc-
ulars or night vision scopes greatly increased the distance at 
which these markers could be seen.
 Betalights™ are a radioactive light source consisting of  
phosphor excited by tritium gas in glass capsules. The cap-
sules can be produced in any shape and size with different 
colors. The useful range varies from about 50 m to 1 km, 
depending on shape, size, and viewing method. The lifespan 
of  Betalights is about 15–20 years. Acceptable radiation lev-
els should be considered when these light sources are used. 
Colors at different intensities can be used to increase the 
number of  individuals identifiable. Betalights have been used 
on crabs (Wolcott 1977), birds, and mammals (Table 9.8). 
For birds, the most effective location for the Betalight was 
on a radio antenna away from the bird’s body. Betalights did 
not increase mortality of  radiomarked boreal owls, although 
hunting success could be affected. 

Tapes, Streamers, and Bells
Tapes, streamers, and bells have been applied to animals to 
make them more readily detectable in the natural environ-
ment. Fluorescent tapes and bells also allow the animal to 
be detected and located more easily at night. The effect of  
these methods on animal survival requires further study.

Tapes
Colored tapes have been used to improve band retention 
and field recognition of  birds (Table 9.9). Colored fabric, 
rip-stop nylon, and reflective tape with or without coded 
numbers have been used to mark other animals. Highly re-
flective plastic-tape strips and plastic-covered tape with coded 
numbers were glued to the heads of  bats as temporary indi-
vidual markers. Colored plastic adhesive tape was used as a 
durable visual marker on the horns of  mountain sheep and 
as a short-term marker on the quills of  porcupines. Labels 
on colored plastic tape have been used to mark individual 
eggs in bird nests. The tape label was firmly applied to the 
egg near the apex, and a different color or color combina-
tion was used for each egg laid in a clutch. These markers 
were not lost prior to hatching. 

Streamers
Many types of  streamers (Fig. 9.11) and flags made from 
such materials as fluorescent plastic, polypropylene, poly-
urethane, hypalon, orthoplast, nylon-coated vinyl, and vinyl 

Table 9.9. Tapes, streamers, and bells applied to wildlife for individual or group identification

Group/speciesa Material Comment Reference

Amphibians and reptiles
 American alligator Flexible chain or plastic strip attached  Beneath skin on side of  tail; slow Chabreck 1965 
  to anchor tag  healing 
 Bullfrog Nylon waistband painted with black  Recognizable up to 8–12 months with Emlen 1968 
  numerals  binoculars 
 Iguanas, lizards Colored Mystik™ cloth tape Around neck Minnich and Shoemaker 1970
 Green iguana Bells on fishing line Around neck Henderson 1974
 Spotted turtle Adhesive with numbers On carapace Ward et al. 1976
 Amphibians, lizards Colored beads Around neck Nace and Manders 1982, Fisher and 
Muth 1989
 Skinks Pressure sensitive tape Around neck Zwickel and Allison 1983
 Bullfrog Reflective tape Cemented to head Robertson 1984
Birds
 Pheasants Plastic streamers, tags Attached to tail feathers, neck Trippensee 1941, Taber 1949
 Stilt, grackle, gull, and  Plasticized PVCb tape Attached to leg Downing and Marshall 1959, Carrick
  heron nestlings    and Murray 1970, Willsteed and  
    Fetterolf  1986
 Wild turkey, blackbirds,  Leg streamers Attached on leg through slits in the Campbell 1960, Fankhauser 1964, 
  gulls, waterfowl, raptors   marker or to bands  Thomas and Marburger 1964,  
    Guarino 1968, Arnold and Coon  
    1971, Royall et al. 1974, Frentress  
    1976, Platt 1980, Cline and Clark  
    1981
 Gull eggs Colored plastic tape Attached to apex of  egg Hayward 1982

continued
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tubing have been used to visibly mark wild animals (Table 
9.9). Nylon-coated fabric streamers were retained for several 
months to years. Different lengths and color codes provided 
a means of  individual identification at a distance. Streamers 
often are attached to plastic or metal tags or collars to in-
crease animal visibility. 

Bells
Bells have been used in conjunction with other individual 
marking methods (e.g., color-coded ear tags and collars) to 
facilitate locating and monitoring movements of  deer, col-

Table 9.9. continued

Group/speciesa Material Comment Reference

Mammals
 Deer and collared peccary Bells Used to observe behavior Jordan 1958, Gruell and Papez 1963,  
    Ellisor and Harwell 1969,  
    Schneegas and Franklin 1972
 Gray squirrel Plasticized PVCb tape Attached around neck with slot and  Downing and Marshall 1959
   notch system 
 Ungulates Colored streamers of  plastic, nylon, or  Attached to ear, horn, Achilles tendon, Knowlton et al. 1964, Harper and 
  nylon-coated fabric (Herculite®,   or to other marking devices; some  Lightfoot 1966, Miller and
  Saflag®, or Annortite®), and plastic   reluctance of  does to accept tagged  Robertson 1967, Queal and
  ear pennants  fawns, but survival similar to non-  Hlavachick 1968, Downing and 
   tagged fawns  McGinnes 1969, Jonkel et al. 1975,  
    Ozoga and Clute 1988, Panagis  
    and Stander 1989
 Bats Reflective plastic tape strips with  Glued to head fur; temporary markers Williams et al. 1966, Daan 1969 
  numbers 
 Polar bear Colored flagging tape Ear marker Lentfer 1968
 Cetaceans Streamers and flags Secured with steel barbs, nylon darts,  Evans et al. 1972, Mitchell and 
   umbrella anchors, and anchor rivets  Kozicki 1975, White et al. 1981
 Mountain sheep Colored adhesive tape On horn Day 1973
 Porcupine Colored tape or flags On quills or radiotransmitters Pigozzi 1988, Griesemer et al. 1999

a Scientific names are in Appendix 9.1.

b PVC = polyvinyl chloride.

Fig. 9.11. Neck collar and ear streamer on white-tailed deer.

Fig. 9.12. Bell attached to collared peccary that allows investiga-
tors to follow herd movements.

lared peccaries (Fig. 9.12), and green iguanas (Table 9.9).  
Periods of  auditory observation of  peccaries provided move-
ment data comparable to those gained from telemetry and 
allowed activity patterns and habitat use of  the animal to be 
identified. Bells, however, could attract predators. 

External Color Marks
Dyes, fluorescent pigments, bleaching, inks, and paints have 
been used as short-term external markers to identify wildlife 
at a distance (Table 9.10). No adverse physiological effects 
have been reported for these markers when properly applied 



Table 9.10. Dyes, paints, stains, pigments, ink, and bleaches used to externally mark wildlife

Group/speciesa Material Comment Reference

Amphibians and reptiles
 Tortoises, turtles, snakes Colored paint On carapace of  tortoises and on rattles  Woodbury and Hardy 1948, Pough 
   or head of  snakes  1966, Bennett et al. 1970, Bayless  
    1975, Medica et al. 1975, Bennion  
    and Parker 1976, Parker 1976,  
    Brown et al. 1984
 Terrapins Ink Injected into skin Burger and Montevecchi 1975, Burger  
    1976
 Frogs, tadpoles Neutral red, whole-body dye Some immediate deaths and affected  Herreid and Kinney 1966, Guttman 
   growth  and Creasey 1973, Travis 1981
 Lizards Paint, indelible pencil, felt-tipped pen Lost with shedding; survival same as  Tinkle 1967, 1973; Jenssen 1970; 
   for toe clipping  Stebbins and Cohen 1973;  
    Henderson 1974; Vinegar 1975;  
    Fox 1978; Jones and Ferguson 1980;  
    Simon and Bissinger 1983
 Salamanders Fluorescent pigment Good for short-term studies Taylor and Deegan 1982, Nishikawa  
    and Service 1988, Ireland 1991
 Frogs, toads Panjet dye Lasted up to 2 years Brown 1997
 Juvenile frogs Tetracycline bath Failed as marker Hatfield et al. 2001
Birds
 Small birds, ducks,  gulls, Dye Visibility up to 2 km Butts 1930, Price 1931, Wadkins 1948, 
  pheasants, eagles,      Jones 1950, Winston 1955, Kozlik 
  swifts, terns, geese,      et al. 1959, Ellis and Ellis 1975,  
  swans, blackbirds     White et al. 1980, Malacarne and 

Griffa 1987, Underhill and 
Hofmeyer 1987, Paullin and Kridler 
1988, Belant and Seamans 1993

 Ruffed grouse, cattle  Printer’s ink Lasted up to 12 months for cattle Bendell and Fowle 1950, Boss 1963, 
  egrets, bird eggs   egret; no harmful effects on eggs   Siegfried 1971, Olsen et al. 1982
 Mourning doves, northern  Model airplane paint, spray paint Preening resulted in feather loss; pair- Swank 1952, Frankel and Baskett 
  cardinals   bond disturbance  1963, Goforth and Baskett 1965,  
    Dickson et al. 1982
Mammals
 Squirrels, deer, terrestrial  Dye (Gentian violet, Biebrich scarlet,  Ear tags and toe clipping best for long- Baumgartner 1940, Fitzwater 1943, 
  mammals, pinnipeds  picric acid, Nyanzol A, Rhodamine B,   term marking  Webb 1943, Hansen 1964, Simmons 
  Woolite®, clothing and aniline, and    1971, Day 1973, Brady and Pelton
  human hair dye with peroxide or    1976, Bradbury 1977, Gentry 1979, 
  hair bleach)   Pitcher 1979, Johnson et al. 1981b, 
    Gentry and Holt 1982, Henderson  
    and Johanos 1988, Hurst 1988 
 African elephants, bovids,  Paint, paint-stick, spray paint Applied to hide, horn, or pelage; must Pienaar et al. 1966, Hanks 1969,  
  bats, antelopes, aquatic    remain dry for 15–30 minutes  Watkins and Schevill 1976, Gentry 
  mammals     and Holt 1982, Clausen et al. 1984, 

Irvine and Scott 1984, McCracken 
1984

 Seals, small mammals Fluorescent pigment Adequate for 2 years for seals and small  Griben et al. 1984, Lemen and 
   mammals dusted after trapping;   Freeman 1985, Boonstra and 
   trail followed with UV lamps   Craine 1986, Dickman 1988, 

Mullican 1988, Mikesic and 
Drickamer 1992, Stapp et al. 1994

 Woodrat, rats, pangolin Capsule containing fluorescent dust Long-term tracking and trail deposition Goodyear 1989

a Scientific names are in Appendix 9.1.
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to mammals. For birds, no obvious behavioral changes were 
noted other than temporarily increased preening. Certain 
markings could disrupt pair bonding, however, and altered 
intraspecific recognition mechanisms in birds may severely 
alter social interactions (Rohwer 1977). 

Dyes
Waterproof dyes should yield an easily recognizable color, 
resist fading, and be nontoxic, harmless to plumage, capable 
of  use with a wetting agent or solvent to ensure quick pene-
tration and coverage, and fast acting in a cool solution (Pat-
terson 1978). Picric acid, Rhodamine B Extra, and Malachite 
Green yield strong colors and exhibit good penetration and 
retention (Handel and Gill 1983). Avian species with light 
plumage are most effectively marked with dyes. Dipping, 
brushing (Fig. 9.13), and spraying have been used to apply 
dyes. To avoid hypothermia in cool weather, dye-marked 
birds should be thoroughly dried before release. 

Bleaching
Bird feathers and mammal furs have been bleached and col-
ored using human hair dyes or lighteners mixed with hydro-
gen peroxide (Table 9.10). Skin and feather damage can oc-
cur if  tissues are bleached at too high a temperature or  
for too long. Animals also may be susceptible to hypo- and 
hyperthermia during the bleaching process.

Fluorescent Pigments
Trapped animals have been dusted with fluorescent pig-
ments, so that a fluorescent trail can be traced using ultravi-
olet (UV) lamps the following night (Table 9.10). The amount 
of  vegetation cover, precipitation, and ambient light influ-

enced trail detection. This technique enables collection of  
detailed information on home range, movement patterns, 
and habitat in a few days. To increase the duration of  this 
marker beyond the second night, capsules containing pig-
ments can be attached. A promising marker for aquatic 
mammals is a paste made from fluorescent pigments, vehi-
cle binder, and solvent. It has visibly marked aquatic mam-
mals for up to 2 years with no adverse behavioral effects or 
tissue abnormalities. Codit™ white reflective liquid also has 
been used to mark freshwater animals. 

Inks
Ink has been used to mark salamanders, terrapins, turtle 
eggs, iguanas, lizards, bird eggs, and deer (R. R. Lopez, un-
published data; Table 9.10). On deer, ink proved superior to 
paint for duration and visibility. Marking pens have been 
used to number eggs in clutches. No harmful effects were 
observed, but marking pens should be used with discretion 
until possible toxic effects on embryos are evaluated. 

Paints
Liquid and spray paints usually are applied to the skin, pel-
age, horns, or feathers (Table 9.10) and persist for a few 
weeks to several months. Individuals must be repainted, as 
paint is lost due to shedding, molting, and grooming. How 
these marks influence the behavior of  species for which  
colors have seasonal social significance is unknown. Paints 
should be dry before animals are released.

INVASIVE MARKING TECHNIQUES

Internal Markers
Chemical, particle, and radioactive markers have been in-
jected in or fed to animals to either physically mark individ-
ual animals or groups of  animals (some chemical markers) 
or to detect byproducts from marked individuals (fecal mark-
ers). These methods require animals to be captured prior to 
marking. 

Chemical Markers
Organic stains placed in the tail-fin cavity or caudal region 
with a hypodermic needle have been developed as a reason-
ably permanent marker for amphibians (Table 9.11). During 
metamorphosis, the mark was reabsorbed with the tail with 
no ill effects. 
 Rhodamine B taken orally acts as an internal marker, 
coloring the gall bladder, gut, feces, urine, and oral and uro-
genital openings and producing fluorescent banding of  
feathers in birds (Table 9.11). These bands were most evi-
dent in primary and secondary feathers. Rhodamine B may 
become visible within 24 hours of  dosing and can persist for 
several weeks. Scanning for fluorescence using portable UV 
lamps allows trapped animals to be examined and released 
immediately, thus reducing stress. Use of  Rhodamine B as a 

Fig. 9.13. Colored dye being applied with brush to the white 
portion of a white-winged dove wing.
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Table 9.11. Internal particle and chemical markers used to study wildlife

Group/speciesa Material Comment Reference

Amphibians and reptiles
 Salamanders 2:1 Liquitex® acrylic polymer to  Injected into lateral, proximal, and Woolley 1973
  distilled water  caudal regions 
 Salamander larvae Fine-grained fluorescent pigments  Administered with heated probe;  Ireland 1973 
  mixed as paste  short-term tag 
 Frog and salamander larvae 21:20 ratio of  mineral oil to petroleum  Injected into tail fin cavity with Seale and Boraas 1974 
  jelly and stains (Oil Red A and Oil   22-gauge hypodermic needle; no 
  Blue M)  effect on animals 
Birds
 Duck and passerine eggs Food dye Injected into egg; hatched young  Evans 1951, Rotterman and Monnett 
   marked for few days  1984
 Bait consuming birds,  Microtaggants (small, color-coded Fed in baits Johns and Thompson 1979, Nietfeld 
  raptors  plastic particles)   et al. 1994
 Bait consumers Iophenoxic acid and mirex Iophenoxic acid ineffective Larson et al. 1981
 Waterfowl Tetracycline Injected; detected in eggs; egg-laying  Haramis et al. 1983, Eadie et al. 1987 
   rate decreased 
Mammals
 Small mammals Dye in food To mark fat, teeth, pelage, and feces New 1958, 1959; Kindel 1960; Nass  
    and Hood 1969
 Cottontail rabbit Dye pellets placed under skin Observed in urine on snow Brown 1961 
 Coyote, rodents, skunks,  Tetracycline group Fed in baits; more intense in mandible Owen 1961, Yagi et al. 1963, Linhart 
  raccoon, seals, dolphins,    and teeth and in young animals  and Kennelly 1967, Crier 1970,  
  whales, bears, white-    Nelson and Linder 1972, Best 1976, 
  tailed deer     Geraci et al. 1986, Garshelis and 

Visser 1997, Taylor and Lee 1994, 
Van Brackle et al. 1994

 Collared peccary Glass beads Force-fed beads Sowls and Minnamon 1963
 Ground squirrels Nyanzol A and D fur dyes Accuracy with field identification Melchior and Iwen 1965
 Snowshoe hare Picric acid and Rhodamine B Picric acid worked best Keith et al. 1968
 Nutria Codit™ white reflective liquid Fecal tracer; for 30 days Evans et al. 1971
 Nutria Powered aluminum pigment Fecal tracer Evans et al. 1971
 Rats, rabbits Sudan black, orally Stained fat deposits Taylor and Quy 1973, Cowan et al.  
    1984
 Rabbits, Virginia opossum Rhodamine B Fecal tracer Evans and Griffith 1973; Morgan  
    1981; Cowan et al. 1984, 1987
 Bait consuming mammals Fluorescent acetate floss fibers Fed in bait Randolph 1973, Johns and Thompson  
    1979, Cowan et al. 1984
 Coyote, gophers,  Rhodamine B Systemic marker; produces fluorescent Ellenton and Johnston 1975, Johns 
  mountain beaver   banding of  claws and hair  and Pan 1981, Lindsey 1983
 Rats Quinacrine dehydrochloride Fluorescent in blood Johns and Pan 1981
 Bait consumers Microtaggants Fed in bait Johns and Thompson 1979
 Dogs, foxes Iophenoxic acid Fed in bait Baer et al. 1985, Follmann et al. 1987
 Coyote Chlorinated benzenes Fed in bait Johnson et al. 1998

a Scientific names are listed in Appendix 9.1.

systemic marker may be limited to certain periods of  the 
year in birds, because banding probably occurs only in ac-
tively growing tissue. Rhodamine B has been used to detect 
bait consumption, estimate densities, and examine move-
ments. Fisher (1999) summarized the literature on Rhoda-
mine B and concluded the long-term effects of  a single dose 
and a short succession of  low doses on live animals should 
be investigated. She recommended Rhodamine WT as an 
alternative systemic bait marker. 
 Certain members of  the tetracycline family of  antibiot-
ics, given orally or intravenously, combine with calcium in 

bones and teeth of  mammals and eggshells of  birds to pro-
duce a characteristic yellow fluorescence under UV light 
(Table 9.11). Tetracyclines are persistent, quantitative mark-
ers that can cross the placental barrier. They have been used 
to obtain mark–recapture population estimates and to iden-
tify the percentage of  predators that consumed baits.
 Quinacrine dehydrochloride, a fluorescent chemical 
marker, can be detected in blood with fluorometric and chro-
matographic analytical techniques (Table 9.11). Iophenoxic 
acid, an iodine-containing compound, and mirex, an organo- 
chlorine pesticide, have been used as blood and tissue mark-
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ers for bait-consuming birds and mammals. Codit white-re-
flective liquid and Sudan black also are satisfactory fecal 
tracers for most mammals.

Particle Markers
Microtaggants, small plastic particles that are coded by col-
ored layers, do not cause bait aversion; remain intact; and, 
due to their fluorescent and magnetic properties, can be 
readily recovered from gut or fecal samples (Table 9.11).  
Fibers of  fluorescent acetate floss also have been tested for 
measuring bait consumption by birds and mammals and in-
dividual movements in small mammals. As with micro- 
taggants, floss fibers are quantitative nonpersistent markers. 
Floss fibers do not affect bait palatability and are more eco-
nomic than microtaggants. Powdered aluminum placed in 
baits also has been used as a fecal tracer. 

Visible Implant Elastomers
Visible Implant Elastomers (VIEs) use a 2-part silicone-
based material that is mixed immediately before use. VIE 
tags are injected as a liquid that soon cures into a pliable, 
biocompatible solid. The tags are implanted beneath trans-
parent or translucent tissue and remain externally visible. In 
many amphibians, VIE tags are visible through darkly pig-

mented skin. VIE tags are widely used for marking an ever-
broadening range of  reptiles and amphibians. Bailey (2004) 
evaluated VIE markings using photo identification for ter-
restrial salamanders. Nauwelaerts et al (2000) used VIE as a 
method to mark adult anurans. Regester and Woosley 
(2005) used Visible Fluorescent Elastomer to mark sala-
mander egg masses. Campbell et al. (2009) tested the effi-
cacy of  VIE and toe-clipping on 4 species of  tree frogs in 
west-central Florida. Of  the 840 tree frogs recaptured dur-
ing a 15-month period, only 1 mark was unreadable. A sig-
nificantly higher percentage of  VIE marks (80%) than toe-
clips (55%) remained viable for the duration of  the study. 
On average, toe-clips remained readable for 100 days, and 
VIE marks remained readable for 112 days. 

Radioactive Markers
Radioactive tracers have been used to identify and acquire 
information on the behavior of  amphibians, reptiles, and 
mammals, but they have received little attention for birds. 
The 3 primary methods of  marking animals with radio-
isotopes are inert implants, external attachments, and me-
tabolizable radionucleotides (Table 9.12). Inert implants are 
suitable for monitoring specific movements, such as nest 
visits by birds and small mammals, using a manual or auto-

Table 9.12. Radioisotopes used for marking wildlife

Group/speciesa Radioactive material Comment Reference

Amphibians and reptiles
 Toads, salamanders, snakes Cobalt Injected Karlstrom 1957; Breckenridge and Tester 1961;   
    Barbour et al. 1969a, b; Ashton 1975
 Northern fence lizard Gold In tubing around waist O’Brien et al. 1965
 Salamanders, turtles, skinks,  Tantalum Injected, local ulceration in Bennett et al. 1970, Madison and Shoop 1970  
  lizards, snakes   salamanders  Ward et al. 1976, Ferner 1979
 Salamander larvae Sodium Injected Shoop 1971
Birds
 Semipalmated plover Radioactive leg band  Griffin 1952
 Ring-necked pheasant Calcium Identify chicks from fed hens McCabe and LePage 1958
Mammals
 Voles Phosphorus Injected Miller 1957
 Mammals Iodine Injected, capsules on rings,  Gifford and Griffin 1960, Johanningsmeier and 
   implanted, or fed  Goodnight 1962
 Harvest mouse Gold Implanted Kaye 1960
 Small mammals Cobalt Implanted or in capsule on rings Linn and Shillito 1960, Barbour 1963, Schnell 1968
 Small mammals Tantalum Implanted Graham and Ambrose 1967, Schnell 1968
 Small mammals, Virginia  Zinc Injected or fed Nellis et al. 1967, Schnell 1968, Gentry et al. 1971, Pelton 
  opossum, rabbits,    and Marcum 1975, Kruuk et al. 1980, Conner 1982 
  European badger,  
  bobcat, black bear   
 Black bear Magnesium Injected Pelton and Marcum 1975
 Small mammals Sulphur Passed through mother’s milk Dickman et al. 1983
 Rodents Radionuclides Mother–offspring relatedness;  Tamarin et al. 1983, Scott and Tan 1985 
   male reproductive success 
 Raccoon Cadmium Injected Conner and Labisky 1985
 Coyote Several tested Implanted Crabtree et al. 1989

a Scientific names are in Appendix 9.1.
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mated detector (Griffin 1952, Bailey et al. 1973, Linn 1978). 
Radioactive wires, pins, and capsules containing isotopes 
have been inserted subcutaneously in small rodents and bats 
as inert implants. Radioactive material can be attached to 
external leg bands and forearm tags, or the bands or tags 
can be made radioactive. Radioactive material can be fed, in-
jected, or implanted into the animal in a metabolizable form. 
These materials may be incorporated into the tissues of  the 
animal, passed on to offspring, or voided in feces and urine; 
thus they can be used for many purposes besides tracking 
(Linn 1978). This approach has been used to estimate popu-
lation abundances of  a number of  species. 
 A major disadvantage of  using radioactive markers is the 
restrictions imposed by state or federal regulations. These 
tags also can cause illness or death of  marked animals, be 
lost, and can constitute a hazard to other animals, including 
humans. When selecting a radioactive marker, one should 
consider availability, type of  radiation, energy levels emit-
ted, physical and biological half-life, radiotoxicity, and meta-
bolic characteristics (Pendleton 1956).

Transponders
Passive integrated transponder (PIT) tags have been devel-
oped as permanent markers and have been tested on am-
phibians, reptiles, birds, and mammals (Table 9.13). The tags 
consist of  an electromagnetic coil and a custom-designed 
transponder chip that emits a uniquely programmed alpha-
numeric analog signal when excited by a scanning wand 

that discharges electromagnetic energy. The PIT-tag reader 
displays the code and can store this information for later re-
trieval. PIT tags are implanted subcutaneously (Fig. 9.14) 
with a special syringe and canula (needle). 
 No adverse effects of  transponders have been observed in 
animals, but PIT tags are not as permanent as first thought; 
they can fail and be lost (Box 9.2). The major disadvantage 
of  this system, however, is the reader must be close (a few 
centimeters) to the animal to record the code, which may 
necessitate recapturing the animal. Remote readings of  tran-
sponders can be made (Table 9.13): a reader tube can be in-
serted into burrows or nesting cavities, or along travel routes, 
reading the transponder number each time the marked ani-
mal passes. 

Tattoos
Tattoos provide an efficient means of  permanently mark-
ing a wide range of  species (Table 9.14). Best results are 
achieved by tattooing lightly pigmented areas free of  hair 
(inside ears [Fig. 9.15], on inner legs or arms, or inside lips) 
or feathers (under wings). Standard or rotary pliers, electric 
tattooing pencils, and syringes filled with ink have been 
used to inject contrasting dye (e.g., green or black; Table 
9.14). Small quantities of  fluorescent pigments also have been 
used to make tattoos that are visible only under UV light. 
Although tattoos generally cause fewer problems (e.g., no 
added weight, inconspicuous to predators) than other mark-
ing techniques, they have the disadvantage of  requiring ani-

Table 9.13. Passive integrated transponders (PIT) used to mark wildlife

Group/speciesa Comment Reference

Amphibians and reptiles
 Frogs, toads, alligators, snakes, Only 1 of  118 PIT tags failed; lasted up to 2 years Camper and Dixon 1988, Brown 1997 
   lizards, turtles, sea turtles 
 Blunt-nosed leopard lizard Successfully scanned 250 of  273 Germano and Williams 1993
 Pine snake PIT tags retained on 92% Elbin and Burger 1994
 Neonatal snakes No effect on growth and movement Keck 1994b
 Rattlesnakes No effect on growth and movement Jemison et al. 1995
 Desert tortoise Detected as they entered culverts Boarman et al.1998
 Great-crested newt larval stage Up to 2 years Cummins and Swan 2000
Birds
 Captive birds Success varied with species and year Elbin and Burger 1994
 Northern bobwhite chicks PIT tags lost on 5% Carver et al. 1999
Mammals
 Black-footed ferret Failed in 6 of  48 Fagerstone and Johns 1987
 Sea otter Successfully scanned 6 of  6 Thomas et al. 1987
 Big brown bat Successfully scanned 17 of  17 Barnard 1989
 Mice Successfully scanned 4 of  4 Rao and Edmondson 1990
 Norway rat Successfully scanned 10 of  10 Ball et al. 1991
 Townsend’s ground squirrel No effect on squirrels Schooley et al. 1993
 Captive mammals Success varied with species and year Elbin and Burger 1994
 Voles Used to monitor runways Harper and Batzli 1996
 Naked mole rat Survival not different from toe-clipped Braude and Ciszek 1998

a Scientific names are given in Appendix 9.1.
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Fig. 9.14. Implanting a passive integrated transponder tag into a 
radiomarked fox squirrel.

Box 9.2. paSSive integrated 
tranSponderS (pit) Should not Be uSed 
aS Sole device to mark wildlife

Recent research using PIT tags to mark fox squirrel 

had a 17% unsuccessful scan rate 3 months after im-

plantation. Recaptured squirrels also were marked 

with radio collars. In a separate study on pocket go-

pher in which PIT tags were the only mark used, only 

1 of the original 13 pocket gophers marked was re-

captured during 1 year of trapping. Loss of tags, tag 

breakage, or trap avoidance by previously trapped go-

phers were possible explanations for the low recap-

ture rate. However, because both the fox squirrels 

and pocket gophers were tagged in the nape of the 

neck and both species used areas (holes in trees or 

burrows in the ground) that rubbed this part of the 

body, the PIT tags may have been rubbed off or 

crushed. We recommend that PIT tags not be the 

sole marking device used to mark wildlife.

mal recapture for identification. Tattoos are often used with 
more visible, but less permanent marking methods. 

Tags
Tags, as used here, differ from bands in they penetrate 
some part of  the animal’s body and generally inflect pain, 
at least during insertion. With amphibians and reptiles, 
tags are usually placed through the shell, scutes, fore flip-

per, scales, tail fin, rattles, or tail (Table 9.15). In birds, tags 
are generally placed in the patagium of  the wing or the 
webbing of  the foot. Tags are typically placed in the ear, 
webbing of  foot, flipper, or dorsal fin of  mammals. Tag 
loss increases with time since tagging and may result from 
infection, wear, grooming, or fighting. Placing tags bilater-
ally and using them in conjunction with more permanent 
markers (e.g., tattoos) minimizes the chance of  losing the 
identity of  an animal over a long period. Study duration 
and required tag visibility are factors that influence tag 
choice. Many types of  tags require recapturing the animal 
for identification. 

Ear
Tags manufactured from metals and plastics (Fig. 9.16) in a 
variety of  shapes, sizes, and colors with identifying num-
bers stamped into the surface are commonly used for mark-
ing mammals (Table 9.15). Tag-closing mechanisms can be 
interlocking, self-locking, or a rivet design that cannot be 
easily pried apart once the rivet is flattened. Tags may be self-
piercing (Box 9.3) or inserted through a hole pierced with a 
knife or punch provided with the tagging kit. Ear tags usu-
ally are placed on the lower, inner region of  the ear charac-
terized by heavier cartilage, where the tag is best protected 
from being torn out. Tags should be loose enough to not in-
terfere with blood circulation; puncture marks should be 
treated appropriately to prevent infection and ensure healing. 
 Aluminum, Monel, and plastic tags available for domes-
tic livestock (Fig. 9.17) work well on ungulates. Fingerling 
fish tags have been used in the ears of  bats since the 1930s. 
These tags may not be suitable for large-eared bats or spe-
cies that exhibit rapid ear movement synchronized with 
their echolocation emissions, or for medium-sized to large 
bats due to poor retention. Delrin® button tags are satisfac-
tory for marking several species. 

Fig. 9.15. Numeric characters tattooed inside the ear of a 
white-tailed deer.
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Table 9.14. Wildlife marked using tattoo techniques

Group/speciesa Tattoo location Comment Reference

Amphibians and reptiles 
 Snakes Skin Method was permanent Woodbury 1956
 Frogs Skin of  the venter Etched grooves with ink Kaplan 1958
 American alligator Light skin under tail Legible for several months Chabreck 1965
 Salamander Subcutaneous Fluorescent elastomer Davis and Ovaska 2001
Birds
 European starling Abdomen India ink dots using syringe Ricklefs 1973
 Birds of  prey Underside of  wing Captive birds, long lasting Havelka 1983
Mammals
 Bats Wing membrane Slow process Griffin 1934
 Hares, rabbits Ear Used Franklin Rotary Tattoo Thompson and Armour 1954, Keith et al. 1968
 Bears Upper lip, axilla, or groin Permanent mark Lentfer 1968, Johnson and Pelton 1980a
 Deer fawns Ear Permanent mark Downing and McGinnes 1969
 Cottontail rabbit Ear Permanent mark Brady and Pelton 1976
 Dolphinids Fin Proposed only White et al. 1981
 European badger Inguinal area Electrically powered pen Cheeseman and Harris 1982
 Pere David’s deer Ear Permanent mark Carnio and Killmar 1983
 Beluga whale Flipper Unsatisfactory Geraci et al. 1986
 Rats, mice Ear Permanent mark Honma et al. 1986
 Marsupial young Pinnae Fluorescent pigment Soderquist and Dickman 1988
 Porcupine Ear Not necessary with collars Griesemer et al. 1999
 Rodents Subcutaneous Chinese ink Leclercq and Rozenfeld 2001

a Scientific names are in Appendix 9.1.

Table 9.15. Tags used to mark wildlife

Group/speciesa Tag type Reference

Amphibians and reptiles
 Frogs, toads, snakes Metal jaw tags Raney 1940, Stille 1950, Hirth 1966
 Frogs, turtles Bands, rings, or plates fastened  Kaplan 1958, Loncke and Obbard 1977, Graham 1986, Layfield et al. 1988 
  through holes in shell 
 Alligators Monel tag to dorsal tail scute Chabreck 1965
 Snakes, turtles Button in caudal musculature Pough 1970, Froese and Burghardt 1975
 Sea turtles Monel™ and plastic tags in fore LeBuff  and Beatty 1971, Bacon 1973, Pritchard 1976, Bjorndal 1980, Pritchard  
  flipper  1980, Frazer 1983, Balazs 1985, Eckert and Eckert 1989
 Rattlesnakes Colored discs through rattle Pendlebury 1972, Stark 1984
 Turtles Titanium disks held by adhesive Gaymer 1973
 Hellbender Floy® T-tag Nickerson and Mays 1973
 Turtles Wooden dowel in scute Davis and Sartor 1975
 Snakes Colored beads on line Hudnall 1982
Birds
 Waterfowl Streamers pinned to head Gullion 1951
 Penguins Flipper bands made of  aluminum,  Sladen 1952, Penny and Sladen 1966, Cooper and Morant 1981, Sallaberry and 
  Teflon®, monel, and stainless steel  Valencia 1985
 American woodcock Plastic neck tag attached with surgical  Westfall and Weeden 1956 
  clip 
 Waterfowl, turkey,  Patagial tag using various materials  Anderson 1963; Knowlton et al. 1964; Mudge and Ferns 1978; Tacha 1979; Bartelt 
  gulls, cranes, willet,   to attach tag through patagium  and Rusch 1980; Howe 1980; Wallace et al. 1980; Jackson 1982; Seel et al. 1982; 
  vultures, blackbirds,    Baker 1983; Curtis et al. 1983; Southern and Southern 1983, 1985; Sweeney 
  large passerines,    et al. 1985; Szymczak and Ringelman 1986; Cummings Hart and Hart 1987; 
  woodpeckers, pigeons,    Hannon et al. 1990; Seamans et al. 2010 
  grouse, American coot  
 Wood duck, gull chicks,  Fingerling fish tags attached to foot Grice and Rogers 1965; Alliston 1975; Haramis and Nice 1980; Ryder and Ryder 
  geese, ducklings in eggs  web through hole in egg  1981; Seguin and Cooke 1985; Blums et al. 1994, 1999

continued
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Wing
Wing tags are commonly used on birds (Table 9.15). They 
are generally made from flexible plastic-coated nylon fabric 
(Fig. 9.18), and rigid or upholstery plastic and attached 
through the patagium using a stainless steel or nylon pin, 
pop-rivet, or the marker itself. Durability and colorfastness 
are functions of  material composition and manufacturing 
(Nesbitt 1979, Young and Kochert 1987), with some materi-
als lasting ≤10 years. Tag loss is generally low the first year 
(Patterson 1978, Stiehl 1983), but gradually increases in sub-
sequent years (Patterson 1978). Double pinning tags reduced 
marker loss. Streamers are often used with wing tags to 
make them visible at a distance. If  used, they should be suf-
ficiently large for observational purposes, yet not so large as 
to hinder flight. 

 Wing markers often have no consistent effect on birds, 
although the initial adjustment period ranges from a few 
days to 2 weeks. Light feather wear and patagium callusing 
have been commonly noted. Severe abrasion has been ob-
served occasionally with some species, and consistently with 
falcons. Abnormal replacement of  feathers may occur, and 
flight can be affected. Double pinning greatly reduces feather 
abrasion and callusing. Reported effects of  wing markers  
on reproductive and social behavior also are variable. For 
many species, no significant influence on fledging success 

Table 9.15. continued

Group/speciesa Tag type Reference

Mammals
 Bats Fingerling ear tags Mohr 1934, Stebbings 1978
 Rabbits, squirrels, Steller  Plastic or metal ear tag with or Trippensee 1941, Scheffer 1950a, Tyndale-Biscoe 1953, Labisky and Lord 1959,
  sea lion, deer, caribou,   without streamers  Craighead and Stockstad 1960, Knowlton et al. 1964, Miller 1964, Harper and 
  fox, goats, seals, bears,    Lightfoot 1966, Miller and Robertson 1967, Downing and McGinnes 1969,  
  mice, coyote, elk,    Larsen 1971, Day 1973, Hubert et al. 1976, Rudge and Joblin 1976, Hobbs and
  porcupine, moose    Russell 1979, Stirling 1979, Warneke 1979, Johnson and Pelton 1980a, Beasom
  calves, American beaver    and Burd 1983, Alt et al. 1985, LeBoulenge-Nguyen and LeBoulenge 1986, 

Gionfriddo and Stoddart 1988, Ostfeld et al. 1993, Griesemer et al. 1999, 
Swenson et al. 1999

 Fox squirrel Fingerling toe tags, bands on toes Linduska 1942, Cooley 1948
 Big game Plastic streamer through slit in ear Craighead and Stockstad 1960
 Hares, nutria, sea otter,  Tags placed on hind-foot web or rear Keith et al. 1968, Evans et al. 1971, Johnson 1979a, Miller 1979, Ames et al. 1983,
  seal pups  flipper  Henderson and Johanos 1988
 Cetaceans Plastic and bolt tags to dorsal fin Norris and Pryor 1970, Irvine et al. 1982,Tomilin et al. 1983
 Whales Discovery marks and spaghetti tags  Clarke 1971, Evans et al. 1972, Mitchell and Kozicki 1975, Leatherwood et al. 
  (stainless steel projectiles) shot   1976, Brown 1978, Irvine and Scott 1984, De La Mare 1985, Miyashita and 
  from shotgun  Rowlett 1985, Kasamatsu et al. 1986

a Scientific names are given in Appendix 9.1.

Fig. 9.16. Plastic numbered tags attached to both ears of a 
collared peccary.

Box 9.3. placement of Self-piercing 
metal ear tagS iS important for 
retaining tagS

It has been our experience when using self-piercing 

metal ear tags on white-tailed deer that placement is 

important for retention of tags. Tags should be 

placed near the base of the ear, and the metal tag 

should be flush with the edge of the ear. If space is 

left between the tag and the edge of the ear, there is 

greater probability that brush or other foreign ob-

jects will become entangled in the tag and rip it from 

the ear. The tag should not be so tight as to roll the 

edge of the ear, but it should be flush with that edge. 

Care also should be taken not to puncture any veins 

in the ear when applying the tag.
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was found when ≥1 adult was marked (Young and Kochert 
1987). However, reduced brood size, lengthened mean 
renesting interval, decreased social status, interference with 
migration, altered habitat selection, increased mortality, and 
effects on parental behavior (Brubeck et al. 1981) have been 
documented. Saunders (1988) contended that patagial tags 
should not be used on rare, vulnerable, or endangered spe-
cies unless no other marking technique would work.

Other Appendages
Tags designed for marking ears also have been used to mark 
foot webs (birds and mammals), interdigital webbing of  the 
hind foot (aquatic mammals and birds), flippers (sea turtles, 

aquatic mammals, and sea birds), wings (birds and bats), and 
dorsal fins (cetaceans; Table 9.15). Migration of  the tags, in-
jury to the dorsal fin, and covering of  the tag with algae were 
problems associated with dorsal fin tags. For marking fore 
flippers, Monel tags are more durable than plastic tags, al-
though they may be less visible on marked animals and can 
exhibit significant rates of  loss. Aluminum tags, which wear 
and corrode easily, are regarded as inferior to stainless steel or 
Monel tags for species inhabiting seawater. 
 Self-piercing fingerling-fish tags, Monel tags, plastic and 
metal ear tags, and Delrin button tags also have been used 
to mark the hind foot webs of  mammals and birds with 
good retention. Web tagging has been used to mark duck-
lings in pipped eggs—part of  the shell and membrane of  
an egg were removed, a foot extracted, tagged, and re-
placed, and the hole covered with masking tape. Web tag-
ging did not affect hatching success or survival after nest 
departure.

Body
Metal and plastic tags have been used to tag the shells of  
turtles, rattles of  snakes, scutes of  turtles and alligators, tails 
of  amphibians, and snakes (Table 9.15). With the exception 
of  turtles, other marking methods are typically recom-
mended over body tags.

Jaw
Jaw tags have been used for amphibians and reptiles, but of-
ten were lost and caused irritation (Table 9.15). Numbered 
Monel tags had to be clamped into the corner of  the 
mouth, a technique that has not been widely used and is not 
recommended.

Branding
Branding provides an inexpensive, permanent, and visible 
means of  marking animals. Hot iron, freeze, chemical, and 
laser branding have all been used to mark wildlife (Table 
9.16). In addition, brand-like marks have been produced by 
using a special clamp to hold a stencil on either side of  the 
dorsal fin of  cetaceans, causing the epithelium under the 
pressurized area to be exfoliated and replaced by demelanized 
skin that remained distinct for ≥2 years. This procedure, 
however, required 4 days for the depigmented tissue to be 
produced, limiting its value as a field marker. 

Hot-Iron Branding
Historically, hot-iron branding was used to permanently 
mark domestic livestock. Hot branding has almost no role 
in modern wildlife management and is not recommended, 
because it causes extreme pain and can produce open 
wounds that become infected. Currently, the only commonly 
used application of  this technique in wildlife involves mark-
ing the horns of  bovids. 

Fig. 9.17. Plastic domestic-livestock ear tag used on white-tailed 
deer that also has been collared.

Fig. 9.18. Patagial wing markers on a least tern.
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Freeze Branding
Freeze branding, a technique originally developed for live-
stock, is a more humane marking method than hot-iron 
branding. Highly conductive branding irons are super-
cooled, most commonly in a mixture of  dry ice and metha-
nol or liquid nitrogen, and placed on a shaved and washed 
area of  the skin. The epidermis is temporarily frozen, de-
stroying the pigment-producing melanocytes in the hair fol-
licles and causing regrowth of  white (Fig. 9.19) as opposed 
to pigmented hair. Freeze branding has been used success-
fully to mark a variety of  wildlife (Table 9.16). Freeze 
branding, if  properly applied, rarely results in infection. 
However, freezing the skin for too long can cause scab for-
mation or tissue necrosis, resulting in the formation of  new 
cells with intact melanocytes, that creates an indistinct mark. 
On lightly pigmented animals, however, these can produce a 
dark mark that can be read at a distance. A disadvantage of  
freeze branding is the brand cannot be read until after the 
animal molts its pelage. 

Chemical Branding
Anurans have been branded using silver nitrate or a silver 
nitrate–potassium nitrate mixture. The silver nitrate caused 
a brown mark to form immediately, with the dark mark fad-
ing into a light mark in about 2 weeks. The method was rec-
ommended for dark-colored amphibians.

Laser Marking
Ruby lasers have been used to mark snakes, but were un-
successful in marking a turtle (Table 9.16).

Tissue Removal
The effect of  most tissue-removal marking methods on sur-
vival and fitness is not adequately known and is a topic that 
should be rigorously investigated (Society for the Study of  
Amphibians and Reptiles 1987). Alternative marking tech-

Table 9.16. Wildlife marked using hot-iron, freeze, chemical, and laser branding techniques

Group/speciesa Brand type Comment Reference

Amphibians and reptiles
 Tortoises, snakes, toads, frogs, Hot iron Tortoises and turtles branded on Woodbury and Hardy 1948, Weary 1969, Clark 1971, 
  turtles, anoles, lizards,    carapace  Taber et al. 1975 
  hellbender   
 Snakes, sea turtles, frogs,  Freeze Tailed frogs branded on ventral Lewke and Stroud 1974, Daugherty 1976, Ferner 1979, 
  iguanas, salamanders   surface  Bull et al. 1983
 Anurans Chemical Silver nitrate Thomas 1975
 Turtles, snakes Laser Ruby laser Ferner 1979
 American alligator Freeze Tail and rear foot pad Jennings et al. 1991
Birds
 Mallard duckling Freeze Branded feather tracts and  Greenwood 1975 
   premaxillae 
Mammals
 Mountain sheep, African  Hot iron Branded horns and/or body Aldous and Craighead 1958, Hanks 1969, Summers 
  ungulates, seals, bovids    and Witthames 1978, Ashton 1978
 Livestock, lab animals, pets,  Freeze Branded body Newsom and Sullivan 1968, Farrell et al. 1969, Hadow 
  white-tailed deer, rodents,     1972, Farrell and Johnston 1973, Lazarus and Rowe 
  squirrels, mongoose, seals,     1975, Hobbs and Russell 1979, Rood and Nellis 
  dolphins, bats, American     1980, Russell 1981, Irvine et al. 1982, Miller et al.  
  beaver     1983, Pfeifer et al. 1984, Sherwin et al. 2002
 Seals Explosive hot-iron  Branded body Homestead et al. 1972 
  device  
 Dolphins Pressure stencil on  Lasted for at least 2 years Tomilin et al. 1983 
  dorsal fin 

a Scientific names are given in Appendix 9.1.

Fig. 9.19. Freeze branding mark on hip of Thomson’s gazelle.
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niques should be used if  excessive pain, behavioral changes, 
or decreased survival is expected.

Feather Imping
Imping (insertion of  a colored feather into the clipped shaft 
of  a bird’s rectrices or remiges; Fig. 9.20) using a double-
pointed needle, cement, or “super glue,” and a toothpick 
has been used to mark birds until molting (Table 9.17). Rec-
trices typically are used, although remiges are suitable if  the 
replacement feather closely matches the one cut off. Imping 
is probably less effective than painting feathers. 

Feather Clipping
Portions of  vanes are clipped in different sizes and shapes 
from the shaft of  several adjacent feathers, creating unique 
holes in the wings or tail that are used to identify birds (Ta-
ble 9.17). Clipping should be performed so as to not impair 
flight. This technique is most suitable for gliding species and 
is of  limited value for sedentary species, because the marks 
cannot be observed on perching birds. Moreover, the num-
ber of  combinations producing effective marks is limited. 
Dyed feathers or colored tape attached to natural feathers, 
attached with wire to the rachis of  natural feathers whose 
vanes have been clipped off, or glued to plumage in unnatural, 
conspicuous patterns also have been used on birds. All these 
marks are lost during molt. 

Fur Removal
The removal of  fur in a unique pattern is a nonpermanent 
humane means of  marking mammals (Table 9.17). The 
marked animal generally is identifiable until the next molt. 
Hair may be removed with mechanical clippers, chemicals, 
or heat, thus allowing recognition of  individuals at a dis-
tance. Depilatory pastes have been used to mark numbers 
on mammals, but can be extremely irritating to the skin of  
seals. Hair burning (“hair branding”) produces a sharp, 
highly visible mark on northern fur seals and does not 
damage the skin; however, a fire source and a series of  irons 
are required.

Fig. 9.20. During the imping process, a feather of a captured bird 
(left) is clipped and a feather of contrasting color (right) is 
attached to it by means of a double-pointed needle.

Table 9.17. Tissue removal methods used to mark wildlife

Group/speciesa Type Comment Reference

Amphibians and reptiles
 Snakes Subcaudal scale clipping Permanent mark (regeneration 4–5  Blanchard and Finster 1933, Carlström and 
   years) scars; marks not lost by tail   Edelstam 1946, Conant 1948, Woodbury 
   breakage; marks persisted 4 years;   1956, Weary 1969, Pough 1970, Brown 
   92% of  the time shed skin from   and Parker 1976, Ferner 1979 
   clipped racers could be precisely    
   identified 
 Turtles Toe clipping and shell notching Notches on young turtles may not be  Cagle 1939, Ernst 1971 
   permanent 
 Frogs, toads, newts, lizards,  Toe clipping Depending on species, some toe Martof  1953, Jameson 1957, Efford and 
  iguanas, hellbender   regeneration; should avoid clipping   Mathias 1969, Briggs and Storm 1970,  
   thumbs of  toads due to use in   Brown and Alcala 1970, Minnich and  
   amplexus   Shoemaker 1970, Hillis and Bellis 1971, 

Clarke 1972, Dole and Durant 1974, 
Richards et al. 1975, Daugherty 1976, 
Jones and Ferguson 1980, Hero 1989, 
Huey et al. 1990, Dodd 1993, Golay and 
Durrer 1994, Campbell et al. 2009

 Salamanders Toe clipping Only successful marking method Hendrickson 1954, Woodbury 1956,  
     Heatwole 1961, Twitty 1966, Hall and 

Stafford 1972, Wells and Wells 1976, 
Davis and Ovaska 2001

 Amphibian tadpoles,  Tail-fin notching Tadpoles had higher mortality than Turner 1960, Orser and Shure 1972, 
  salamanders   with staining; salamanders   Guttman and Creasey 1973, Ferner 
   regenerated tail in 1 month  1979

continued
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Table 9.17. continued

Group/speciesa Type Comment Reference

 American alligator Toe clip, tail-scute notch, and  Permanent marks Chabreck 1965, Jennings et al. 1991 
  web punch  
 Eastern newt Amputating 1 limb Not recommended Healy 1974
 Alpine newt Skin transplantation 95% retention rate after 3 years Rafinski 1977
Birds
 Large to medium sized Dyed and painted feathers or  Marking techniques are temporary Edminster 1938, Kozicky and Weston 1952,  
  colored tape attached to cut   Neal 1964, Dickson et al. 1982, Ritchison 
  feathers   1984 
Medium and large Imping Used double-ended needle or cement Wright 1939, Hamerstrom 1942, Sowls 1950 
 Penguins, zoo birds Web punching More practical than using leg bands,  Richdale 1951, Reuther 1968 
   fighting destroyed marks 
 Pheasants, raptors,  Feather vane clipping leaving Most suitable for gliding species;  Geis and Elbert 1956, Enderson 1964, 
  frigatebird  holes in wings or tail  reduced breeding success of    Snelling 1970, Gargett 1973, Garnett 1987 
   pheasants  
 Nestling gulls Grafting the pollex to the skin  Resulted in alula feathers growing Coppinger and Wentworth 1966 
  of  the head  from the head region 
 Mallard Alula clipping Did not affect growth rate, behavior,  Burger et al. 1970 
   or flight capability 
 Nestlings Toenail and toe clipping Toenail clipping remained for at least  Murphy 1981, St. Louis et al. 1989 
   18 days 
Mammals
 Bats, seals, nutria,   Web punching or slits Distinct after 2 years in fur seals Aldous 1940, Scheffer 1950a, Davis 1963a
  American beaver    
 Small mammals, hares,  
  coyote, seal pups Toe clipping Best to take only 1 toe per foot Baumgartner 1940, Dell 1957, Sanderson 
    1961a, Melchior and Iwen 1965, Ambrose
    1972, Andelt and Gipson 1980, Riley and  
    William 1981, Fairley 1982, Gentry and  
    Holt 1982, Pavone and Boonstra 1985,  
    Korn 1987, Wood and Slade 1990
 Small mammals Ear punching or clipping Some effect on movement and  Blair 1941, Honma et al. 1986, Wood and 
   behavior  Slade 1990
 Rats, seals Depilatory paste Caused extreme skin irritation in seals Chitty and Shorten 1946, Gentry 1979
 Bats Wing hole punching White scar lasted 1–5 months Bonaccorso and Smythe 1972, Bonaccorso 
    et al. 1976, Stebbings 1978
 Juvenile bats Claw clipping Lasted only a few weeks Stebbings 1978
 Seals Hair burning Does not burn skin Gentry 1979
 Seals, European  Fur removal Lasted until next molt Gentry 1979, Stewart and Macdonald 1997, 
  European badger,      Johnson 2001b
  mice 

a Scientific names are given in Appendix 9.1.

Shell Notching
The most commonly used marking technique for turtles is 
notching the shell (Table 9.17). Marks on turtles may not be 
permanent. To avoid weakening the shell, marginals at the 
bridge or junction of  the plastron and carapace should not 
be notched.

Scale Clipping
Scale clipping with scissors or clippers is the most com-
monly used method for marking snakes (Table 9.17). Pieces 
should be cut from the subcaudals, leaving “permanent” 
scars. Subcaudal cuts can be numbered on each side, begin-
ning at the proximal end of  the tail. No adverse effects have 

been reported for snakes, but regeneration could be a prob-
lem, and clipping is difficult on small or young snakes. Ven-
tral scales are larger and easier to clip than subcaudal scales, 
and scars in this area cannot be lost by tail breakage. 

Toenail Clipping
Clipping the toenail rather than toes (Fig. 9.21) is preferable 
for short-term studies of  small mammals and nestling birds 
(Table 9.17). Clipped toenails remained sufficiently blunt at 
the tip to be distinguished throughout the nestling period, 
when birds are too young to be banded, although the nails 
eventually grow back. This method also has been used in 
bat nursery roosts, but the marks lasted only a few weeks. 
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Toe Clipping
Toe clipping is widely used to individually mark anurans, 
small mammals, small turtles, and lizards (Table 9.17). The 
nail and first joint of  the toe are removed with sterile dis-
secting scissors. The technique is inexpensive, rapid, and 
permanent, but at times, clipped toes cannot be distinguished 
from other causes of  toe loss. Kumar (1979) developed a 
toe-clipping code for identification of  ≤9,999 animals using 
no more than 2 digits clipped per foot. No direct adverse ef-
fects of  toe clipping were reported for small mammals, and 
none of  the extensive studies documented harmful effects 
caused by clipping the toes of  lizards. Toe clipping, how-
ever, caused a temporary reduction in capture rates. Toe 
clipping is not advised for bats, because the toes are essential 
for roosting and grooming. This technique also has been 
used for identifying the tracks of  marked individuals. Suit-
able conditions (e.g., snow) are required for track identifica-
tion. Ecologists generally avoid toe clipping tree frogs and 
salamanders for long-term studies because of  their regener-
ative capabilities. Although toe-clipping of  amphibians and 
reptiles has disadvantages, it is still the most common mark-
ing technique used for anurans.

Ear Punching and Notching
The ears of  many small mammals can be marked by punch-
ing or clipping them in a variety of  coded systems (Table 
9.17). Large-eared ungulates, carnivores, and primates have 
been marked by cutting 1 or 2 notches at preselected coded 
sites on the margin of  the ear, allowing for a number of  
combinations. Ear notching or punching (using a leather 
punch) for large mammal species permits identification of  
marked animals at a distance. Notches usually last longer 
than tags, although they can be distorted by infection, growth, 
or injury (Ashton 1978). Ear notching is not advisable for 
mammals that use their ears for orientation and prey loca-
tion or have valve-like ears that function during deep-sea 

dives. The ethical implications of  these techniques should 
be considered.

Web Punching
Slits or holes punched into foot webs, flippers, or wing mem-
branes have been used to mark many birds and mammals 
(Table 9.17). The marks are permanent, but unclean cut- 
ting may produce a small scar rather than a hole. Leather 
punches usually produce clean holes. Although some marks 
on web-footed birds are altered by injury or healing, most 
marks are identifiable. Some authors reported this method 
was more practical than leg bands. The major disadvantage 
of  web punching is that birds must be recaptured for the 
web holes to be read. There are some questions about the 
ethics of  this technique.

Tail Clipping
Notches clipped from a tail fin is a traditional method for 
marking amphibian tadpoles and some salamanders (Table 
9.17). Fin clipping, however, produced higher mortality than 
did staining techniques. Scutes clipped on the tails of  croco-
dilians have proved useful in long-term studies. 

Skin Transplantation
This method involves the removal of  skin from one part of  
the body and transplanting it to another. Although it has 
been used successfully on amphibians and some birds (Table 
9.17), we do not recommend it. 

Amputation
Healy (1974) marked post-larval metamorphs of  eastern newt 
by amputating one limb at the middle of  the zeugopodium, 
but few individuals were recaptured (Table 9.17). Newts re-
generated the limb, usually within a month. Amputation is 
not recommended. 

USING MUILTIPLE MARKS

It is best to use as few marks as needed for the project objec-
tives. However, there are times when multiple marks may 
be needed. For behavioral studies, highly visible marks are 
needed to observe an animal at a distance, especially when 
they are in a large group, but a radio collar may be needed 
to first locate the animal (Fig. 9.22). In addition, a more per-
manent mark, such as a tattoo or PIT tag, may be needed 
for long-term studies (e.g., survival studies). We recommend 
the use of  as few marks as possible to complete the objec-
tives of  a study.

SUMMARY

If  there is a need to recognize individual animals, the use of  
natural markings is the preferred alternative. If  this method 
is not feasible, marking animals without capture is the next 

Fig. 9.21. Clipping the toenail rather than the toe is preferred for 
short-term marking studies of small mammals.
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Common name Scientific name Common name Scientific name

best option. These methods eliminate stress associated with 
capture. For animals that must be captured prior to mark-
ing, noninvasive techniques are preferred, but are not with-

out problems. They can interfere with reproductive behav-
ior (color marks), increase predation risks (color marks), and 
cause injury or increased mortality (band constriction, icing, 
entanglement of  marks). Noninvasive methods are generally 
preferred, because the application of  many invasive marks 
causes pain. The advantage of  some invasive techniques is 
they are “permanent.” For example, tattoos are probably 
the most permanent marking method available for many 
species, but they have the disadvantage of  requiring the ani-
mal to be in hand (recaptured or found dead) to be identi-
fied. The use of  PIT tags also offers a relatively permanent 
marking method (some are lost or become inoperable), but 
these tags have the same primary disadvantage as tattoos—
usually the animals must be recaptured for identification. If  
animals need to be marked for only a limited time, then per-
manency of  the mark is not a factor. There are both non- 
invasive (e.g., dyes) and invasive (e.g., toe-nail clipping) mark-
ing methods that can be used for short-term studies yet have 
little effect on the animal. Only use multiple marks when it 
is absolutely necessary to meet the objectives of  the study. 
The ultimate responsibility regarding which method should 
be used to mark wildlife for a particular study rests with the 
investigator, whose choice should be based on the ethical 
and scientific validity of  the method. 

Fig. 9.22. Caribou cow with radiocollar and a highly visible 
numbered collar attached that allows for individual recognition of 
the animal if the radiotransmitter fails. Photo by D. Watts.

Amphibians and reptiles
Alligator, American Alligator mississippiensis 
Bullfrog Rana catesbeiana
Frog, northern leopard Rana pipiens
Hellbender Cryptobranchus alleganiensis
Iguana, green Iguana iguana
Lizard, blunt-nosed leopard Gambelia silus 
 northern fence Sceloporus undulatus
 slow-worm Anguis fragilis
 viviparous Lacerta vivipara
Newt, alpine Trituris alpestris
 eastern Notophthalmus viridescens
 great-crested Triturus cristatus

 smooth Trituris vulgaris
 warty Trituris cristatus 
Salamander, dusky Desmognathus fuscus
 spotted Ambystoma maculatum 
 tiger Ambystoma tigrinum
Snake, pine Pituophis melanoleucus
Racerunner, six-lined Cnemidophorus sexlineatus
Rattlesnakes Crotalus spp.
Terrapin Malaclemys terrapin
Tortoise, desert Gopherus agassizii
Turtle, box Terrapene spp.
 green sea Chelonia mydas
 spotted Clemmys guttata

APPENDIX 9.1. COMMON AND SCIENTIFIC 
NAMES OF ANIMALS MENTIONED IN THE  
TEXT AND TABLES

Authority for scientific names of  North American amphibi-
ans, birds, mammals, and reptiles is Banks et al. (1987). That 
for non–North American amphibians and reptiles is Sokolov 
(1988). Authority for non–North American birds is Sibley and 
Monroe (1990), and that for non–North American mam-
mals is Grizimek (1990). 



Birds
Blackbird, red-winged Agelaius phoeniceus
Brant Branta bernicla
Cardinal, northern Cardinalis cardinalis
Coot, American Fulica americana
Dove, mourning Zenaida macroura
 white-winged Zenaida asiatica
Duck, wood Aix sponsa
Eagle, bald Haliaeetus leucocephalus
Egret, cattle Bubulcus ibis
Frigatebird Fregata spp.
Goldfinch, American Carduelis tristis
Grouse, black Tetrao tetrix
 ruffed Bonasa umbellus 
 greater sage- Centrocercus urophasianus
Gull, glaucous-winged Larus glaucescens
Juncos Junco spp.
Mallard Anas platyrhynchos
Osprey Pandion haliaetus
Owl, boreal Aegolius funereus
 long-eared Asio otus
Oystercatchers Haematopus spp.
Partridge, gray Perdix perdix
Pheasant, ring-necked Phasianus colchicus
Plover, semipalmated Charadrius semipalmatus
Prairie-chicken, greater Tympanuchus cupido
Quail, northern bobwhite Colinus virginianus
Skimmer, black Rynchops niger
Sparrow, house Passer domesticus
Starling. European Sturnus vulgaris
Stork, wood Mycteria americana
Swan, Bewick’s Cygnus bewickii 
 tundra Cygnus columbianus
Tern, common Sterna hirundo
 least Sterna antillarum
Turkey, wild Meleagris gallopavo
Willet Catoptrophorus semipalmatus
Woodcock, American Scolopax minor
Mammals
Badger, European Meles meles
Beaver, American Castor canadensis 
Bobcat Lynx rufus
Bat, big brown Eptesicus fuscus
Bear, black Ursus americanus
 polar Ursus maritimus
Bushbuck, African Tragelaphus scriptus

Caribou Rangifer tarandus
Cheetah Acinonyx jubatus
Coyote Canis latrans
Deer, mule Odocoileus hemionus
 Pere David’s Elaphurus davidanus 
 white-tailed Odocoileus virginianus
Elephant, African Loxodonta africanus 
Elk Cervus canadensis
Ferret, black-footed Mustela nigripes 
Gazelle, Thomson’s Gazella thomsonii
Giraffe Giraffa camelopardalis
Gopher, pocket Geomys breviceps
Ground squirrel, Townsend’s Spermophilus townsendii
Hare, snowshoe Lepus americanus
Leopard Panthera pardus
Lion, African Panthera leo
Manatee Trichechus manatus
Mongoose Herpestes spp.
Moose Alces alces
Mountain beaver Aplodontia rufa
Mouse, harvest Reithrodontomys spp.
Muskox Ovibos moschatus
Nutria Myocastor coypus
Opossum, Virginia Didelphis virginiana
Otter, sea Enhydra lutris
Pangolin Manis spp.
Peccary, collared Tayassu tajacu
Porcupine Erethizon dorsatum
Pronghorn Antilocapra americana 
Rabbit, cottontail Sylvilagus spp.
Raccoon Procyon lotor
Rat, naked mole Heterocephalus glaber
 Norway Rattus norvegicus
Rhinoceros, black Diceros bicomis
Sea lion, Steller Eumetopias jubatus
Seal, northern fur Collorhinus ursinus
Sheep, mountain Ovis canadensis
 Dall’s Ovis dalli
Squirrel, fox Sciurus niger
 gray Sciurus carolinensis
 red Tamiasciurus hudsonicus
Tiger Panthera tigria
Wallaby Petrogale spp.
Whale, beluga Delphinapterus leucas
Woodrat Neotoma spp.

Common name Scientific name Common name Scientific name
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INTRODUCTION

OVER THE PAST several decades radiotelemetry has been one of  the 
most effective tools in wildlife biology, as the size and cost of  radio trans-
mitters has steadily decreased while battery life, transmission range, and 

types of  data that can be collected have increased. Consequently, radiotelemetry is 
integral to our understanding of  wildlife behavior, movement, and demography 
(Lord et al. 1962, Cochran et al. 1965, White and Garrott 1990, Kenward 2001, Mills- 
paugh and Marzluff  2001, Warnock and Takekawa 2003). Through knowledge of  
animal locations and status, biologists have the capacity to address critical ecologi-
cal hypotheses and management questions that might otherwise be impossible to 
examine. Radiomarked animals can be repeatedly observed or relocated more con-
sistently, systematically, and frequently than animals marked with any other tech-
nique. Put another way, radiotelemetry allows scientists to gather information that 
is not practical or possible through use of  other methods. 
 Even the simplest and most commonly used equipment, very high frequency 
(VHF) radiotelemetry, has provided novel information about animal locations and 
movements in remote locations, in inhospitable habitats, and during inclement 
weather conditions. Moreover, advances in battery technology, satellite availability, 
and sensor developments have expanded the types of  questions biologists can ad-
dress and the species for which radiotelemetry studies are feasible. Modern auto-
mated systems allow data collection without requiring observers to be present. 
Current satellite-based systems make it possible to detect and quantify global scale 
movements that would have been impossible to track from the ground or sea. 
 To make effective use of  radiotelemetry technology, biologists need to know 
how the technique works and to understand the numerous options for equipment, 
field methods, and analytical procedures. Biologists are often excited to make use 
of  continually advancing radiotelemetry technology, but each set of  equipment 
comes with its own set of  assumptions, strengths, and drawbacks. As we empha-
size throughout this chapter, choices among these options must be made in light of  
each study, to ensure that data are collected at the resolution needed to meet these 
objectives. For any study, investigators should carefully contrast the advantages  
and disadvantages of  applying radiotelemetry techniques versus using alternative 
approaches. 
 This chapter provides an overview of  the available technology and its use in the 
field, along with general considerations to be borne in mind when using this tech-
nique. We consider only Lagrangian movement data (i.e., sensors attached to an 
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animal, offering potentially continuous movement of  known 
individuals) and not Eulerian data types (i.e., fixed camera 
traps or track plates recording the movements of  animals 
through a space). 

STUDY CONSIDERATIONS

At the most basic level, radiotelemetry allows us to locate a 
radiomarked animal, but the utility of  the technology goes 
far beyond placing location coordinates on a map. Depend-
ing on how the technique is applied, it can have wide ap-
plication in wildlife studies. Location information allows  
biologists to track animal movements, such as dispersal or 
migration, at individual and group levels and to estimate 
overall space-use patterns (Kernohan et al. 2001). When 
combined with other technologies, such as the Geographic 
Information System (GIS), location data allow evaluation  
of  large-scale resource use and selection (McDonald et al. 
2006). The same movement data can be used to study intra-
specific (e.g., social behavior) or inter-specific (predator–
prey) interactions. And the availability of  complementary 
sensors allows for further investigation. For example, activity 
and mortality sensors can provide additional information 
about animal activities and demographics (e.g., cause-specific 
mortality). 
 Depending on which types of  data are needed to meet 
study objectives, there are specific study designs, equipment, 
and analytical choices that will be most appropriate. How-
ever, there also are general study issues that must be care-
fully considered in any radiotelemetry investigation, regard-
less of  the specific objectives. In this section, we provide an 
overview of  these critical issues. Where appropriate, we of-
fer more specific guidance relevant to alternative potential 
radiotelemetry objectives. However, both our general and 
specific study-design recommendations serve primarily as 
an introduction to key issues, and we urge readers to con-
sult several sources that offer more detailed guidance about 
radiotelemetry study design (e.g., White and Garrott 1990; 
Samuel and Fuller 1994; Garton et al. 2001, 2010; Kenward 
2001; Millspaugh and Marzluff  2001). 
 Although radiotelemetry has wide application to a diver-
sity of  biological questions, it is just one of  the available 
tools, and it should be used only after careful consideration 
of  whether it is the most appropriate tool to address the 
study objectives. When assessing the potential utility of  radio- 
telemetry, it also is important to clarify the scope of  the in-
ferences to be made from the results. For what age, gender, 
and other categories of  individual (e.g., social status); time 
of  day or season of  year; and what geographic area are the 
results to be representative? As we discuss below, the scope 
and type of  inferences to be made will affect the number 
and type of  individuals that must be radiomarked, the tim-
ing and frequency with which animals are located, and the 
spatial scale over which animals must be sampled.

 Similar to many other wildlife research tools, radio- 
telemetry has several important assumptions that must be 
considered during the design phase of  a research project 
(Morrison et al. 2001) and analysis of  the resulting data 
(White and Garrott 1990, Manly et al. 2002). Early consider-
ations in the design phase of  a project should address 
whether the assumptions related to using radiotelemetry 
will affect resulting information and ultimately the implied 
management or policy decision (Lyons et al. 2008). Critical 
assumptions in radiotelemetry studies are ignored too often, 
which limits the utility of  resulting information. Although oc-
casionally it is argued that “some information is better than 
none,” we feel that when important assumptions are ignored, 
biased data can be worse than no data if  they are misleading 
and lead to faulty management prescriptions. In the follow-
ing sections, we place important assumptions in the context 
of  general study design issues, and we then discuss 2 critical 
issues (transmitter effects and location errors) in more detail.

Critical Issues in Designing Radiotelemetry Studies
In most telemetry studies, biologists place radiotransmitters 
on a subset of  animals in the population of  interest and as-
sume that data from these animals can be used to support 
inferences about the entire population. In many studies, the 
focus is on comparisons of  subpopulations in this overall 
target population (e.g., males versus females), or on com-
parison of  different populations (e.g., those on control ver-
sus treatment sites). In all cases, biologists assume that data 
from the set of  observed individuals are representative of  
patterns in the overall target population(s). There also is a 
temporal component: biologists may be interested in year-
round, seasonal, or shorter-term activity patterns; they also 
may be interested in diurnal or nocturnal activity. There-
fore, we seek to make accurate and defensible inferences 
about a target population over some period of  interest, 
based on measurements of  a subset, or sample, of  this pop-
ulation at limited times. As with any sampling situation,  
this goal is best met by implementing standard sampling- 
design strategies (see Garton et al. 2010). Proper sampling de-
sign also provides a framework for assessing how alternative 
sampling strategies and amounts of  effort (i.e., economic 
costs) affect the statistical precision of  parameter estimates or 
statistical power to detect differences among subpopulations. 
In particular, quantitative study design provides a frame-
work for optimizing the number of  animals monitored ver-
sus the frequency of  measurements on each animal, and  
for determining how to best allocate effort among sub- 
populations of  interest and across subperiods in the tempo-
ral period of  interest. As discussed below, some realities of  
wildlife telemetry studies may make it impossible to com-
pletely implement a probabilistic sampling design. However, 
striving to follow proper sampling procedures within bio-
logical constraints will maximize study quality. Here we 
briefly discuss aspects of  sampling and study design that are 
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directly pertinent to radiotelemetry studies; see Garton et al. 
(2010) and other sources for detailed information about 
wildlife study design in general. 

Setting Objectives
The first step in designing a radiotelemetry study is to de-
velop specific study objectives based on a clear idea of  why 
the study is being implemented. This aspect is the most crit-
ical of  any data collection effort, as all sampling and data 
analysis decisions must be based on underlying objectives. 
Fuzzy objectives or even method-based objectives (e.g., “to 
put transmitters on as many individuals as we can catch”) 
almost guarantee fuzzy results. This step is especially criti-
cal given the expense of  telemetry studies, the potential for 
adverse effects on captured individuals, the multitude of  
data that can be collected simultaneously, and the tempta-
tion of  biologists to use new equipment. Study objectives 
should clearly identify the target population (e.g., female 
northern goshawks (Accipiter gentilis) nesting at elevations 
between 1,000 and 1,500 m in the Grizzly Creek Manage-
ment Area, WY) and the time period of  interest (e.g., be-
tween sunrise and 1900 hours during May through July). 
 In addition to addressing the “who,” “where,” and “when,” 
objectives obviously should specify and prioritize biological 
parameters and comparisons of  interest. For example, is the 
focus on absolute home range size for its own sake, on com-
parative sizes in different treatments or portions of  the 
study area, or is it on simultaneous overlap/dynamic inter-
actions or potentially nonsimultaneous overlap in space use 
throughout a longer period? Are precise estimates for spe-
cific subpopulations (males and females) needed? That te-
lemetry data could be used to estimate home-range size, 
spatial overlap, migration characteristics, resource selection 
patterns, survival, and abundance does not mean one’s ob-
jective should be to collect as much data as possible and fig-
ure out which questions are amenable to analysis after data 
are collected. Such an approach may well produce a large 
mass of  data that is of  mediocre quality for addressing any 
of  these questions. Although a study may target biological 
parameters, multiple objectives need to be prioritized to  
ensure that the study has a high chance of  meeting top- 
priority objectives. Well-designed studies may use available 
funding efficiently to meet multiple objectives. For example, 
if  both home-range size and survival are high priorities, the 
study may include an extensive sample of  individuals moni-
tored periodically for survival estimation and a subset of  
these individuals monitored much more intensively to ob-
tain data for estimating space use.
 In relation to these specific study objectives, biologists 
should develop quantitative precision and/or power goals 
for the study. Before implementing studies, biologists rou-
tinely should examine whether available funding will give 
their study a high chance of  success and consider how effort 
can be allocated to help the study efficiently meet its objec-

tives. Success, in this case, is not an ambiguous term but is 
defined quantitatively: in terms of  the desired precision of  
parameter estimates, the magnitude of  differences among 
subpopulations that we want to have an acceptable power 
to detect, or the probability that we will be able to discrimi-
nate among alternative hypothesized statistical models to 
identify the model that best describes the true patterns in 
our target population. 

Minimizing Bias When Selecting Animals
Biologists should design a strategy for selecting study ani-
mals that maximizes how well the radiomarked animals 
represent the larger target population of  interest. Of  all 
sampling steps discussed in this section, this is one of  the 
most fundamental, but also the one most hindered by fac-
tors outside our control, as logistical and biological realities 
prevent strict application of  probabilistic sampling practices. 
In an ideal world, all animals in the population of  interest 
would have the same probability of  being included in the  
radiomarked sample, and selection of  which specific ani-
mals to follow would be defined by some random choice 
based on these probabilities rather than on capture opportu-
nity. Such an approach would minimize bias, or systematic 
discrepancies between parameter estimates based on the ob-
served subset of  animals and true parameter values for the 
entire target population. It would allow direct statistical in-
ference from the sampled subset to the overall target popu-
lation. However, wild animals have to be captured before 
they can be equipped with transmitters. The feasibility of  
capture depends both on the feasibility of  trapping in differ-
ent vegetation types or locations in the study area (Garton 
et al. 2001) and on the individual animal’s behavioral suscep-
tibility to being captured. If  trapping is only feasible in cer-
tain vegetation types or localized sites (e.g., constrained 
flight paths in the case of  bats) that are not widely distrib-
uted across the area of  interest, some portions of  the target 
population may have little chance of  being included in the 
sample. Because of  behavioral and personality differences, 
individuals may vary widely in their likelihood of  being cap-
tured, and potentially their susceptibility to capture may be 
directly related to the parameter of  interest in the study 
(e.g., highly elusive or experienced animals may use habi-
tats differently or have different average home-range sizes 
than animals that are more easily captured). Because of  
such uncontrollable factors, the validity of  our statistical in-
ference from the sampled to the target population is com-
promised. Instead, we must rely on scientific inference, ar-
guments, and assumptions for why results from the sampled 
subset are likely to adequately represent patterns in the tar-
get population. 
 In most telemetry studies, the inability to guarantee un-
biased inference from the sampled population is a reality that 
should be recognized and addressed. However, the potential 
for uncontrollable factors to introduce some bias makes it 
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even more critical to minimize sources of  bias that are at 
least partially controllable. To maximize how representative 
study animals are of  the target population, trapping loca-
tions should be distributed in suitable vegetation types 
across the study area, rather than in just a few locations that 
are easily accessible and convenient to sample. These loca-
tions should be selected objectively rather than by conve-
nience. For example, trapping could be conducted in a sys-
tematic sample of  1-km patches across a larger landscape. 
Rather than collaring the first 50 animals that are trapped 
regardless of  location, it may be necessary to limit how 
many animals to include from any single trapping location 
and to try to distribute transmitters among the widely dis-
tributed capture locations. Regardless of  whether the target 
population includes both sexes and all age classes or focuses 
on specific subgroups, differential susceptibility of  these dif-
ferent groups to capture should be considered. If  a biologist 
wants an average home-range estimate for an entire popula-
tion, but juvenile males are much more likely to be cap-
tured, collaring animals of  different groups in proportion to 
their frequency of  capture will bias results by giving too 
much weight to estimates based on juvenile males. If  it is 
much more expensive to trap areas away from roads, but 
animals in those areas are in the target population, then 
those animals need to have some chance of  being included 
in the sample, even if  statistical efficiency is maximized by 
collaring proportionately more animals in near-road areas. 
For example, the landscape could be stratified into accessi-
ble and less accessible strata. In the absence of  information 
on how the biological parameter of  interest varies among 
near-road versus away-from-road subpopulations and on rel-
ative densities and trapability in these strata, the compara-
tive number of  animals to target in each stratum could be 
based on the comparative costs of  trapping and monitoring 
animals and on the sizes of  the strata (e.g., Cochran 1977). 
Such an approach is not perfect (probabilistic sampling of  
landscape units may not fully ensure representative sam-
pling of  the target wildlife population), but it is much better 
than simply assuming that individuals near and far from 
roads behave in the same way. 

Scheduling Radiotelemetry Data Collection
Biologists should ensure the schedule of  data collection fully 
covers the temporal window of  interest. As with selecting 
animals to be equipped with transmitters, either all portions 
of  this window need to be represented equally, or unequal 
allocation of  effort should be controlled by the survey de-
sign (Fieberg 2007a). The biology of  the animal is an impor-
tant component of  this issue (e.g., Beyer and Haufler 1994). 
Practically, this recommendation can be met most easily 
with a systematic data-collection schedule for each animal 
across the longer-term period of  interest (e.g., season) and 
across the 24-hour cycle or throughout daylight or night-
time hours, depending on the question and species of  inter-

est (Otis and White 1999). A feasible study may combine 
multiple sampling strategies (e.g., systematic, simple ran-
dom, and stratified sampling). For example, Fieberg (2007a) 
simulates an example in which systematic sampling of  every 
nth day was implemented across the study period, and each 
day was stratified into 2 intervals. If  costs or safety concerns 
produce a need to have lower sampling intensity at night, 
the relative amount of  effort allocated to nighttime versus 
daytime sampling should be chosen before the study com-
mences, and the relative probability that a nighttime versus 
a daytime location is included in the sample should be con-
sidered during data analysis. For example, if  25% as much 
sampling effort was devoted to each nighttime hour com-
pared to each daylight hour, each nighttime observation 
could be weighted proportionately higher than each daytime 
observation when estimates for the entire 24-hour period 
are calculated (e.g., Fieberg 2007a). 

Estimating the Number of Animals  
and Locations Needed
We recommend that biologists determine sample sizes and 
allocation of  effort based on quantitative examination in 
light of  specified precision and/or power goals, rather than 
on broad guesstimates based on the idea that “whatever we 
can afford has to be good enough.” Although conceptually 
this step is straightforward, in practice it may not be easy to 
implement in telemetry studies. To examine sample size–
precision relationships, we need estimates of  the variability 
in the parameter of  interest across the target population or 
in subpopulations that will be compared in the study, and 
we may need a preliminary estimate of  this parameter. In 
most studies, individual animals, not locations, should be 
treated as independent study units (Otis and White 1999). 
We also need to understand the relationship between the 
number of  locations collected per animal and the uncertainty 
and potential bias in the estimated value (e.g., home-range 
size) for each animal. That is, the effect on precision or power 
of  measurement error at the level of  individual animals, as 
well as the variability among animals, affects how to best al-
locate effort and how to find the optimal balance between 
measuring as many animals as possible versus measuring 
each animal as intensively as possible. The costs of  captur-
ing and equipping an animal with a transmitter and the  
average cost per location can be combined with precision– 
variance relationships to form cost functions for optimizing 
allocation of  sampling effort given different levels of  avail-
able funding. 
 Given careful pilot data or adequate information for the 
species of  interest from previous studies, conservative esti-
mates of  among-animal variability in the parameter of  in-
terest (e.g., home-range size) can be obtained for guiding 
sample size examinations. In some cases, there are rules of  
thumb for how intensively each animal must be sampled to 
obtain acceptably low measurement errors (Otis and White 
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1999). Seaman et al. (1999) recommended that home-range 
studies using kernel estimators obtain at least 30–50 loca-
tions per animal. However, in determining how to allocate 
effort between and among individuals, if  one is focusing on 
population-level parameters (e.g., average home-range size), 
the optimal number of  locations to collect per animal may 
be lower than what is needed to obtain adequate precision 
in estimates for each animal. This consideration is particu-
larly important if  (1) the analytical method remains un- 
biased with lower sample sizes, (2) there is a trade-off  be-
tween number of  locations per animal and number of  animals 
monitored, and (3) among-animal variability is high com-
pared to the magnitude of  measurement error. However, 
exploring such trade-offs require knowledge of  the relation-
ship between number of  locations per animal and expected 
measurement error (e.g., average uncertainty in the esti-
mates of  home-range size for each study animal).
 Unfortunately, this relationship is difficult to quantify for 
many types of  telemetry investigations, because there is no 
parametric statistical model for the observation process and 
thus no equation allowing computation of  expected mea-
surement error as a function of  number of  locations. For 
example, with modern home-range estimation methods dis-
cussed later in this chapter, there is no a priori way to quan-
tify expected measurement error, and only approximate 
variance estimates may be feasible for individual estimates 
after data are collected (e.g., bootstrapping approaches). 
Thus, determining how measurement error decreases as the 
number of  locations increases may require careful investiga-
tion of  pilot data sets (or those from previous studies of  that 
species in similar landscapes), as well as simulation investi-
gations. For some investigations, such as survival studies, 
sample sizes can be solved numerically for specific designs 
(Samuel and Fuller 1994). Given the limited attention this is-
sue has received in the ecological literature, approximate 
rules of  thumb (e.g., collect 50 observations per animal for 
kernel estimation) probably will continue to be heavily used 
to determine how much effort to allocate per animal. In this 
case, effort per animal and expected measurement error can 
be treated as fixed quantities, and sample-size investigations 
can focus on how many animals need to be followed to ob-
tain adequate precision, given the estimated among-animal 
variability. 
 These issues also require that biologists consider how 
they intend to analyze data ahead of  time. Some methods 
are more or less data intensive, so knowledge of  analytical 
procedures can help ensure that an adequate amount of  
data have been collected. In addition, the same strategies in-
volved in allocating effort between and among animals can 
be used in determining how to allocate effort (in this case, 
number of  animals sampled) among age classes, male ver-
sus female, near versus far from road, etc. Such decisions 
should be based on the relative priority of  respective sub-

populations (e.g., whether more precise estimates are needed 
for adult females compared to the rest of  the population), 
how variable the parameter of  interest is within and among 
these subpopulations, and the comparative cost of  captur-
ing and tracking members of  each subpopulation.

Radiotelemetry Data Management Issues
In all disciplines of  natural resource management and ecol-
ogy, data-gathering programs are increasingly becoming a 
critical aspect of  investigations. Given the amount and com-
plexity of  data obtained in radiotelemetry studies, it is espe-
cially important for investigators to establish procedures for 
standardizing how data are obtained and recorded, ensuring 
the consistency of  data collected by multiple observers, 
promptly converting data into digital formats, identifying 
discrepancies and removing errors, and archiving data for 
future use. Many agencies and programs also are required 
to make data available for examination and use by other sci-
entists, and some journals require public data access as a 
prerequisite for publication. These mandates underscore the 
importance of  maintaining metadata, which document data 
collection methods, dataset contents, and known errors.
 Two issues are especially relevant to radiotelemetry stud-
ies. First is the need for increased focus on integrated data-
management systems with modern telemetry studies. The 
volume of  traditional animal tracking data usually consisted 
of  a few dozen points collected each day, which can be han-
dled by standard spreadsheet programs. However, Global 
Positioning System (GPS) tags and sensors can record data 
at much higher rates, which can create challenges for data 
management. Fortunately, the field of  informatics has pro-
vided tools to efficiently handle volumes of  data. For exam-
ple, Cagnacci and Urbano (2008) used open source spatial 
database tools (PostgreSQL and PostGIS) together with web 
services modules (R, QGIS, GRASS, MapServer, Ka-Map) to 
develop a customized system that stores, retrieves, analyzes, 
and visualizes GPS tracking data from their work with roe 
deer (Capreolus capreolus).
 The second issue relates to making data available to 
other biologists. Regardless of  the tracking technology, most 
animal movement data consist of  a time/date stamp and a 
geographic location. These standard data can then be com-
pared across studies (Ballard et al. 2002) through integrated 
data banks, which have been successfully used in animal 
movement studies and in other fields (e.g., DNA sequenc-
ing, or natural history collections). For example, Movebank 
provides a museum-based data archive with sophisticated 
data-rights management tools and basic data editing and  
visualization functions (www.movebank.org). This type of  
tool extends the questions that animal tracking studies can 
address, provides a means for scientists to verify the repeat-
ability of  analytical results, and allows researchers to reex-
amine old data with new analytical techniques.
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Addressing Other Common Sources of Bias  
in Radiotelemetry Studies
The effects of  radiotransmitters on animal behavior and the 
effects of  terrain on an observer’s ability to accurately lo-
cate animals also should be considered. Radiomarked study 
animals may behave differently because of  the weight or ir-
ritation caused by radiotransmitters (Garton et al. 2001; see 
section on transmitter effects below). Animal location infor-
mation also can be biased if  the probability of  obtaining a 
successful location for a study animal and the degree of  lo-
cation error vary systematically with terrain or habitat. For 
example, animal use of  areas on a site where GPS receivers 
cannot detect satellite transmissions will likely be under- 
represented in a dataset based on GPS tracking. The issue 
becomes particularly important if  there is an interaction be-
tween habitat use, time of  day, and the ability of  a biologist 
to collect observations during those periods. Neglecting to 
account for these differences could bias study results; we 
discuss this issue further below.

Effects of Transmitters
Among the most important assumptions needed for making 
inferences based on radiotelemetry is the assumption that 
radiotags have no influence on the animal. This assumption 
is crucial for making proper inferences about parameters of  
interest and for basic ethical and animal welfare consider-
ations. Early radiotelemetry investigators evaluated whether 
transmitters affected survival, and they worked to ensure 
that equipment remained attached long enough to obtain 
useful information (Dwyer 1972, Sayre et al. 1981, Ciofi and 
Chelazzi 1991, Rappole and Tipton 1991). Biologists con-
cluded there was no effect if  a majority of  the transmitters 
remained attached or most of  the animals survived the first 
days after capture and instrumentation (Dwyer 1972, Raim 
1978, Rappole and Tipton 1991, Riley and Fistler 1992). At 
that time, telemetry applications were primarily concerned 
with basic life-history questions about where animals go 
and how much area they traverse (Amstrup and Beecham 
1976, Cranford 1977, Herzog 1979, Schulz et al. 1983), and 
as a result more subtle equipment effects might have been 
missed. More recently, however, quantifying device-induced 
effects is becoming a greater concern among a wide range 
professional ecologists, particularly given increased scrutiny 
of  animal care and use protocols (Wilson and McMahon 
2006, Casper 2009). 
 Most previous studies investigating radiotransmitter ef-
fects focused on flying animals (e.g., birds or bats) because 
of  concerns about direct effects on flight and indirect ones 
on behavior and survival. A review of  5 journals from 1972 
to 2000 identified only 96 studies that evaluated transmitter 
effects; 79% of  these studies assessed effects on birds, and 
nearly 50% of  all the papers focused on waterfowl and up-
land game birds (Withey et al. 2001). Whereas earlier stud-

ies of  flying animals evaluated equipment effects on aero- 
dynamics (Obrecht et al. 1988) or transmitter weight relative 
to animal size and weight (Caccamise and Hedin 1985, Al-
dridge and Brigham 1988), recent evaluations have focused 
on effects on behavior (Hupp et al. 2003, Blomquist and 
Hunter 2007, Vukovich and Kilgo 2009), nesting or repro-
duction (Bergmann et al. 1994, Hepp et al. 2002, Kurta and 
Murray 2002), survival (Larson et al. 2001, Kenow et al. 2003, 
Reynolds et al. 2004), or other metrics associated with re-
search (Croll et al. 1996, Neudorf  and Pitcher 1997, Jones 
et al. 2002a, Fleskes 2003, Anich et al. 2009). Research biolo-
gists also have expanded their efforts to evaluate transmitter 
effects on a wider variety of  animals beyond birds (Mourao 
and Medri 2002, Weatherhead and Blouin-Demers 2004, Rit-
tenhouse et al. 2005, Martin et al. 2006, Rittenhouse and 
Semlitsch 2007). 
 The literature on transmitter effects makes somewhat 
contradictory conclusions. Dozens of  studies conclude that 
radiotransmitters do not affect a particular aspect of  interest 
for a particular species (e.g., Neudorf  and Pitcher 1997; Jones 
et al. 2002a; Kurta and Murray 2002; Suedkamp et al. 2003; 
Durnin et al. 2004; Palmer and Wellendorf  2007; Terhune 
et al. 2007; Davis et al. 2008, 2009; Anich et al. 2009; Vukov-
ich and Kilgo 2009). However, numerous investigations re-
port some effect caused by the transmitter, antenna, and/or 
attachment device (e.g., Schulz and Ludwig 1985; Pietz et al. 
1993; Schulz et al. 1998, 2001, 2005; Bro et al. 1999; Guthery 
and Lusk 2004; Hamel et al. 2004; Conway and Garcia 2005; 
Whidden et al. 2007). Other investigations show effects from 
capture, handling, or sample collection (Beringer et al. 1996, 
DeNicola and Swihart 1997, Cox and Afton 1998, Abbott  
et al. 2005).
 Collectively, these studies demonstrate the importance 
of  considering properties of  the available transmitters and 
relating them to study objectives and focal species. Trans-
mitter size, shape, and weight are usually a compromise be-
tween the biologists’ objectives and the manufacturers’ con-
straints on available equipment configurations. For example, 
if  study objectives seek information about long-distance mi-
gration movements of  a shorebird, researchers should con-
sider a transmitter and attachment method that allows for 
flight mobility while minimizing weight and frictional drag. 
Conversely, multi-year projects aimed at learning about sea-
sonal habitat use of  large ungulates require transmitters 
with multi-year batteries. If  mark–resight information is 
one of  the objectives, the collars can be constructed of  
highly visible material, which also might affect subtle social 
interactions or survival by drawing atypical attention to 
marked individuals. Although transmitter effects have been 
less worrisome for larger land animals, these effects can in-
fluence the resulting data by causing subtle changes in be-
havior or socialization among conspecifics (Schulz and Lud-
wig 1985). 
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Location Error
All geographic locations estimated with radiotelemetry con-
tain errors. Two major classes of  error can be defined for  
radiotelemetry data: inaccurate geographic locations and 
missing locations from data sets. The magnitude and distri-
bution of  each error type differs among equipment setups. 
GPS tracking equipment relies on satellite signals, so physi-
cal barriers, such as vegetation and terrain, can impede re-
ception and result in variable location accuracy (Rempel et al. 
1995, D’Eon et al. 2002). Most users of  GPS technology are 
now reporting the amount of  uncertainty in GPS locations 
at 20–200 m. Missed location fixes are another critical type 
of  error with GPS (Frair et al. 2004, Lewis et al. 2007). The 
units require a short time to acquire signals from satellites 
before a geographic location can be estimated, and if  the 
units are not allowed to run through the acquisition pro-
cess, locations are not recorded. This problem can cause sig-
nificant bias in animal habitat models if  signal acquisition 
rates are lower in some vegetation types than in others—
some researchers have reported rates as low as 13% (Frair  
et al. 2004). However, recent technological advances have 
made satellite acquisition less of  a problem (Lewis et al. 
2007). For VHF systems, location error also is affected by 
features of  the environment, because radio signals can be 
attenuated or reflected by buildings, vegetation, and mois-
ture. Additionally, movement by the animal, distance to the 
operator, and differences in equipment can all affect loca-
tion accuracy in VHF (Heezen and Tester 1967, Springer 
1979, Deat et al. 1980, Lee et al. 1985, Saltz and Alkon 1985, 
Schmutz and White 1990, White and Garrott 1990, Withey 
et al. 2001) and GPS (D’Eon 2003) systems. Other systems 
described below, including geolocators, can have location 
errors in the 100–200 km range (Phillips et al. 2004).
 The necessary accuracy of  telemetry locations is dictated 
by study objectives and methods of  analysis. In studies of  
global scale movements, errors of  a couple hundred kilome-
ters might be acceptable. However, studies of  resource se-
lection, in which the researcher places individual locations 
on a GIS map to denote vegetation types used by an animal, 
require much higher accuracy. Several researchers have 
shown the potential bias that can occur when location error 
is present in resource selection studies (White and Garrott 
1986). Many others have offered options for screening data 
(Keating 1994) or analytical approaches for reducing these 
problems (Samuel and Kenow 1992, Frair et al. 2004). The 
underlying resource conditions also can interplay with loca-
tion error and can make determining when animals are oc-
cupying small patches of  habitat problematic (Findholt et al. 
1996). When use of  some vegetation types may be under-
represented due to lower probability of  successfully obtain-
ing a fix in these habitats, analytical methods that adjust  
for this bias should be used (e.g., Nielson et al. 2009). The 
choice of  analytical method also can affect the importance 
of  location error. Moser and Garton (2007) reported that te-

lemetry location error did not substantially influence fixed 
kernel home-range estimation, although they acknowledged 
that measurements for animals with long, linear home ranges 
might be affected by location error. Many recent movement 
analyses explicitly model location error and thereby keep it 
separate from the process model that describes interactions 
between animals and their environment (Patterson et al. 
2008, Schick et al. 2008).
 Prior to any radiotelemetry study, biologists should as-
sess their systems and determine whether the magnitude of  
expected errors will preclude study objectives. Further, pub-
lished results should report errors (Lee et al. 1985, White 
and Garrott 1990, Saltz 1994, Moser and Garton 2007). We 
encourage biologists to read White and Garrott (1990) and 
other sources (e.g., Lee et al. 1985, Withey et al. 2001) for 
detailed descriptions of  testing and evaluating telemetry 
errors. 

TELEMETRY AND REMOTE  
TRACKING EQUIPMENT

All too often, biologists push to implement field portions of  
telemetry studies before thoroughly considering the specific 
strengths and limitations of  their equipment. This lack of  
foresight and planning can lead to failed projects or biased 
data that do not accurately represent the behaviors and 
movements of  study animals. To avoid these costly mistakes, 
investigators should select equipment only after thinking 
through the natural history of  their study species, the re-
gion in which investigations will occur, and the budgetary 
constraints of  their project. To facilitate this planning, we 
review several types of  tracking equipment and summarize 
the primary strengths and weaknesses of  each. Technology 
changes rapidly, however, so biologists also should look for 
the latest technical specifications from manufacturers before 
finalizing a study design. 

Common Considerations
In any radiotelemetry study, the investigator must consider 
several elements that are common to every tracking system. 
Each system includes a battery-powered device that must  
be attached to study animals. These devices, tags, or radio-
markers either send information directly to observers or 
store data onboard until they are physically recovered by re-
searchers. Systems that transmit information to observers 
send electromagnetic radio signals, which then must be 
gathered by an antenna and receiver. Simple systems trans-
mit pulses of  energy that are then used to detect animal di-
rections and estimate animal locations. More complicated 
systems transmit geographic coordinates that are generated 
by animal-mounted computers. In this section, we first re-
view these tag and transmission options and then detail  
the 3 most prominent tracking technologies: VHF radio- 
telemetry, satellite tracking systems, and light-level geo- 
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location. We further describe sensors that can be integrated 
into these systems and present an overview of  data-gathering 
networks. 
 Several methods have been developed over the past 50 
years to attach equipment to study animals. We briefly de-
scribe the most popular methods and focus on general is-
sues to be considered when choosing an attachment method. 
More detailed descriptions of  attachment techniques can  
be found in Kenward (2001) and in the individual citations 
below. 
 Mammals are frequently fitted with radiocollars placed 
around the neck (Fig. 10.1). The size of  the collar is adjusted 
to each individual, so that it is large enough to allow normal 
growth and movement but sufficiently small to prevent it 
from slipping over the head and falling off. Radiocollars 
should distribute weight appropriately and contour the neck 
as much as possible. Collars can cause skin irritation when 
ill fitted, especially on ungulates, where they can slide up 
and down when the animal feeds. Collar sizing can be prob-
lematic should the neck size change over the year on adult 
animals (e.g., ungulates during the rut). When collars are 
placed on juveniles, biologists sometimes use foam rubber 
inserts or expandable systems that eventually break down 

(Strathearn et al. 1984, Jackson et al. 1985). Biodegradable 
links (e.g., leather) also have been inserted between the ends 
of  collar material to facilitate collar drop-off  (Garshelis and 
McLaughlin 1998). Similarly, necklaces with pendant radio-
transmitters often are used on gallinaceous birds, which are 
suited to heavy front-loading of  their large crops (Riley and 
Fistler 1992, Dobony et al. 2006). The use of  necklace trans-
mitters has been a preferred alternative to the poncho at-
tachment technique (Amstrup 1980), which was a method 
favored by some early investigators because of  its ease of  
application. 
 Small birds and bats present challenges, because they re-
quire lightweight equipment and attachment methods that 
do not impede flight (Aldridge and Brigham 1988). Early in-
vestigators fitted birds and bats with backpack-style har-
nesses that loop around the wings, which seemed like an in-
tuitive approach at the time. However, backpacks proved to 
be problematic, and the method is now generally discour-
aged (Foster et al. 1992, Gaunt and Oring 1999). Several al-
ternative and more effective techniques have been devel-
oped, and perhaps the most commonly used method for 
small birds is a design with harness loops that wrap around 
the body and fit over the legs (Rappole and Tipton 1991; 

Fig. 10.1. Neck radiocollars for 
mammals. Fit of collars must be 
tight enough to not slide over the 
animal’s head, but loose enough 
to account for seasonal differ-
ences in neck sizes (e.g., ungu- 
lates during rut) and to avoid 
restricting the airway or feeding. 
Collaring juvenile animals that 
are still growing requires that 
extra space be left for growth, 
which is often not possible.  
(A) Yellow baboon (Papio cyno-
cephalus) with a Global Position-
ing System collar; (B) coyote 
(Canis latrans) with a very high 
frequency (VHF) radiocollar;  
(C) deer mouse (Peromyscus spp.) 
being fitted with a 1-g radiocollar; 
(D) white-tailed deer fawn (Odo-
coileus virginianus) with a VHF 
radiocollar. (A) Photo by C. Markham; 
(B) photo by D. E. Beyer, Jr.; (C) photo 
by R. Kays; (D) photo by J. F. Duquette.



  joshua j.  millspaugh et  al .

Fig. 10.2). This basic construction also has been modified to 
include an extra loop that goes around the breast for wading 
birds (Haramis and Kearns 2000). A weak link section may 
be added, which breaks away and allows the transmitter 
equipment to fall off  birds after batteries expire (Karl and 
Clout 1987, Doerr and Doerr 2002). Breast harnesses made 

of  Teflon® ribbon have been successfully used on larger 
birds (Kenward 2001, Roshier and Asmus 2009). Consider-
able experience is needed to determine the proper fit when 
attaching a harness, because loose equipment can cause the 
animal to become entangled and tight harnesses may re-
strict movements and cause skin abrasions. 
 Transmitters also can be glued directly to skin, feathers, 
and exoskeletons of  many species with cyanoacrylate ad-
hesives and epoxies (Fitzner and Fitzner 1977, Raim 1978, 
Warnock and Warnock 1993, Spears et al. 2002, Mong and 
Sandercock 2007; Fig. 10.3). These surgical glues are partic-
ularly germane to small birds and bats, because they are 
temporary and often drop from study subjects during molt. 
However, cyanoacrylate adhesives produce an exothermic 
reaction during curing, which can irritate sensitive skin, es-
pecially if  feathers are trimmed down to the quill. Further 
problems can result if  birds are released before the glue is 
fully cured, so many researchers also use compounds that 
accelerate curing. Despite these potential issues, adhesives 
have been commonly used for bats (Kerth et al. 2001), ma-
rine mammals (Yochem et al. 1987), and a diversity of  birds 
(Mong and Sandercock 2007). 
 Other transmitter mounts used on a range of  taxa in-
clude subcutaneous anchors (Newman et al. 1999) and coe-
lomic and subcutaneous implants (Schulz et al. 1998; Fig. 
10.4). Implanted transmitters require surgery, but they pro-
vide an option when externally attached transmitters are 
not possible (e.g., studies in which transmitters attached with 
harnesses or adhesives are easily removed, external trans-
mitters affect movements or behavior, or harnesses or adhe-
sives directly cause harm to the study animals). Subcutane-
ous implants have most often been used on land birds whose 
flight is affected by externally attached transmitters (Schulz 
et al. 2001, 2005; Small et al. 2004). Intra-abdominal implants 
are often used in situations requiring a larger transmitter 
and battery package or when the skin characteristics of  the 
study animals preclude a subcutaneous transmitter, for ex-
ample, sea ducks (Hatch et al. 2000, Brown and Luebbert 
2002), geese (Hupp et al. 2003), American beavers (Castor ca-
nadensis; Guynn et al. 1987), otters (Reid et al. 1986, Ralls et al. 
2006), and amphibians or reptiles (Wang and Adolph 1995). 
Implanted transmitter antennas can be configured with an 
internal or external antenna, depending on the application. 
Although internal antennas have reduced signal strength (or 
range), they minimize effects on movement or behavior. Im-
plants with external antennas have signal strengths similar 
to those of  external transmitter attachments; however, in-
fection may be a complication if  bacteria enter along the  
antenna–skin interface, which is an especially important con-
cern with waterbirds. Regardless of  the potential difficulties, 
implanted transmitters have been used on wide variety of  
animals and have proven to be at least as effective as exter-
nally attached transmitters (Korschgen et al. 1996a, b; Hatch 
et al. 2000; Small et al. 2004; Schulz et al. 2005).

Fig. 10.2. (A) Greater prairie-chicken (Tympanuchus cupido) with 
necklace with pendant very high frequency (VHF) transmitter;  
(B) Tuamotu kingfisher (Todiramphus gambieri) with leg-harness 
VHF transmitter; (C) black-backed woodpecker (Picoides arcticus) 
with Rappole and Tipton (1991) attachment technique of a VHF 
transmitter. (A) Photo by N. Paothong; (C) photo by M. Rumble.
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Fig. 10.3. Glue attachment 
technique for transmitters placed 
on (A) dragonfly (order Odonata), 
(B) three-toed box turtle (Terra-
pene carolina triunguis), and 
(C) red bat (Lasiurus borealis). 
(A) Photo by M. Wikelski; (B) photo by 
C. Rittenhouse; (C) photo by Northern 
Research Station, U.S. Forest Service.

Fig. 10.4. Implant transmitters in 
(A) mourning dove (Zenaida 
macroura) and (B, C) Ozark 
hellbenders (Cryptobranchus 
alleganiensis bishopi). (A) Photo by 
J. H. Schulz; (B, C) photos by C. Bodinof.

 Surgical implantation of  transmitters requires consider-
able skill, training, specialized equipment, and often some 
form of  professional board certification (Mulcahy 2006, Small 
et al. 2006). Biologists should not underestimate the level of  
planning and justification that may be needed to obtain an 

operational protocol approved and implemented, particularly 
when study protocols must be approved by an Institutional 
Animal Care and Use Committee. Investigators will usually 
require the assistance of  a board-certified veterinarian. Some 
investigators transport study animals to a veterinary clinic 
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equipped with the necessary surgical equipment. In studies 
where transmitters will be implanted in the field, a special-
ized portable anesthesia machine is required, along with a 
customized surgical tool kit suited for the type and size of  
animal being studied. The importance of  conducting prac-
tice surgical procedures along with follow-up monitoring and 
evaluation cannot be overstressed (e.g., effects of  handling 
on nest success or abandonment of  young, or how much time 
is necessary after anesthesia before releasing the animal). 
 Transmitter weight is a major consideration when devel-
oping any radiotelemetry project (Box 10.1). Investigators 
working with flying or highly mobile animals need to pay 
special attention to both subtle and overt effects related to 
equipment weight, placement, and attachment technique. 
The American Ornithologists Union suggested that the 
transmitter package should be 5% of  the body weight of  
birds (Gaunt and Oring 1999), and the U.S. Geological Sur-
vey Bird Banding Laboratory recommended that transmit-
ters be 3% body weight (USGS-BBL 1999). General guide-
lines about transmitter mass can prove helpful when 
selecting a particular transmitter and attachment technique; 
however, numerous other factors also are critically impor-
tant. For example, a transmitter located near the center of  
gravity of  a bat or bird is less likely to adversely affect flight 
dynamics (Caccamise and Hedin 1985, Kenward 2001). In 
addition, several studies have shown that transmitter weight 
is of  less importance compared to effects related to the at-
tachment technique (Gessaman and Nagy 1988, Gessaman 
et al. 1991). Also, the 5% recommendation works well for a 
body mass 70 g (Aldridge and Brigham 1988), but in larger 
flying animals this rule of  thumb results in relatively 
greater, and potentially unacceptable, reductions in power 
available for flight (Caccamise and Hedin 1985). We recom-
mend using the lowest weight transmitter possible to ac-
complish study objectives.
 All tags described in this chapter require electricity, and 
batteries are the most common power source. Batteries re-
main the heaviest component in most transmission systems, 
as they are bulky; they are also the only component that 
regularly wears out. Larger batteries with more capacity 
translate to longer-lasting equipment and stronger signals. 
In contrast, smaller and lighter batteries reduce unit sizes 
enough to be deployed on small species. Several manufac-
tures have integrated solar cells into tags to recharge trans-
mitters or buffer them against rapid battery drain. The most 
popular power sources for transmitters are lithium and sil-
ver oxide batteries. The operational life of  a lithium battery 
can be estimated by dividing the battery capacity (mA-hr) 
by the current drain; an estimate of  life for a silver oxide 
battery would be about 25% less than that of  a lithium bat-
tery. Battery life estimates are always approximate, and ac-
tual life will vary depending on such factors as transmission 
rate (i.e., VHF pulses or data streams), shelf-life of  battery, 
GPS search times, temperature, and variation in battery ca-
pacity among and within brands.

Overview of Telemetry Systems
Choice of  a telemetry system involves careful consideration 
of  study objectives, target species, and logistical and budget-
ary constraints. In the following sections, we describe 2 ma-
jor classes of  systems: VHF and global (satellite platform 
terminal transmitter [PTT] location systems, GPS, and geo-
locators; Table 10.1). VHF radiotelemetry systems are the 
most commonly used, with observers locating tagged ani-
mals from the ground, towers, or aircraft. These systems 
work well for species with small to medium ranges and for 
easily accessible study areas. Satellite telemetry equipment 
and light-level geolocating systems are options if  study ani-
mals move over great distances or observers cannot access 
study sites. 

VHF Systems
The most commonly used remote tracking equipment is 
based on animal-mounted transmitters that send signals to 
observers in the VHF portion of  the electromagnetic spec-
trum (30–300 MHz; Appendix 10.1). Radiotelemetry based 
on VHF equipment is often the lowest cost and lightest al-
ternative among those described here. In most cases, each 
animal is tagged with a radio that transmits signals at a 
unique frequency, so biologists can distinguish locations and 
movements of  particular individuals. Observers with spe-
cialized antennas and receiver equipment then detect those 
signals and estimate animal locations (Appendix 10.2). Many 
companies specialize in equipment for VHF systems (Ap-
pendix 10.3). 

VHF Frequency Selection
A range of  frequencies is available for VHF studies, and se-
lecting which portion of  the electromagnetic spectrum to 
use is among an investigator’s first decisions. Only a portion 
of  this spectrum is available for wildlife radiotelemetry, and 
the available portion changes from country to country. In 
the United States, frequency allocations are governed by  
Title 47 of  the Code of  Federal Regulations (http://wireless 
.fcc.gov/index.htm?job=rules_and_regulations). The Federal 
Communications Commission (FCC) provides substantial 
information about the most recent national and international 
transmission standards and rules at their web site (http://
www.fcc.gov). The FCC allocates frequencies in the range 
of  40.66–40.70 MHz and 216–220 MHz for “tracking of, and 
telemetering of  scientific data from, ocean buoys and wild-
life” (Federal Communications Commission 2009:472). How- 
ever, other portions of  the spectrum are most commonly 
used for wildlife radiotelemetry, including the 148–152 MHz 
band, the 162–168 MHz band, and the 170–173 MHz band. 
Frequency allocations will change from country to country, 
however, so biologists should research applicable laws and 
contact equipment manufacturers to determine which fre-
quencies are available.
 Researchers should consider several aspects of  their study 
when selecting frequencies. First, constraints on the size of  



Box 10.1. Considerations for transmitter attaChment

•   Assume that every  transmitter and attachment  technique has some effect on marked animals, and realize  that subtle 

transmitter effects may have an insidious influence on the study results beyond obvious overt effects (e.g., rapid mortal-

ity or dropped transmitter).

•   Although transmitter weight is typically the primary consideration of tag design, other factors are of equal if not greater 

importance (e.g., attachment technique or antenna configuration, shape, and color).

•   A pilot study can reveal attachment technique problems that may not have been problematic for earlier investigators or 

the manufacturer. Pilot work to evaluate different techniques in the context of the study objectives may reveal trade-offs 

not apparent in other studies. 

•   Pilot work is especially critical when choosing an attachment technique. Ease of attachment may not always be the best 

criteria to evaluate a particular telemetry application, especially with techniques that have considerable subjectivity (e.g., 

sizing of backpack harnesses or using adhesives). For example, use of adhesives may require that you hold the animal in 

hand until the adhesive cures and prevent it from becoming entangled in the glue.

•   Antenna configuration is critical to obtaining proper signal strength for locating the animal, but it also potentially affects 

flight mechanics of birds or behavior in mammals during feeding or social interactions with conspecifics. A relatively 

thin and limp wire antenna is often less obtrusive but breaks easily. A thicker diameter antenna will stand up vertically 

and provide a stronger signal, but may affect movement and behavior, especially for burrowing animals.

•   Subtle changes in shape, color, and location on the animal can affect mate selection and status of the animal in herd sit-

uations, potentially producing biased inference and ultimately affecting management recommendations. Observations 

of a few marked individuals may help assess whether such problems are present.

•   There are many useful papers  that have evaluated  transmitter  effects on wildlife. Consider  them when planning  your 

study, but carefully note more than weight and transmitter used; also consider whether their evaluation is directly appli-

cable to your situation. 

•   In addition to published studies, investigators who have attempted or are trying to put transmitters on similar species are 

an invaluable source of suggestions and information. Online discussion sites are good places to ask questions and search 

for previous suggestions on the topic (http://community.movebank.org/, TWS-L listserve, Mammal-L listserve, etc.)

•   Check with your research institution or agency to determine how to receive approval for animal care and use. Many pro-

fessional organizations (e.g., American Ornithologists’ Union, American Society of Mammalogists) have guidelines for 

capture, handling, and care of animals and can be a valuable reference for suggestions. Always receive appropriate ani-

mal care and use approval for your research.

Table 10.1. Major technological options for tracking individually tagged animals. Weights and costs are estimates: as technology 
improves, tags get smaller and cost decreases. 

 Smallest Smallest    
 animalb tag Tracking Approximate
Technologya (g) (g) range accuracy Approximate cost per tag (US$)

GPS 400 20 Global 20–200 m 2,000 + optional networking costs
Satellite PTT 100 5 Global 250 m–200 km 3,000 + 75–150/month mandatory data retrieval costs  
      (depending on options)
Satellite GPS/PTT 440 22 Global 10–100 m 3,000 + 75–150/month mandatory data retrieval costs  
      (depending on options)
Light-level geolocation 30 1.5 Globalc 100–200 km 3,250
VHF radiotelemetry 4 0.2 0.5–5.0 km 0–500 md 3 200

a GPS = Global Positioning System; PTT = platform terminal transmitter; VHF = very high frequency.
b Following the 5% body weight rule (Gaunt and Oring 1999, Murray and Fuller 2000). We recommend the lightest possible transmitter that can meet study objectives. 
c Tag must be retrieved to download data.
d Error with VHF can essentially be zero when homing is used, but it increases when such techniques as triangulation are used to estimate the location of  the animal. 
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the transmitting and receiving equipment may limit the 
choice of  frequencies, because the efficiency of  antennas is 
affected by the ratio of  antenna length to radio wavelength. 
The approximate size of  the wavelength λ resulting from a 
specific frequency is easily calculated as follows:

 300λ = ————————— ,
 Frequency (in MHz)

where λ is the wavelength, measured in meters and the con-
stant 300 is derived from the speed at which radio waves 
travel, which is about 300 × 106 m/sec (Kenward 2001). For 
example, a 150-MHz frequency has a wavelength of  about 
300/150 = 2 m, which affects antenna size (see below). Lower 
frequencies emit radio waves with longer wavelengths and 
thus require larger transmitting and receiving antennas than 
do higher frequencies. Second, the transmission frequency 
also determines how well signals travel through the envi-
ronment. Lower frequencies propagate better through water 
and vegetation; higher frequencies are more subject to at-
tenuation and signal reflectance. However, higher frequen-
cies transmit data more rapidly. These differences are most 
important for sophisticated systems that transmit coded data 
(discussed below). Finally, and perhaps most importantly, 
study area conditions may render some frequencies unusable 
if  other transmissions cause background interference. Inter-
ference varies greatly from location to location, so we strongly 
recommend biologists take the time to scan possible fre-
quencies in their study areas and make efforts to learn of  other 
local tracking projects at an early stage of  project design.
 Consideration also must be given to the specific frequen-
cies of  individual transmitters. Investigators should space 
radio frequencies far enough apart so that signals do not 
overlap. Optimally, transmitters should be spaced by at least 
10 kHz (e.g., 150.000 MHz and 150.010 MHz; Kenward 
2001) and preferably by 25 kHz. This separation protects 
against frequency drift, which is the tendency of  the trans-
mission frequency to vary slightly with time and environ-
mental conditions. If  the available spectrum is too narrow, 
or many transmitters are required, individuals transmit-
ting at the same frequency can be discerned by program-
ming microcontrollers to emit pulses at different rates, or 
by uniquely coding individual pulses. Another important 
consideration is the possible conflict of  multiple researchers 
working on different species in the same area where similar 
frequencies and bandwidths are used.

VHF Transmitters
Transmitters have been developed for use on a great variety 
of  species, ranging from large marine and terrestrial mam-
mals to bats and small passerine birds and insects. Conse-
quently, biologists have many options when selecting which 
transmitter is most appropriate for their studies. When or-
dering VHF radiotransmitters, the biologist should be able 
to provide information about the preferred frequencies and 

separation between them; pulse rate; pulse width; minimum 
acceptable radiated power; allowable transmitter antenna 
length, mass, and operational life; operating temperature 
range; and how the transmitter will be attached. With basic 
information about preferred frequencies and separation be-
tween them, minimum pulse rate, required range and life 
of  the transmitter, attachment technique, and animal under 
study, manufacturers (Appendix 10.3) can help researchers 
select the most appropriate equipment and explain trade-
offs. These details highlight the importance of  conducting 
pilot work to ensure that the entire system functions prop-
erly and will allow researchers to collect data to meet their 
objectives. 
 The basic technology of  VHF transmitters has not changed 
markedly since Cochran and Lord (1963) first published di-
rections for constructing transmitters. The 2 basic transmit-
ter circuits include single-stage and 2-stage designs (Kenward 
2001). Generally, single-stage transmitters are lighter and less 
powerful than 2-stage units, although it depends on the bat-
tery. Further developments came in the late 1980s, as manu-
facturers added lightweight microcontrollers that improved 
functionality and options available for VHF transmitters 
(Rodgers 2006). Microcontrollers allow precise control of  
the pulse rate and pulse width and allow the user to pro-
gram “duty cycles” that switch units off  and on during pre-
programmed portions of  the day or year. However, these ad-
vantages come with a trade-off  in size. The addition of  the 
microcontroller increases transmitter weight, excluding their 
use on the smallest species.
 Animal-borne VHF tags typically transmit pulsed signals. 
For example, a 20-msec pulse may be sent once every sec-
ond. This scheme conserves power and the resulting beeps 
are easier to hear than a constant signal. The energy of  these 
pulses also can be set by the manufacturer, allowing more 
powerful pulses that can be detected farther away. However, 
they also require more energy and thus reduce the lifespan 
of  the equipment. Microcontrollers can further prolong bat-
tery life by switching transmitters off  during specified times. 
Pilot studies can be a useful way to determine an optimal 
trade-off  between transmitter range and lifespan in a partic-
ular study area.
 Transmitter antennas are constructed as whips or loops 
(Figs. 10.1–10.4). Whip antennas are straight antennas, which 
are most frequently used in radiotelemetry. The transmis-
sion efficiency of  a whip antenna depends on the length of  
the antenna relative to the wavelength. Whip antennas should 
be at least λ/16-m or λ/8-m long, with shorter antennas 
transmitting radio waves less efficiently. For example, a 150-
MHz transmitter should have an antenna at least 12.5 cm 
(λ/16 m) in length, but longer antennas will result in more 
efficient transmissions. The efficiency of  whip antennas can 
be enhanced by adding an additional ground plane antenna, 
which is an antenna, usually 67% the length of  the main whip, 
oriented at 90° or opposite the main whip antenna (Kenward 
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2001). Another less frequently used transmitter antenna is 
the tuned loop, which works well as a collar or an implant. 
Tuned loops are a popular alternative to the whip antenna 
for smaller species and social mammals that might damage 
whip antennas (Fig. 10.1).

VHF Receiving Antennas
Receiving antennas acquire signals from distant transmitters 
and relay those signals to VHF receivers. Several antenna de-
signs are available for radiotelemetry studies, but as with 
other equipment, there are trade-offs to consider with each 
(Fig. 10.5). The first consideration is the purpose of  the 
tracking. Biologists are usually interested either in detecting 
the presence or absence of  a radiomarked animal or in pre-
cisely recording its location, and different antennas are better 
suited to these very different goals. Another consideration to 
be made is the trade-off  between antenna receiving strength 
and portability in the field. Generally, as the number and 
length of  antenna elements increases, so does signal strength 
and directionality. However, this increase is accompanied by 
a resulting decrease in portability in the field. Finally, as men-
tioned above, each frequency moves through the environ-
ment at a specific wavelength. Manufacturers tune antennas 
to match the frequency ranges of  transmitters, so investigators 
should take care to use the proper antenna for their study. 
 The strengths and weaknesses of  each type of  antenna 
should be considered before committing to a particular type. 
Omnidirectional antennas do not provide directionality but 
are useful for detecting the presence of  a signal. They do, 

however, relay a stronger signal when closer to the transmit-
ter. Omnidirectional antennas are often designed for easy 
mounting on vehicles (Fig. 10.5), and they can be used in 
conjunction with scanning receivers that simultaneously 
monitor multiple frequencies. This combination allows biol-
ogists to quickly scan for signals while traveling. Once a sig-
nal is detected, directional antennas can be used to locate 
the radiomarked animals.
 Adcock or “H” antennas are a commonly used direc-
tional antenna with 2 elements, which makes them compact 
and handy for field projects (Fig. 10.5). Some H antennas 
also have flexible polyvinyl chloride (PVC)-wrapped ele-
ments for increased durability under demanding field condi-
tions. The trade-off  to increased portability in the field is  
reduced signal strength and directionality. The H antennas 
provide the strongest signal when pointing directly at the 
transmitter, and another, slightly weaker, peak signal when 
pointed 180° from the transmitter. The relative strength of  
these 2 peak signals may not be clearly discernable, espe-
cially if  the signal is weak. In these situations, the direction 
must be determined either through knowledge of  the gen-
eral area used by an animal or through triangulation. Loop 
antennas are another small and durable antenna that are 
useful for tracking transmitters with relatively low frequen-
cies (30–40 MHz) that would otherwise require large direc-
tional antennas. Like the H antennas, however, they also can 
give ambiguous directionality.
 The Yagi is another frequently used directional antenna. 
Handheld Yagi antennas often have 3 or 4 elements, and 

Fig. 10.5. Antennas for very high 
frequency radiotracking: (A) omni- 
directional; (B) yagi used in aerial 
tracking; (C) null-peak tracking 
system with integrated electronic 
compass, (D) H antennae with 
portable receiver. (B) Photo by R. Kays;
(C) photo by M. Alleger; (D) photo by  
J. Millspaugh.
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mounted units can have more. The increased number of  el-
ements improves both the power to detect a signal and di-
rectional sensitivity. Like the H antenna, peak signals are  
evident when Yagi antennas are pointed directly toward or 
away from transmitters. However, the increased directional-
ity of  Yagi antennas makes the relative difference in strength 
much more evident, and there is usually no ambiguity in the 
direction of  the transmitter. The trade-off  with increased sig-
nal strength and directionality of  a Yagi antenna is reduced 
portability, but most 3-element Yagis have folding elements 
to mitigate their bulk. One way to overcome this problem  
is to mount Yagis on the top of  a vehicle, which gives an 
added benefit of  height. When conducting telemetry from a 
vehicle, it is helpful to use an electronic compass to take azi-
muths (Cox et al. 2002), because manual azimuths based on 
the approximate angle of  the antenna can add an unneces-
sary source of  error.
 A commonly used vehicle-mounted antenna setup is a 
null-peak system. Null-peak systems consist of  2 vertical 
4–6 element Yagi antennas mounted parallel to each other 
and connected via an electronic switchbox. A null-peak sys-
tem can work by increasing the strength and beam width of  
a signal in the general direction of  the transmitter (with ap-
proximately 1° accuracy) or by producing a very sharp null 
when pointed directly at the transmitter (with approx. 0.5° 
accuracy). Null peak systems operate based on the physical 
properties of  the radio waves, and correct spacing of  anten-
nas is crucial to proper operation. Optimal spacing depends 
on the frequency, and the 2 antennas should be λ m or 
λ/4 m apart (Voight and Lotimer 1981).
 Antennas also may be mounted on fixed-location towers 
and can be used both for detecting the presence or absence 
of  study animals or for estimating their locations. If  a tower 
is used to detect animal presence near the center of  the 
study area, an omnidirectional whip antenna can be used 
(e.g., Castellón and Sieving 2006). Alternatively, a tower with 
a Yagi antenna can be used if  placed at the boundary and 
pointed toward the study area (Fig. 10.6).

 Tower networks also can be used to estimate locations 
of  individual animals. The most commonly used approach 
is to have rotating Yagi antennas in a network of  at least 3 
towers and use triangulation to estimate the location of  in-
dividual animals (Fig. 10.6). Another approach is to use sev-
eral fixed antennas arrayed in a circle that point away from 
the tower in different directions (Larkin et al. 1996). The rel-
ative amplitude of  the pulse at each antenna can then be 
used to estimate animal direction, and a series of  towers can 
be used to triangulate animal locations. However, this ap-
proach may have limited utility for weak transmitters. These 
types of  systems can be operated both manually or auto-
matically but with an increased price associated with the  
automated systems.

VHF Receivers
Biologists can choose from an impressive array of  wildlife 
telemetry receivers (Fig. 10.7). Although the variety of  man-
ufacturers is wide and available features remain large, the 
basic functions are similar: they acquire a signal through  
the antenna and process that signal to produce an audio 
tone (Appendix 10.1). The user needs to take into account 
several considerations when selecting the appropriate re-
ceiving unit. One consideration is the available bandwidth. 
Many receivers now come with a bandwidth of  4 MHz, 
which should be suitable for most radiotelemetry applica-
tions. However, some less expensive units are useful in only 
narrow bandwidths, and the user should ensure the avail-
able bandwidth is adequate for the number of  transmitters 
that will be tracked at any one time (i.e., if  each transmitter 
is spaced 10 kHz apart, a biologist could get approx. 100 
transmitters for each MHz, minus bands to avoid interfer-
ence). Also, the user needs to ensure that the receiver is set 
to the correct frequency range: not all receivers work with 
all frequencies! If  transmitters with microcontrollers are used 
to emit uniquely coded pulses on the same frequency, the 
user requires a receiver with the capability to decode those 
pulses. 

Fig. 10.6. Towers for very high 
frequency transmitters. System 
on left has 2–5 element yagi 
antennas and is collapsible and 
portable. System on right is a 
parallel fixed array of log-periodic 
antennas mounted on a 42.7-m 
(140 feet) Rohn 25 tower. 
Photograph on left by J. Millspaugh; 
photograph on right by R. Kays.
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 Scanning and programming features can improve receiver 
functionality. Programmable scanners store many frequen-
cies and eliminate the need to repeatedly fine-tune equip-
ment for each study animal. Receivers with scanners rapidly 
monitor many frequencies and allow researchers to search 
for many animals simultaneously. Most scanners allow for 
variable scanning speeds, and different scanning speeds may 
be important for different applications. For example, faster 
scanning speeds may be desirable while flying, to avoid miss-
ing a pulse, whereas slower scanning speeds may be desir-
able if  scanning from a vehicle or fixed location.
 There are increasing options for automatic recording of  
data from receivers. The most basic option is to simply re-
cord the presence or absence of  an individual, and that can 
be done without expensive data-logging receivers. The sim-
plest methods use an audio recorder to record pulse activity. 
More sophisticated receivers are available with automatic data-
logging options. These receivers allow users to scan many 
frequencies and record information from each frequency. If  
signal strength is recorded from only 1 omnidirectional an-
tenna, these data can be used to detect the presence and  
activity of  animals. Alternatively, a rotating directional an-
tenna, or multiple fixed antennas, can be used to automati-
cally find the azimuth to a tagged animal (Cochran et al. 
1965, Larkin et al. 1996). These automated telemetry receiv-
ers have been integrated into complicated systems with 
tower-mounted antennas and live data flow through wire-
less networks to obtain continuous telemetry data on ani-
mal location, activity, and mortality (Aliaga-Rossel et al. 2006, 
Crofoot et al. 2008, Lambert et al. 2009).
 Background noise and interference can often make it dif-
ficult or impossible to hear a signal or discern a strong direc-

tionality. Sources of  background noise or interference could 
include static from vehicle engines, power lines, radio towers, 
or airport communication towers. Some receivers come 
with built-in noise blocking capability, but they may not suf-
ficiently filter powerful sources of  interference. In situations 
where strong background noise and interference make sig-
nal acquisition difficult, noise reduction units may be appro-
priate. Noise reduction units filter out ambient background 
noise and deliver a digitally processed signal. A receiver must 
still be used to acquire a signal, which is delivered to the 
noise reduction unit via the receiver’s headphone jack. The 
noise reduction unit then digitally filters most noise below 
about 240 Hz and above about 2,000 Hz, retaining informa-
tion in the frequency range most commonly used to listen 
to a telemetry pulse. Noise reduction units substantially re-
duce background noise, allowing users to detect and follow 
a signal that may otherwise be difficult to hear. Because the 
unit is external to the receiver, additional considerations 
must be made for transportation in the field. The signal also 
is slightly delayed (1–2 sec) as it is processed, so its utility in 
detecting signals from airplanes or while rapidly scanning 
may be limited.

Global Tracking Systems
The ability to effectively track animals beyond localized 
study sites has been a goal of  wildlife biologists for decades, 
and satellite-based tracking, GPS, and light-level geolocators 
have made these planet-scale projects a recent reality. The 
equipment can be constructed with many different configu-
rations that make it most useful for studies of  medium-sized 
and large species. However, the benefits of  global-scale track-
ing systems also are countered by substantial drawbacks. The 

Fig. 10.7. (A) Long-billed curlew 
(Numenius americanus) with 
leg-harness mounted platform 
terminal transmitter (PTT);  
(B) Laysan albatross (Phoebastria 
immutabilis) with light-level geo-
locator mounted on a numbered 
leg band; (C) short-tailed albatross 
(P. albatrus) with feather-mounted 
solar PTT. (D) The bird in panel  
C was marked in Japan and later 
photographed near the California 
coast. (A) Photo by A. Hartman; 
(B) photo by M. Romano, U.S. Fish and 
Wildlife Service; (C) photo by R. Suryan; 
(D) photo by A. Jaramillo.
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units can be heavier than VHF transmitters, prices can be an 
order of  magnitude higher, and there are substantial costs 
associated with data retrieval. Further, the useful life of  these 
systems is usually shorter than that of  VHF systems of  
comparable size, or they may require that study animals be 
recaptured to retrieve data. Nonetheless, satellite, GPS, and 
light-level geolocator systems have been widely used, and 
they have provided examples of  spectacular animal move-
ments (e.g., Guilford et al. 2009, Stutchbury et al. 2009). Al-
though GPS tags also have been used on local study sites, 
these systems are truly global in their potential application 
and consequently are placed in this category. We now dis-
cuss these global tracking systems.

Global Positioning System Technology
GPS tags offer potential for generating high volumes of  
very accurate location data, regardless of  an animal’s loca-
tion on the globe. GPS units use information transmitted 
from a constellation of  satellites to estimate a geographic 
location. Compared to other wildlife tracking equipment, 
GPS tags can relay extremely accurate locations, with errors 
ranging from 20 to 200 m. However, buildings, steep ter-
rain, and thick vegetation block satellite transmissions, so 
GPS tags historically had limited utility (Bourgoin et al. 2008). 
Recent technological developments have made the equip-
ment much more robust, and it is now capable of  reliably 
operating under moderate vegetation cover (Holland et al. 
2009, Tobler 2009). However, the usefulness of  the system 
for any particular study is limited by the ability of  animals 
to carry the batteries needed for power, so most GPS tags 
can be programmed with duty cycles that turn the units off  
and on to record key movement information and avoid re-
peated data. When combined with archival logging units 
that store geographic information onboard, GPS technol-
ogy provides a low cost means of  gathering accurate loca-
tion information. 
 There are 3 options for retrieving GPS data: (1) recovering 
the tag either by recapturing the animal or by retrieving the 
tag after it drops off  remotely, (2) receiving the data through 
a transmitted signal from the tag (e.g., remote download), or 
(3) integrating the GPS component with a communication 
network, such as Argos PTT or Groupe Spécial Mobile (or 
Global System for Mobile Communications; GSM™) phone 
network. The integrated GPS and PTT transmitters have 
greatly improved the accuracy of  global scale satellite track-
ing, reducing location errors from hundreds of  kilometers 
(typical of  Doppler locations) to tens of  meters (typical of  
GPS). Currently, these integrated transmitters weigh approx-
imately twice as much as basic PTT units, and they also cost 
substantially more.

Satellite PTT Location Systems
Satellite-based receiving equipment may be the only practi-
cal way of  obtaining transmitter signals from animals that 

traverse extremely large areas or remote regions with diffi-
cult topography ( Jouventin and Weimerskirch 1990). The 
most basic systems use platform terminal transmitters 
(PTT) to send signals, which are received by Argos equip-
ment on 6 U.S. National Oceanic and Atmospheric Admin-
istration (NOAA) satellites (Appendix 10.1). The satellites  
polar-orbit Earth at a relatively low altitude and at a fast 
speed, and each has a footprint that spans approximately 
5,000 km (Argos 2008). Thus there are more opportunities 
to receive PTT transmissions near Earth’s poles and fewer 
in tropical regions. When the Argos equipment receives 
transmissions from a PTT unit, it estimates the distance to 
the transmitter by measuring the change in the broadcast 
frequency that is caused by a Doppler shift (Appendix 10.1). 
Four or more measurements are needed to estimate longi-
tude, latitude, the true transmission frequency, and location 
accuracy. 
 The PTT transmitters are heavier than VHF equipment, 
because they require batteries powerful enough to send sig-
nals to orbiting satellites (Fig. 10.7). However, developers 
have employed several technologies to minimize weight and 
maximize operational lifespan. Some designs include inte-
grated solar cells that recharge onboard batteries. The PTT 
systems also are manufactured so they transmit signals only 
during times when programmed to be active. Depending on 
the objectives of  an investigation, duty cycles can turn PTT 
units on for 1 day out of  every 3 or 4 days, or they can make 
the units operational during specific times when animals are 
likely to be exposed to the sky. In many ways, the PTT duty 
cycles are similar to observer sampling regimes for VHF 
based studies, so investigators should thus invest substantial 
energy in designing duty cycles that provide unbiased repre-
sentations of  animal locations. Despite solar cell integration 
and duty cycling, however, PTT systems remain so heavy 
that their utility is questionable for smaller animals, includ-
ing 80% of  bird species and 65% of  mammals (Wikelski et al. 
2007).
 Data from animal-mounted PTTs are handled by the Ar-
gos data collection relay system, which is administered under 
a joint agreement between the NOAA and the French space 
agency (Centre National d’Etudes Spatiales). Satellites relay 
PTT transmission data to French subsidiary firms, Collecte 
Localisation Satellites (Toulouse, France) and Service Argos 
(Largo, Maryland; hereafter CLS Argos). Researchers must 
then pay a subscription fee to the CLS Argos data service to 
retrieve animal movement reports. Each data report provides 
PTT location estimates and estimates of  location accuracy 
of  >1500 m, 1,500 m, 500 m, and 250 m (Argos 2008). 
 Data obtained from CLS Argos are often filtered via addi-
tional quality assurance or quality control procedure to cen-
sor unrealistic locations and further improve accuracy (e.g., 
CLS Argos does not estimate the accuracy of  locations 
based on 2 or 3 transmissions). Filtering algorithms depend 
on the natural history of  the study species; for example, 
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they remove points that are impossibly distant. Filters also 
use algorithms to identify unrealistic turn angles and dis-
tances between multiple successive points to eliminate erro-
neous data (Austin et al. 2003, Freitas et al. 2008). Investiga-
tors need to have a realistic expectation for the magnitude 
of  location error from PTT systems. Independent tests by 
wildlife researchers with large study animals equipped with 
heavier PTT units report errors similar to those described 
by Argos (White and Sjöberg 2002). However, tests with 
lightweight PTT systems reported that Argos was unable to 
estimate many locations and that location error was as large 
as 439 km (Britten et al. 1999, Soutullo et al. 2007). Accu-
racy also can be affected by the geometry of  the PTT dur-
ing satellite pass, the number of  transmissions received dur-
ing the 10-minute over-flight, PTT transmitter frequency 
stability, and power output. Thus, wildlife researchers should 
expect greater accuracy and more frequent locations from 
larger study animals fitted with stronger transmitters and 
from those exposed to the sky more often. Smaller animals 
and those spending time near human-caused radio interfer-
ence, below ground, under water, or beneath substantial tree 
cover are poor candidates for this technology.
 Recently, PTT manufacturers have integrated additional 
location and sensing technology into the PTT units. GPS 
units are among the new additions, and they have drastically 
improved the accuracy of  satellite-based wildlife tracking, 
because they reduce location errors from hundreds of  kilo-
meters (typical of  Doppler locations) to tens of  meters (typ-
ical of  GPS technology). Currently, these integrated trans-
mitters weigh approximately twice as much as basic PTT 
units. Other sensors also have been integrated into PTT sys-
tems, which can relay information about altitude, heading, 
travel speed, temperature, or other ambient information 
(see sensors below).

Geolocators
Light-level geolocators, or global location sensing (GLS) 
units, have been refined in recent years for tracking wildlife 
movements (Burger and Shaffer 2008). The GLS equipment 
is based on a type of  archival tag that must be retrieved 
from study animals to download data. The GLS tags record 
time-stamped data about light levels, which are then used to 
infer the time of  sunrise and sunset (Wilson et al. 1992). 
Light cycles are unique to a particular location on Earth, so 
these data can then be used to estimate the geographic posi-
tion of  an animal. 
 As with other tracking equipment, there are benefits and 
costs associated with GLS tags. The tags weigh 2 g, and they 
can, therefore, be used on migrant birds. The GLS tags also 
can last for many years, because both light sensors and log-
ging equipment require little electricity (Burger and Shaffer 
2008). Additionally, the tags do not require an antenna, so 
the compact units can be fitted to the legs and backs of  mi-
grant birds. However, estimates of  location error are typi-

cally 100–200 km (Phillips et al. 2004), and latitude cannot 
be estimated around the time of  the equinox. Nonetheless, 
techniques for estimating locations are rapidly improving. 
Some manufacturers of  GLS equipment provide software 
for data processing that attempts to account for cloudiness. 
Further, some tags are equipped with sea-surface tempera-
ture sensors that refine location estimates for marine ani-
mals by incorporating known information about ocean con-
ditions (Shaffer et al. 2005). Thus far, the coarse location 
accuracy of  GLS tags, combined with their lightweight and 
compact characteristics, have made them most useful for 
migratory birds, marine species, and other animals that tra-
verse very large distances.

Sensors
A host of  sensors can be integrated into any animal-borne 
tag to provide information about the conditions of  the ani-
mal or its environment. The variety of  available sensors  
increases every year as new technologies are developed to 
reduce limitations of  power and data storage. Simple infor-
mation can be coded into a broadcast signal in a way that 
can be decoded by a human observer (e.g., a variable signal 
pulse rate), whereas more complicated data can be encoded 
into the signal and streamed live (Cochran et al. 2008, Stei-
ger et al. 2009) or logged into onboard memory that is later 
downloaded from the tag (Van Oort et al. 2004, Mandel  
et al. 2008).
 The most common sensor relays the activity of  an ani-
mal by transmitting a constant VHF signal when an animal 
is resting or a fluctuating signal when it is moving (Theuer- 
kauf  and Jedrzejewski 2002). Automated telemetry receivers 
can be used to obtain a constant and detailed actogram of  
daily rhythms and to quantify the proportion of  the day 
study subjects are moving (Cochran et al. 1965, Sunquist 
and Montgomery 1973, Lambert et al. 2009). Tip-switch 
sensors also are commonly integrated into the animal trans-
mitter to record more specific data on the movement and 
posture ( Janis et al. 1999). Activity sensors are often designed 
to change the pulse of  a transmitter after a certain length of  
inactivity, typically indicating the death of  an animal, and 
are commonly referred to as mortality sensors. 
 The most detailed activity sensors are 3-axis accelerome-
ters, which measure the fine-scale movement of  an animal 
at a high temporal resolution (e.g., >10 locations/sec). The 
degree of  acceleration can be considered a quantitative de-
gree of  activity, which has been found to match energy expen-
diture in captive animals (Green et al. 2009, Halsey et al. 2009). 
The patterns in the accelerometer data also may be used to 
distinguish different behavior types (Watanabe et al. 2005, 
Shepard et al. 2008), providing the potential for the auto-
mated generation of  ethograms for completely free-ranging 
animals (Sakamoto et al. 2009). 
 Body temperature has long been measured by animal 
transmitters with sensors placed against the skin or implanted, 
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and a variety of  commercial units are available (Dausmann 
2005). Although other physiological sensors have been de-
veloped, few are commercially available, so that most field 
biologists have to team up with sensor engineers to develop 
transmitters that meet their research goals (Cooke et al. 
2004). 
 Heart rate is probably the most sought-after physiologi-
cal trait, as it can be a direct estimate of  metabolism and en-
ergy use (Butler 1991, Portugal et al. 2009). Measuring heart 
rate requires implanted electrodes, which typically connect 
to implanted data loggers, although streaming data via an 
external radiotransmitter also is possible (Steiger et al. 2009). 
Other physiological measurements that have been gathered 
with specialized sensors are blood flow and chemistry (Pon-
ganis et al. 2007, Wang and Hicks 2008); muscle use (Tobal-
ske et al. 2009); brain activity (Rattenborg et al. 2008, Vys-
sotski et al. 2009); and stomach temperature, which can be 
used to indicate feeding (Nevitt et al. 2008)
 Sensors worn by animals also can be used to measure as-
pects of  the environment. This feature is common in marine 
studies, where time–depth recorders have long measured the 
diving behavior of  animals (Austin et al. 2006). This concept 
has been extended by adding additional sensors to measure 
water temperature and chemistry to the point where tagged, 
free-ranging animals are considered to be autonomous sam-
plers of  environmental parameters (Charrassin et al. 2002). 
To date, this concept has not been developed by terrestrial 
biologists. 
 The use of  animal-borne video and environmental data 
collection systems (AVEDs) for terrestrial mammals is a re-
cent development, although similar systems have been used 
for marine mammals for about 20 years (Moll et al. 2007). 
These systems integrate multiple sensors and collect video, 
often from the viewpoint of  the animal observing its envi-
ronment, and integrate audio, location, temperature, and 
acceleration information from other sensors. Researchers have 
used AVEDs to address numerous hypotheses about animal 
behavior and foraging tactics (Heithaus et al. 2002, Beringer 
et al. 2004, Rutz et al. 2007), animal energetics (Williams et al. 
2000c, Hays et al. 2007), wildlife damage issues (Grémillet 
et al. 2006), and inter- and intra-specific interactions (Passa-
glia et al. 1997, Heithaus and Dill 2002). Terrestrial systems 
are largely transmission-based (Beringer et al. 2004, Car-
ruthers et al. 2007, Rutz et al. 2007, Millspaugh et al. 2008, 
Taylor et al. 2008), meaning they transmit video to a re-
ceiver that may or may not be portable (Beringer et al. 2004, 
Rutz et al. 2007). These terrestrial transmission-based sys-
tems offer long recording times (>70 hr; Beringer et al. 2004), 
but they require constant close contact between the receiv-
ing station and tagged animal to record transmitted video. 
Although intermittent data from difficult-to-track species 
might be useful, battery power is wasted and data are lost if  
researchers lose contact with a tagged animal because of  an-

imal movement or signal attenuation (Millspaugh et al. 2008). 
Consequently, terrestrial AVED studies have focused on spe-
cies that are easily tracked or are habituated to humans 
(Millspaugh et al. 2008). Store-onboard AVEDs overcome 
these limitations, enabling research on elusive, free-ranging 
species for which noninvasive behavioral data are often diffi-
cult to obtain (Marshall et al. 2007, Moll et al. 2007). Moll  
et al. (2009) described the first terrestrial, store-onboard 
AVED developed for large mammals and demonstrated its 
utility by describing contact rates among white-tailed deer 
(Odocoileus virginianus) in Missouri. The AVED technology 
is a rapid growing field of  research, but it is hampered by 
the size of  equipment its short lifespan.

Data Networks
Many of  the methods described in this chapter involve us-
ing animal-borne tags to collect detailed data from satellites 
(i.e., GPS) or other sensors. Typically these data are stored 
(logged) onboard, at least initially, and must eventually be 
retrieved. The simplest retrieval involves recovering the physi-
cal tag and downloading data through a cable. However, 
this method is often impossible or impractical, as most wild-
life species are difficult or impossible to recapture. Animal-
borne devices can be designed to fall off  an animal after  
the study because of  the natural decay of  collar material 
(Garshelis and McLaughlin 1998) or the specifically timed 
action of  a release device (Muller et al. 2009).
 Store-on-board strategies are risky, because they depend 
on the biologists’ ability to physically locate a tag at the end 
of  a study. Failed electronics, long-distance dispersal, and 
Murphy’s Law all conspire to make this the option of  last 
resort for most studies. The preferred option is to incremen-
tally retrieve data remotely from the tags as the study is un-
derway. This option not only avoids the risk of  complete 
data loss but also allows researchers to monitor the perfor-
mance of  equipment and use the data during the study to 
learn more about the species. For example, Zimmermann et 
al. (2007) downloaded GPS tracks of  predators in the field 
and immediately backtracked these routes to find recent kill 
sites. Live telemetry data also makes it possible to find dead 
animals more quickly, so that cause of  mortality can be more 
accurately determined, even in tropical conditions (Aliaga-
Rossel et al. 2006). 
 The most simple remote data-access method involves 
homing on the location of  a tagged animal to within a few 
hundred meters and downloading the data with a handheld 
receiver. These “remote download” options do not rely on a 
more complicated data network, but they do require biolo-
gists to repeatedly locate animals and add weight to the 
transmitter package. Local area networks also can be cre-
ated to stream telemetry data from a limited area back to a 
central computer (Crofoot et al. 2008). Finally, commercial 
satellite and mobile phone networks can be used to obtain 
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data. These options are more expensive than local ones, but 
they increase the scale and ease of  data retrieval. Mobile 
phone networks, typically GSM networks, have more lim-
ited coverage than do satellites, especially in remote areas, 
but they have the advantage of  offering 2-way communica-
tion with tags. This capability allows biologists to reprogram 
the settings on collars during the study. Satellite systems do 
not offer 2-way communication, but they can provide global 
coverage. 

SUMMARY

Radiotelemetry has become one of  the most useful tech-
niques in wildlife ecology and management because of  its 
ability to obtain location and other data remotely, increas-
ingly at a global scale. Radiotracking investigations are most 
often focused on questions about animal space use and de-
mographics. Radiotelemetry studies can only provide useful 
information when biologists clearly articulate their objec-
tives, use appropriate study designs with a high likelihood 
of  meeting the study objectives, consider important assump-
tions, apply appropriate analytical methods, and carefully 
interpret the results. With all studies, appropriate methods 
of  attaching transmitters to the focal species are critical, as 
is the assumption that transmitters have no significant ef-
fects on study animals. The development of  GPS transmit-
ters, light-level geolocators, and satellite telemetry allows in-
vestigators to examine movements at continental and global 
scales, but VHF systems still are appropriate for many stud-
ies. Telemetry technology continues to develop at a rapid 
pace. We encourage biologists to consult the literature, col-
leagues, and equipment suppliers and manufacturers about 
equipment capabilities and limitations. 

APPENDIX 10.1. HOW TO LOCATE A SIGNAL

There are several ways to locate the source of  a signal from 
an electronically tagged animal. We briefly review the 6 
most common approaches. 

1. Nondirectional—Presence or Absence
The mere detection of  a radio signal by a receiver can be 
used to register the general location of  a tagged animal. De-
tection presumes the animal is within a certain distance of  
the receiver, but it does not provide a precise location. Pres-
ence or absence systems are typically used with automated 
receivers that regularly log the presence or absence of  an in-
dividual at a site.
 The area of  coverage depends on the range of  the trans-
mitter and receiver systems. Typically the systems work for 
distances ≤2 km ground to ground. Because this method 
does not locate the animal within this area of  detection, this 
distance also would be the error rate (Breck et al. 2006). 

2. Direct Tracking—Location
The simplest way to locate the source of  a radio signal is to 
use a directional antenna and simply walk right up to the 
broadcasting unit. This approach is not practical for animals 
that flee or change their behavior when a person approaches, 
and therefore, it should be reserved for occasions when di-
rect observations are required for other purposes. The method 
can be particularly useful for tame species or those animals 
sitting on a nest. This method is required to locate tags that 
have fallen off  an animal or to find tagged animals that have 
died. 
 The range of  this method is limited to the distance from 
which a radio signal can be detected. Thus, limitations vary 
by tag type, antenna size, and terrain, but a reasonable ex-
pectation might include ≤2 km for VHF equipment. Presum-
ing the tracker carries a handheld GPS unit, this method can 
be quite accurate (within 10 m).

3. Triangulation
The most common method of  locating VHF radio-tagged 
animals is through triangulation (Springer 1979, White and 
Garrott 1990). In this method field-workers use a receiver 
and antenna to obtain an azimuth from a known location 
(where they are standing) to the source of  the signal (where 
the animal is located). The intersection of  azimuths esti-
mates the location of  the animal. Three or more azimuths 
must be used to also estimate accuracy of  the location. This 
method can be problematic if  tagged animals move substan-
tial distances between subsequent detections, because the 
intersections of  those azimuths will not represent the loca-
tion of  the animal. Multiple observers simultaneously record-
ing azimuths from different locations at the same time elim-
inate this problem. 
 Azimuths should be obtained relatively close to the tar-
get, if  possible, because error in the azimuth estimate be-
comes more critical at larger distances. In addition, azimuths 
should be obtained from a range of  different angles around 
the animal. Azimuths should be separated by at least 20°, 
and greater separation improves accuracy substantially. De-
pending on the relative angle of  the azimuths, even small 
amounts of  angular error can cause great location error. 
Therefore, most observers use 3 or more azimuths to esti-
mate locations and the associated location error. There are a 
handful of  algorithms to triangulate animal locations, and 
most are available in a variety of  software packages (White 
and Garrott 1990; Appendix 10.3). Most of  these algorithms 
estimate error for each location; these estimates should be 
used as general guidelines for the relative accuracy of  your 
data and not as a replacement for field-based tests of  accu-
racy (Withey et al. 2001; Figs. 10.A1.1–10.A1.3).
 The area over which triangulation methods work is lim-
ited by signal detection distances that vary by tag type, an-
tenna size, and terrain. For most typical VHF systems, trans-



  joshua j.  millspaugh et  al .

Fig. 10.A1.1. Because azimuths are never perfect, the error of a 
triangulated location estimate increases with increasing distance 
between the animal and the observer. In this example, a bearing 
estimate with 5° error could be 47 m for a target that is 500 m 
away, but 174 m for one 2 km away.

Fig. 10.A1.2. Triangulated location estimates are best with 
azimuths that differ by ≥20° to reduce the effect of azimuth error 
on location error. In this example, azimuths from A and B are 
taken from locations too close together; the addition of azimuths 
from C and D improve the estimate.

Fig. 10.A1.3. Although location estimates are theoretically possible 
with 2 azimuths, it is not recommended because of the large 
error estimate (shaded error polygon) resulting from imperfect 
azimuth estimation (dashed lines showing bearing error).

mission distances are usually reliably detected between 100 m 
and 2 km. Listening for signals from aircraft can extend this 
range up to 10 km. Trail or road networks improve chances 
of  obtaining azimuths. There are a variety of  sources of  er-
ror for triangulation, including moving animals, multipath 
signal propagation (signal bounce), and error in azimuth es-
timation. Thus, the accuracy of  location estimates also can 
vary greatly. Studies sometimes publish accuracy estimates 
from a handful of  test transmitters placed in static locations 
in the field site, and these estimates typically range from 
50–500 m.

4. Global Positioning System Units
GPS units determine location based on the time required 
for a radio signal to travel from a transmission satellite to an 
Earth-based receiver. Transmissions originate from a con-
stellation of  24–32 U.S. satellites equipped with precise 
clocks. Receivers are the small devices attached to study ani-
mals. The satellites broadcast precise information about 
their locations in orbit and the times of  their transmissions. 
Because the transmissions travel at a constant speed, the re-
ceiver can precisely estimate the distance between itself  and 
the satellite by determining the time required for the signal 
to be received. By overlapping these distance estimates from 
at least 3 satellites, the receiver unit pinpoints its geographic 
location (Fig. 10.A1.4).
 The GPS network has global coverage, but vegetation, 
water, or geographic features can block satellite signals. Ob-
taining data from a tag remains an additional challenge that 
can affect the range over which animals are tracked. Archi-
val units require the tag be retrieved to manually download 
the data. Various remote download options also are avail-
able through satellite, cell phone, or ad-hoc networks. 
 Handheld GPS units can reach 10-m accuracy by averag-
ing multiple fixes and subcentimeter accuracy by correcting 
with a base station. Most animal-borne GPS collars are opti-
mized to save battery life by taking only one fix at a time. 
Thus, 20–200-m accuracy is more typical of  wildlife applica-
tions (Lewis et al. 2007). 

5. Platform Terminal Transmitters
If  a transmitter and receiver are in motion relative to each 
other, there will be an apparent shift in frequency. The satel-
lite based system uses this principal to locate Earth-bound 
platform terminal transmitters (known as PTTs). The satel-
lite system records the frequency of  multiple transmissions 
and compares them with the true transmitter frequency. 
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Based on the Doppler principal, with each transmission an 
ellipsoid of  possible locations can be drawn on the surface 
of  Earth. The intersection of  2 ellipsoids from successive 
transmissions provides 2 possible locations of  the animal 
many hundreds of  kilometers apart. One is the true posi-
tion, the other is known as the mirror location. There are a 
variety of  technical and biological ways to determine the 
true location. Location estimates with 2 transmissions are 
more accurate (Fig. 10.A1.5). 
 Satellites give global coverage, but they may have diffi-
culty detecting signals in regions with high levels of  electro-

Fig. 10.A1.4. As these 3 Global Positioning System (GPS) satellites 
orbit Earth, they send out radio signals that are detected by GPS 
receivers attached to animals. The amount of time it takes these 
signals to travel to the receiver can be used to estimate the distance, 
but not direction, and to estimate a circle of potential locations 
(black circles). The intersection of these circles from the multiple 
satellites approximates the true location of the GPS receiver.

Fig. 10.A1.5. A satellite moving over 
an earthbound transmitter will 
detect an apparent shift in the trans- 
mission frequency ( f ) as it moves 
toward and then away from the 
source—a phenomenon known as 
Doppler shift. The exact point of 
this frequency shift can be used to 
estimate the location of the earth- 
bound transmitter.

magnetic interference, such as Europe. In addition, PTT sig-
nals can be blocked by vegetation or steep terrain, especially 
for terrestrial animals. CLS Argos, the commercial company 
operating the satellite network, provides a quality ranking 
to help determine the accuracy of  each location. Highest 
quality locations come from the intersection of  at least 4 
ellipsoids. 

6. Global Location Sensing Units
The timing of  sunrise and sunset varies in unique and pre-
dictable patterns across the surface of  the earth, and this 
variation can be used to estimate a geographic position. 
GLS units are animal-mounted loggers that record time-
stamped daylight records and are then used to estimate geo-
graphic position based on light level. Tags can weigh as little 
as 1.4 g, contain a light meter, clock, data logger, and a small 
battery, and can archive light levels for many years. They 
must then be physically retrieved to download data and esti-
mate animal locations and movements. Logged light levels 
are used to infer the time of  sunset and sunrise for each day 
(Fig. 10.A1.6). The longitude can then be estimated based 
on the time of  local noon (or midnight), and the latitude 
can be estimated from the total length of  the day (combing 
sunrise and sunset times). 
 Light-level geolocation can be used globally, but errors in 
latitude increase around the solar equinox. Location accu-
racy is worse than for most other methods, because small 
errors in day length can lead to large errors in estimated lat-
itude. Errors can vary from 24 km to 1,043 km, but average 
200–400 km 
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APPENDIX 10.2. CONSIDERATIONS  
FOR VERY HIGH FREQUENCY 
RADIOTELEMETRY EQUIPMENT

VHF radiotelemetry systems are the most commonly used 
equipment for tracking wildlife. Researchers and practitio-
ners are presented with a wide array of  options that can 
make the selection of  the best materials for a particular study 
challenging. Each system, and each system component, has 
associated strengths and weaknesses. When selecting VHF 
telemetry equipment, biologists should consider the materi-
als in the context of  their investigation. In general, research-
ers should: (1) decide what type of  data is needed, (2) decide 
how accurate animal locations need to be to answer study 
questions, and then (3) select transmitters and receiver 
equipment. 

Transmitter Considerations
Several types of  transmitters are available, and each differs 
in performance and configuration. In general, smaller spe-

cies and birds require transmitters with minimized weights, 
which translates to shorter operational lifespan, lower trans-
mission power, longer pulse intervals, and reduced options. 
Larger study species can carry much more sophisticated 
equipment that can last multiple years and can transmit a 
range of  information from much greater distances.

Transmitter Weight
Smaller animals and birds are often limited in their ability to 
carry VHF equipment, simply because of  its weight and 
bulk. Researchers have previously recommended that trans-
mitters be 5% of  body mass for terrestrial animals and 3% 
for birds that travel long distances. These guidelines preclude 
the use of  VHF for some birds and small mammals, and 
for other species transmitters must be so light they have re-
duced lifespans or functionality. Some manufactures make 
transmitters weighing 0.3 g, but the smallest units have ba-
sic functionality, lifespans 1 month, and detection distances 
100–200 m.

Transmission Power
Many VHF transmitters can be constructed so they broad-
cast stronger or weaker signals. Stronger signals originate 
from more powerful transmissions that use more battery 
power. Thus, increased transmission strength also translates 
to larger batteries and heavier transmitters, or to a reduced 
transmitter lifespan. If  study animals are likely to move 
great distances or if  research occurs in heavy vegetation that 
might block radio signals, researchers should consider the 
benefits of  using more powerful transmission equipment.

Pulse Interval
Transmitters broadcast short pulses of  energy that are trans-
lated to toned beeps by receiving equipment. Transmitters 
can be manufactured to send out pulses more or less often. 

Pulse Interval Modulation (PIM)
Transmitters can be constructed with additional compo-
nents that expand their utility greatly when they are used on 
larger study animals. They can be made to transmit at shorter 
or longer pulse intervals, depending on activity, physiologi-
cal conditions, climate, or other data generated by sensors. 
Perhaps the most common use of  PIM is on transmitters 
with a “mortality mode” that broadcasts transmissions much 
more frequently after equipment remains motionless for ex-
tended durations.

Transmitter Antennas
Transmitters can be constructed with several different an-
tenna configurations. The most compact transmitters in-
clude a coiled antenna that is fully encapsulated and is most 
often used with internally implanted transmitters or those 
attached to bird leg bands. Loop antennas can be fitted into 
collars, which makes them useful for mammals or other ani-

Fig. 10.A1.6. Maps illustrating how the timing of light and dark 
periods can be used to estimate a location on Earth using light-level 
geolocation. The time of high noon (A) estimates longitude, 
whereas the exact times of sunrise (B) and sunset (C) estimate 
latitude.
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mals that might bite or pull at an external antenna. Whip 
antennas are the straight antennas that stand out from trans-
mitters, and they are the most commonly used because they 
transmit greater distances and provide a more uniform signal.

Antennas and Receivers
Unlike transmitters that must be attached to free-ranging 
animals, the choice of  receiving equipment is often driven 
more by costs and field conditions. Receiver systems can 
cost hundreds of  U.S. dollars to tens of  thousands of  dol-
lars. Similarly, receivers can weigh 1 kg, or they can be so 
heavy they are completely immobile. The basic features of  
VHF antennas and receivers are presented below.

Hand-Held Antennas
Observers can track study animals on foot when they are us-
ing small and light VHF receivers and antennas. The most 
commonly used hand-held antennas include loop, H, and 
Yagi antennas. The trade-off  among these antennas is one 
of  signal sensitivity and ability to detect transmission direc-
tion. In general, larger antennas with more elements are 
better at detecting a signal, so researchers who are attempt-
ing to use triangulation to estimate animal locations should 
use Yagi antennas with 3 or more elements.

Vehicle-Mounted Antennas
Vehicle-mounted antennas can be used to identify the gen-
eral location of  an animal, so that more precise methods 
can be subsequently employed, or they can be used to trian-
gulate more exact animal locations. Airplane-mounted Yagi 
antennas or omnidirectional whip antennas mounted to 
cars or trucks can be used to detect the presence of  study 
animals from great distances, but observers need to use 
more precise triangulation or homing techniques to obtain 
exact locations. When research occurs in areas with reason-
ably good road access or in flat locations, vehicle-mounted 
null-peak systems can be used to triangulate study animal 
locations. Some investigators have constructed real-time tri-
angulation systems that allow field observers to estimate an-
imal locations in real time with null-peak systems that inte-
grate antennas, digital compasses, GPS devices, and a laptop 
computers running triangulation software.

Antenna Tower Systems
Towers with fixed VHF antennas have been used to study 
movements of  animals across particular landscape features, 
such as coasts or islands, or animal movements within spe-
cific study areas. Tower-mounted antennas are most often 
fixed in a single direction, so at best, they can be used to 
make crude location estimates. However, towers are tall, so 
they can be used to detect signals from great distances, and 
they are extremely useful for investigations of  animal pres-
ence and absence.

Receivers
Most VHF receiver systems are relatively small, and nearly 
all of  them can be hand-carried. Further, the sensitivity of  
receiver systems seems to differ little between the largest 
and most expensive and the smallest and least costly. None-
theless, receivers can differ in price by a factor of  ten, and 
there are associated trade-offs. The more expensive systems 
tend to come with options for attaching automatic data log-
ging equipment, and for use with fixed antenna systems 
that constantly track animal movements.

APPENDIX 10.3. EQUIPMENT VENDORS  
AND DISTRIBUTORS FOR  
RADIOTELEMETRY EQUIPMENT 

The source of  much of  the following information is the Di-
rectory of  Biotelemetry Equipment Manufacturers (http:// 
www.biotelem.org/manufact.htm).

Advanced Telemetry Systems, United States
 http://www.atstrack.com
	 •	 	VHF	transmitters,	antennas,	receivers,	and	GPS	collars	

(store onboard with limited remote query)

Andreas Wagener Telemetrieanlagen, Germany
 http://www.wagener-telemetrie.de/
	 •	 VHF	transmitters,	antennas,	and	receivers

AVM Instrument Company, United States
 http://www.avminstrument.com
	 •	 	VHF	transmitters,	transmitter	refurbishment,	anten-

nas, and receivers

Ayama Radio Tracking, Spain
 http://www.ayama.com/
	 •	 	VHF	transmitters,	antennas,	and	receivers;	batteries;	

and accessories

Biomark, United States 
 http://www.biomark.com
	 •	 	Destron	and	Avid	passive	integrated	transponder	tags,	

implanters, readers, and portable and pass-through 
antennas

Biotrack, United Kingdom 
 http://www.biotrack.co.uk
	 •	 	VHF	transmitters,	antennas,	receivers;	GPS	collars	

(remote download via GSM, UHF, or Argos); and 
geolocators

BlueSky Telemetry, United Kingdom 
 http://www.blueskytelemetry.com
	 •	 	VHF	transmitters,	antennas,	and	receivers,	and	wildlife	

and livestock GPS collars (remote download via GSM 
or UHF)
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British Antarctic Survey, United Kingdom
 http://birdtracker.co.uk/
	 •	 Light-level	geolocators

Data Sciences International, United States
 http://www.datasci.com/
	 •	 	Short-range	(8	m)	data	logging	transmitters	and	

repeaters designed to monitor physiological param-
eters of  animals in a lab setting

E-obs Digital Telemetry, Germany
 http://www.e-obs.de/
	 •	 	Lightweight	GPS	tags	with	remote	data-download	

capabilities

E-Shepherd Solutions, United Kingdom
 http://www.e-shepherd.co.uk
	 •	 	Solar-powered	lightweight	GPS	data	loggers	and	

transmitters (remote download via bluetooth 
communication)

Environmental Studies, Germany
 http://www.environmental-studies.de
	 •	 	VHF	transmitters,	GPS	collars	(remote	download	via	

GSM, UHF, Argos or satellite phone), handheld GPS 
receivers, and collar refurbishment

ENSID Technologies, New Zealand
 http://www.ensid.com
	 •	 	Plastic	(food-safe)	passive	integrated	transponder	tags,	

implanters, and scanners designed for fish

Followit, Sweden
 http://www.followit.se/wildlife/
	 •	 	VHF	and	UHF	transmitters,	antennas,	and	receivers,	

and GPS collars (remote download via UHF, GSM, 
VHF, and satellite)

Holohil Systems, Canada
 http://www.holohil.com
	 •	 VHF	transmitters	only

Hydroacoustic Technology, United States
 http:// www.htisonar.com
	 •	 Acoustic	tags,	data	loggers,	and	receivers	

L.L. Electronics, United States
 http://www.radiotracking.com 
	 •	 VHF	transmitters,	antennas,	receivers,	and	accessories

Lotek Wireless, Canada
 http://www.lotek.com
	 •	 	VHF	transmitters,	acoustic	transmitters,	receivers,	

hydrophones, GPS collars (remote download via GSM, 
UHF, Argos, or Iridium), GPS handheld receivers, and 
geolocators 

Merlin Systems, United States
 http://www.merlin-systems.com
	 •	 VHF	transmitters	and	tranquilizer	dart	transmitters

Microwave Telemetry, United States
 http://www.microwavetelemetry.com/
	 •	 	Solar	and	battery	powered	PTTs,	GPS	enhanced	PTTs	

(remote download via Argos), UHF antennas, UHF 
receivers; specializing in avian and fish tags

North Star Science and Technology, United States
 http://www.northstarst.com
	 •	 	Solar,	battery	powered	and	GPS	enhanced	PTTs	for	

avian species, GPS collars (remote download via 
Globalstar), and Argos PTT locator

The Sexton Company, United States
 http://www.thesextonco.com
	 •	 Waterproof 	housing	for	Telonics	VHF	receivers	

Sigma Eight, Canada
 http://www.grant.ca/
	 •	 	Consumer-programmable	VHF	transmitters,	receivers,	

and antennas

Sirtrack Limited, New Zealand
 http://www.sirtrack.com
	 •	 	VHF	transmitters,	antennas,	and	receivers;	GPS	

enhanced PTTs (remote download via GSM or Argos), 
and GPS collars (remote download via GSM or Argos) 

Sonotronics, United States
 http://www.sonotronics.com
	 •	 VHF	and	acoustic	transmitters,	receivers,	and	antennas

Telemetry Solutions, United States
 http://www.telemetrysolutions.com 
	 •	 	GPS	collars	(remote	download	via	VHF	and	hand	held	

receiver) and standalone GPS pods for converting VHF 
to GPS collars 

Telenax, Mexico
 http://www.telenax.com
	 •	 VHF	transmitters,	antennas,	and	receivers
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Telonics, United States
 http://www.telonics.com
	 •	 	VHF	transmitters,	antennas,	and	receivers;	GPS	

enhanced PTTs; GPS collars (remote download via 
Argos); Argos receivers and antennas

TenXsys, United States
 http:// www.tenxsys.com
	 •	 	VHF	and	GPS	mammal	collars	(store	on	board	or	

Argos optional) and noise and nest monitoring devices

Titley Scientific, Australia
 http://www.titley.com.au
	 •	 	VHF	transmitters,	antennas,	and	receivers,	and	GPS	

collars (store on board only) 

Vectronic Aerospace, Germany
 http://www.vectronic-aerospace.com
	 •	 	VHF	and	GPS	collars	(remote	download	via	UHF,	

GSM, or Argos)

VEMCO, Canada 
 http://www.vemco.com
	 •	 	Acoustic	transmitters,	receivers,	hydrophones,	and	

data loggers

Wildlife Tracking Systems, United Kingdom 
 http://www.wildlifetracking.co.uk
	 •	 	VHF	transmitters,	antennas,	and	receivers;	specializing	

in falconry 

Wildlife Computers, United States
 http://www.wildlifecomputers.com
	 •	 GPS	transmitters	(remote	download	via	Argos)

Wildlife Materials, United States 
 http://www.wildlifematerials.com
	 •	 VHF	transmitters,	antennas,	receivers,	and	accessories

Ziboni Tecnofauna, Italy
 http://www.tecnofauna.it
	 •	 	VHF	transmitters,	antennas,	receivers,	and	accessories,	

and GPS transmitters (remote download via GSM)

ZoHa EcoWorks, Canada
 http://www.zohaecoworks.com
	 •	 	Official	distributor	of 	wildlife	telemetry	equipment	for	

Followit (see above) in North America; GPS collars 
(remote download via UHF, GSM, VHF, and satellite), 
and VHF antennas and receivers
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INTRODUCTION

CHAPTERS ON census methods in The Wildlife Society’s “techniques man-
ual” have exploded from 9 pages in the first manual (Wight 1938) to 48 
pages in the sixth manual (Lancia et al. 2005). This expansion is testament 

to the volume of  literature produced over the years on this subject, and it has not 
subsided since the sixth manual. Indeed, the subject has spawned a voluminous lit-
erature over the years, including many in-depth books (Caughley 1977; Seber 1982; 
Caughley and Sinclair 1994; Sutherland 1996; Krebs 1999; Thompson et al. 1998; 
Buckland et al. 2001, 2004; Borchers et al. 2002; Williams et al. 2002a) on this sub-
ject, leading us to ponder how to properly balance coverage of  the subject and our 
intended audience in a limited number of  pages. 
 This chapter differs from those in previous editions (Lancia et al. 1994, 2005) in 
that we have designed the chapter for use in an undergraduate wildlife techniques 
class. Our intent is to provide an overview of  the basic and most widely used popu-
lation estimation techniques. As pointed out by Lancia et al. (2005), there are sev-
eral possible approaches to writing a chapter dealing with population estimation 
that include (1) supplying a detailed treatment that focuses on statistical models 
and deriving estimators based on these models, (2) providing details on survey pro-
tocol design and actually applying different population estimation techniques, or 
(3) providing the conceptual basis underlying the various estimation methods. Lan-
cia et al. (2005) chose to do the latter. We have chosen the second approach, recog-
nizing, as noted by Lancia et al. (2005), that such an approach has limitations due to 
the diversity of  real-world circumstances and our inability to provide detailed in-
structions for all possible situations. As such, we do not present all variations of  the 
basic population estimation procedures, but rather provide citations for the rele-
vant literature and computer software where variations of  these estimators can be 
found. However, we believe that a more concise chapter using simple examples will 
provide a much needed introduction for students, while providing a reference for 
wildlife biologists and resource managers. 
 Here we provide an overview of  factors that should be considered before choos-
ing a method to estimate population abundance, the pros and cons of  using various 
methods, relevant literature, and available computer software, so the reader may 
make informed decisions based on their particular needs. For readers with a more 
quantitative background, literature citations provide access to more detailed cover-
age of  the topics discussed in this chapter.

Estimating Animal Abundance
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DEFINITIONS

As terms are used in this chapter, they are defined in rela-
tion to population estimation to help the reader understand 
the material in the chapter. Definitions are based on Over-
ton and Davis (1969), Caughley (1977), Cochran (1977), White 
et al. (1982), Verner (1985), Caughley and Sinclair (1994),  
Sokal and Rohlf  (1995), Sutherland (1996), Zar (1996), Thomp-
son et al. (1998), Krebs (1999), and Ott and Longnecker (2008).

Population Definitions

Population: A group of  animals of  the same species occu-
pying a given area (study area) at a given time.

Absolute abundance: The number of  individuals.
Relative abundance: The number of  individuals in a popu-

lation at one place and/or time period, relative to the 
number of  individuals in a different place and/or time 
period.

Population density: The number of  individuals per unit area.
Relative density: The density in one place and/or time 

period, relative to the density in another place and/or 
time period.

Population trend: The change in numbers of  individuals 
over time.

Census: A total count of  an animal population. 
Census method: The method (e.g., spotlight count) used to 

obtain data for an estimate of  population abundance.
Population estimate: A numerical approximation of  total 

population size.
Population estimator: A mathematical formula used to 

compute a population estimate calculated from data col-
lected from a sampled animal population.

Closed population: A sampled population in which births, 
deaths, emigration, and immigration do not occur dur-
ing the sampling period.

Open population: A sampled population that is not closed.
Population index: A statistic that is assumed to be related 

to population size.
Detection probability: The probability that an individual 

animal in a sampled population is detected. Synonyms 
include observability, sightability, catchability, detect-
ability, and probability of detection. 

Statistical Definitions
Parameter: An attribute (e.g., percentage of  females) of  a 

population. If  you know the parameters of  the popula-
tion, you do not need statistics.

Statistic: An attribute (e.g., percentage of  females) from a 
sample taken from the population.

Frequency of occurrence: The observed number of  occur-
rences of  an attribute relative to total possible number of  
occurrences of  that attribute (e.g., individual was observed 
on 4 of  5 spotlight counts).

Accuracy: A measure of  bias error, or how close a statistic 
(e.g., a population estimate) taken from a sample is to 
the population parameter (e.g., actual abundance).

Bias: The difference between an estimate of  population 
abundance and the true population size. However, with-
out knowledge of  the true population size, bias is un-
known.

Mean estimate: The average of  repeated sample population 
estimates usually taken over a short time period.

Precision: A measure of  the variation in estimates obtained 
from repeated samples. Precision can be measured by (1) 
range (difference between lowest and highest estimates), 
(2) variance (sum of  the squared deviations of  each n 
sample measurements from the mean divided by n – 1), 
(3) standard deviation (positive square root of  the vari-
ance), (4) standard error (the sample’s standard devia-
tion divided by √n

—
. It therefore estimates the standard 

deviation of  sampled means based on the population 
mean), and (5) confidence interval (probability that a 
given estimate will fall within n standard errors of  the 
mean; e.g., a 95% confidence interval would be ±2 stan-
dard errors).

Central Limit Theorem: A statistical theorem stating that 
for large sample sizes ( 30), the sampling distribution of  
any statistic (e.g., the distribution of  means obtained by 
repeated sampling of  the mean from the same popula-
tion) will be approximately normally distributed (form 
a symmetrical, bell-shaped frequency histogram). There-
fore, we can divide the normal curve for the sampling 
distribution of  means into sections represented by n stan-
dard deviations above and below the mean. When this is 
done, 68.26% of  the area lies within ±1 standard devia-
tion, and approximately 95% lies within ±2 standard de-
viations of  the mean. Accordingly, a 95% confidence in-
terval implies a range of  values within which 95% of  the 
estimated means would fall. Stated differently, there is a 
95% chance the true mean lies within ±2 standard errors 
of  the estimated mean, provided there is no bias in the 
estimate.

 Overton and Davis (1969), in the third edition of  Wildlife 
Management Techniques Manual, provided a pictorial presen-
tation (Fig. 11.1) of  the relationship between precision and 
accuracy that made them easy to visualize. The bull’s eye 
on the rifle target represents the true population abun-
dance. If  one were to fire 10 shots from a rifle, the 10 bullet 
strikes would represent the value of  each of  the 10 individ-
ual population estimates. The center of  the area circum-
scribed by these 10 shots would then represent where the ri-
fle is firing, on average, or the overall average estimate of  
population abundance. The distance from the center of  all 
shots fired to the center of  the bull’s eye represents bias, or 
the amount of  inaccuracy present during those 10 shots. 
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The spread of  the bullet strikes would represent precision 
of  the population estimates. Variance is used to measure 
precision; the smaller the spread, the smaller the variance 
and the better the precision will be. For perfect precision 
and perfect accuracy, all 10 shots would strike the bull’s eye 
(Fig. 11.1A). However, one can have poor precision, but 
still maintain overall mean accuracy if  the center of  the 
area circumscribed by the 10 bullet strikes falls on the bull’s 
eye, thereby giving a mean estimate equal to the true pop-
ulation abundance (Fig. 11.1B). In the same way, one can 
have poor accuracy with perfect precision if  all bullet 
strikes hit in 1 spot biased away from the bull’s eye (Fig. 
11.1C). The worst-case scenario would be to have poor ac-
curacy with poor precision (Fig. 11.1D). In the real world 
of  population estimation, one does not ever know where 
the bull’s eye lies; therefore, one can only measure preci-
sion of  the estimates.
 In practice, population estimates need to be at least pre-
cise to be useful. If  estimates can be replicated many times 
in a short time frame, precision can be increased. And, if  an 
estimator or method has good precision, it might be useful 
as an indicator of  population trend, even if  it is not accu-
rate. However, if  field conditions change (even during the 
same field season), precision may not increase (Rakestraw  
et al. 1998). Furthermore, using trend data to manage wild-
life populations can be problematic, as the basic assumption 
when using trend data is that nothing changes over time ex-
cept population abundance. So, although precision is easy to 
compute, in real wildlife populations the true population 
abundance is never known, and therefore accuracy cannot 

be computed. It can only be implied by the sum of  all evi-
dence at hand. As such, if  one needs information on popula-
tion abundance, accuracy is still paramount. Hence the 
warning precision is no surrogate for accuracy (Lancia et al. 
2005).

SURVEY DESIGN

The solution to obtaining a usable estimate of  abundance is 
to choose the right method (sampling and/or analysis tech-
nique) and to employ proper survey design or experimen-
tal design (scheme or plan used to obtain samples for abun-
dance or density estimation; see Chapter 1, This Volume). 
Both must be optimized for the particular circumstance and 
species to obtain precise (and hopefully accurate) popula-
tion estimates. Unfortunately, what may work well in some 
circumstances is useless in others. In addition, there are many 
combinations of  methods and survey designs to choose from, 
and these can differ by orders of  magnitude in their preci-
sion and expense. Likewise, there are many opportunities to 
encounter setbacks and failure. Hence, before any surveying 
is attempted, the wildlife manager should ask a number of  
questions:

1.  Have I reviewed the relevant literature on the species 
and/or method?

2.  Do I need an estimate of  density, or will an index of  
relative abundance suffice?

3. What methods are available that meet these criteria?
4. What is the extent of  the survey area?

Fig. 11.1. An analogy of precision and accuracy when estimating 
animal abundance or firing a rifle at a target. Note that in 
target C, shots are biased to lower left, and in target D, shots 
are biased to right. When estimating animal abundance, we 
rarely know in which direction our estimation may be biased 
(either low or high). Modified from Overton and Davis (1969).
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 5. Are there any limitations on where I can sample?
 6.  What are the experimental units from which sam-

ples will be drawn?
 7. How much precision is desired?
 8.  If  comparing areas or time periods, how small a dif-

ference must be detected?
 9.  Given the precision or difference to be detected, how 

much replication is required?
10. How much replication can I afford?
11.  What is the distribution of  the species to be surveyed?
12. How will the sample units be distributed?
13.  Will sample units be drawn with or without replace-

ment?
14.  Do I have the necessary equipment and infrastructure?
15.  Do I have sufficient funds to conduct the proposed 

survey?
16.  Is that money better spent on answering another 

question?
17.  Do I have the time required to complete the estimate?
18.  Do I have the expertise to collect and analyze the 

data, or is it available elsewhere?
19.  Are there other biologists and biometricians who 

can provide an independent review?
20.  Will I need a pilot study to answer any of  the above 

questions?

 Answering the above questions is absolutely necessary, 
the completion of  which should result in a project proposal. 
Note, the process is iterative and may require several at-
tempts to reach an optimum set of  conditions for your par-
ticular project. This is typically a good time to contact other 
biologists and/or biometricians for help, and at the very 
least to request an independent review of  your proposal 
prior to initiating any work.

Survey Extent
Population estimates typically occur over a defined spatial 
area, with the estimates representing a specific period of  
time. As simple as this idea may seem, it is imperative that 
you define the spatial and temporal extent of  the area over 
which inference is to be made. Answers to these questions 
will lay the foundation for the statistical analyses ahead and 
are integral to proper survey design. Integral to this design 
is an assessment of  any nonhabitat and/or nonaccessible ar-
eas (private property or dangerous conditions) that may af-
fect species and/or sample distribution. 

Experimental Units
Because of  the limits of  time and costs, a survey of  the en-
tire study area of  interest is usually not possible. Therefore, 
an experimental design is devised to select a portion of  the 
study area to be sampled (experimental units). By defini-
tion, experimental units are homogeneous and should be 
representative of  the population or treatment to which in-

ference is to be applied. Experimental units may be time  
periods, units of  space, groups of  animals, or an individual 
animal. It is from experimental units that samples units 
are drawn (replication). For example, if  mice in a cage are 
given a treatment in diet (e.g., food type A), the cage of  ani-
mals is the experimental unit, and mice in the cage are sam-
ple units. Likewise, if  we are comparing abundance among 
habitat units, the differing habitats are the experimental units, 
and each survey would be a sample drawn from each of  the 
habitats. In simple surveys, where a population estimate is 
to be obtained from a single entity with no treatments or 
controls, there is only one experimental unit.
 An experimental unit is the smallest entity to which a 
treatment can be randomly assigned (see Chapters 1 and 2, 
This Volume). If  the treatments are manipulative (applied 
by the experimenter), a randomization rule is used to en-
sure an unbiased assignment of  treatments to experimental 
units. If  the treatments are mensurative (categories of  time 
or space; Hurlbert 1984) or organismal (natural categories, 
such as age class or sex), the randomization rule ensures that 
experimental units are drawn randomly from each treat-
ment. Thus, proper experimental design helps minimize the 
effects of  uncontrolled variation, allowing you to obtain un-
biased estimates of  abundance and experimental error (vari-
ation among experimental units treated alike).

Sample Units and Sampling Design
Sample units are the entity from which measurements are 
obtained. Sampling units may be quadrats, transects, or points. 
Selection of  sample units from an experimental unit should 
be done using a probability sampling scheme, or sampling 
design, where every sample unit has some probability of  
being selected, and this probability can be accurately deter-
mined. Without some type of  randomization rule, there is 
no way to avoid discrimination or favoritism in sample unit 
selection, resulting in bias (inaccuracy) and unrepresenta-
tive estimates of  variance (precision) in the estimate of  
abundance.
 Several sampling designs exist to accommodate particu-
lar survey conditions (Cochran 1977). The most common 
sampling design is simple random sampling, where sample 
units are selected randomly to ensure that each sample unit 
has an equal probability of  being selected. You proceed by 
exhaustively subdividing the experimental unit into sample 
units, and then you may draw lots, flip a coin, roll dice, or 
use a random number table to select units to be sampled. 
During random sampling, sample units may be drawn with 
replacement (i.e., a sample unit is selected and then placed 
back into the pool of  possible sample units, where it may 
possibly be drawn again) or without replacement (i.e., sam-
ple units may be selected only once). Because sampling with- 
out replacement is more precise than sampling with replace-
ment, it is more commonly used in wildlife management 
(Caughley and Sinclair 1994).
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 Stratified random sampling is employed when there are 
implicit differences in sample units that need to be ac-
counted for in the analysis. For instance, differences in habi-
tat quality may produce localized differences in animal den-
sity, resulting in increased variance. To reduce variance, the 
area may be stratified by habitat quality, with sample units 
selected randomly from each habitat type. For example, a 
large survey has defined experimental units (areas of  homo-
geneous habitat) by physiognomy (grassland, forest, savanna, 
desert, etc.). But investigation revealed that controlled 
burns in each experimental unit created perturbations in the 
underlying physiognomic matrix (alterations in otherwise 
homogeneous experimental material). To account for the 
variability, experimental units are stratified into burned and 
unburned areas, and sample units are randomly obtained 
from each stratum.
 Systematic sampling (or systematic random sampling) 
is employed to reduce the amount of  effort (time or fuel) 
necessary to navigate among sample units. Systematic sam-
pling typically uses a random start point and the proceeds in 
an ordered fashion (e.g., a point grid where a sample is col-
lected every 200 m) until the entire area to be covered is 
sampled. It has the advantage of  ensuring thorough cover-
age of  area under investigation, but is susceptible to an ar-
ray of  problems (Cochran 1977), the most pernicious of  
which is the possible coexistence of  an unknown periodic 
variation in the population being sampled (Krebs 1999). The 
periodic fluctuation could match the frequency of  a system-
atic sampling design, resulting in a biased estimate with un-
representative precision (that is unknown to the user).
 Several nonprobabilistic sampling designs that may be 
used in error have been described in the literature (Cochran 
1977, Krebs 1999), such as accessibility sampling (sampling 
along trails or roads due to ease of  access; later called “con-
venience sampling” by Anderson [2001]), haphazard sam-
pling (without a plan, as the name implies), or judgmental 
sampling (selected as “typical” or “representative” on the 
basis of  subjective opinion). Even worse, some sample units 
may be selected because of  the greater opportunity to “see 
more animals,” despite the obvious bias that will result. Re-
gardless of  cause or origin, nonprobabilistic sampling de-
signs are likely to yield biased estimates with levels of  preci-
sion that are not representative of  the area of  inference, and 
they should therefore be avoided.

Sampling Intensity and Statistical Power
Sampling intensity is a concept that encompasses desired 
precision, statistical power, and the amount of  variability 
among the sample units. Determining the sample size re-
quired to achieve study objectives is a central question that 
must be addressed prior to the initiation of  work. If  the 
sample obtained is too big, valuable resources will be wasted 
obtaining excess precision that produces no change in out-
come or conclusions. More catastrophic is a sample size that 

is too small, as the information obtained may be incapable 
of  producing useful results, leading to incorrect conclu-
sions. Sampling intensity also is an ethical consideration. 
Studies with improper sample size exposes subjects (animals 
or humans) to risks when little (too many samples) or no 
(too few samples) gain in useful knowledge is possible. Lenth 
(2001) observed that for such an important and complex is-
sue, there was an alarming paucity of  published literature. 
Fortunately, most popular statistical packages (R [http://
www.r-project.org/], SPSS [http://www.spss.com/], SAS 
[http://www.sas.com], JMP [http://www.jmp.com/], and 
Statistica [http://www.statsoft.com/]) have the tools for sam-
ple size determination, and there a growing number of  re-
sources devoted specifically to the task, including books  
(Armitage and Colton 2005, Chow et al. 2008, Dattalo 2008, 
van Belle 2008, Julious 2010), standalone software packages 
(Thomas and Krebs 1997, Lenth 2001, Faul et al. 2007), and 
several online calculators (Lenth 2001).
 There are 5 interrelated components that influence sam-
ple size determinations and the conclusions you might reach 
from a statistical test in a research project. The logic of  sta-
tistical inference with respect to these components is often 
difficult to understand and explain (see Chapter 1, This Vol-
ume). Here we clarify the 5 components and describe their 
interrelationships 

1.  Significance level: The significance level is the odds 
the observed result is due to chance. This concept in-
cludes 2 components that define the types of  errors 
possible in statistical tests. Type I error is rejecting 
the null hypothesis when it is true, and the probabil-
ity of  committing this type of  error is controlled by 
the alpha level (α) of  the test (frequently α = 0.05). 
Type II error is failing to reject the null hypothesis 
when it is false, and the probability of  committing 
this type of  error is controlled by the beta level (β) of  
the test (frequently β = 0.05). The investigator should 
adjust the levels of  alpha and beta according to exper-
imental needs, being mindful of  the potential harm 
that may result from dogmatically applying “typical” 
or “established” probability levels.

2.  Power: Power is the odds that you will observe a 
treatment effect when it occurs. Defined another way, 
power is the probability of  rejecting the null hypothe-
sis when it is false, and it is controlled by adjusting 
beta (i.e., power = 1 – β). Increased power results in 
requisite increases in sample size, due to the relation-
ship between power and beta.

3.  Effect size: Effect size (d2) is the difference between 
treatments (e.g., in number of  animals seen) relative 
to the noise in measurements. Effect size expresses 
the magnitude of  difference between 2 sample means 
and therefore is the logical complement to the P-values 
generated from statistical hypothesis tests. Effect size 
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and the ability to detect it are indirectly related; the 
smaller the effect, the more difficult it will be to find, 
therefore requiring a larger sample size. The term “ef-
fect size” is sometimes used synonymously with 
“standardized difference.” Effect size can be written as 

 x̄1 – x̄2d2 = ————,
 s

  which scales the difference in population means 1 and 
2 (x̄1 – x̄2) by the standard deviation σ (Cohen 1988, 
van Belle 2008). Although it is useful to think in these 
terms, one should recognize the dangers of  formulat-
ing study objectives exclusively in terms of  effect size 
(Lenth 2001, van Belle 2008). For determining sample 
sizes, it is important to know the anticipated means 
and variances under the null and alternative hypothe-
ses for the entities being compared.

4.  Variation in the response variable: The sample vari-
ance (s2) or standard deviation (s) are often used to 
estimate variability in the parameter of  interest (e.g., 
population mean). The standard deviation is calcu-
lated as positive square root of  the sample variance: 

s = √s
—2 ,

 where the variance is 
 n

 ∑ (Xi
 – X̄)2

 i = 1 s2 = —————— .
 n – 1

  where Xi is 1 data point within a sample and X̄ is the 
mean of  all data points within the sample. Similar to 
the requirement to know the anticipated means for 
the entities being compared, to accurately determine 
sample size, we also must estimate the variance or 
standard deviation for the entities being compared. 
They are typically obtained from either the literature 
or a pilot study.

5.  Sample size: Sample size (n) is the number of  sam-
ples required to obtain the desired precision in an esti-
mate or the desired power in a hypothesis test. Larger 
sample sizes generally lead to parameter estimates 
with smaller variances, giving you a greater ability to 
detect a significant difference. Sample size is typically 
the variable being solved for in the planning stages, 
but it can be an input variable when you are attempt-
ing to estimate power. 

 For example, to determine the sample size required for 
comparing 2 populations with equal variance in a 2-tailed 
hypothesis (Lehr 1992, van Belle 2008): 

 2(z1 – α/2 + z1 – β)2

n = ————————— .
 x̄1 – x̄2 (———) s

When α = 0.05 and β = 0.20 (typical settings for these pa-
rameters in wildlife research), the corresponding critical val-
ues from a standardized normal probability table (z-values 
or z-scores) become 1.96 (z-score for α, the probability of  
committing a Type I error: z1 – α/2) and 0.84 (z-score for β, 
the probability of  committing a Type II error: z1 – β), re-
spectively. The z distribution is a normal or Gaussian distri-
bution with a mean of  0 and a standard deviation of  1. Stan-
dardized or z-values then represent deviations from the 
normalized mean in units of  standard deviation. The nu-
merator then simplifies to 15.68. Rounded up to 16 and sub-
stituted into the equation, it yields a useful rule of  thumb 
for calculating sample size (Lehr 1992, van Belle 2008): 

 16n = ——,
 d2

where 

 x̄1 – x̄2d2 = ————, s

the standardized difference, reflects the difference to be de-
tected between treatment means (effect size) divided by the 
standard deviation. 
 It is clear, the ideal experimental design would be one 
that minimizes the probability of  Type I and Type II errors 
while maximizing power, given the particular experimental 
constraints of  time and resources. Likewise, the above ex-
ample illustrates the 5 components that are necessary for 
determining sample size and conducting power analysis, are 
not independent. The usual objectives of  a power analysis 
are to calculate the sample size (5) required to achieve the 
desired power (2), given effect size (3) and sample variability 
(4), at a predetermined level of  significance (1). In studies 
with limited resources, the maximum sample size (5) will be 
known. In these instances, power analysis then becomes 
necessary to determine whether sufficient power (2) can be 
achieved with the known sample size (5), for the desired sig-
nificance values (1), sample means (3), and sample variances 
(4). The researcher can then evaluate whether the study is 
worth pursuing. As indicated above, there are many soft-
ware packages available for calculating sample size and power 
(Thomas and Krebs 1997, Lenth 2001, Faul et al. 2007, R De-
velopment Core Team 2008). Consult the user’s manual of  
the software package you are using to become familiar with 
these calculations. The goal is to achieve a balance of  com-
ponents that provides the maximum level of  power to de-
tect an effect if  one exists, given programmatic, logistical, 
or financial constraints on the other components. 

Proposal Generation and Independent Review
We began this section with a list of  questions that should be 
addressed when developing a survey design. By answering 
these questions, the researcher should have gained sufficient 
understanding of  the task at hand to finalize the process 
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with a research proposal. Although many view the writing 
of  a research proposal as an unnecessary formality, we be-
lieve that it is an essential part of  wildlife management. The 
steps required to gather the information necessary to write 
a research proposal forces the investigator(s) to assess the 
various parameters that will ultimately determine the suc-
cess, or failure, of  a project. The written proposal then rep-
resents the investigator’s understanding of  the problem at 
hand, as well as the resources and methods believed to pro-
vide the solution, given any limitations. As such, the pro-
posal conveys all the information necessary for an indepen-
dent review. The independent review provides a critique of  
the survey design, either confirming a sound design or pro-
viding the information necessary to improve on the existing 
knowledge. Therefore, the independent review serves as  
either the starting point of  a new iterative loop through the 
whole process or the conclusion of  the survey design phase. 

METHOD CATEGORIES  
AND CONSIDERATIONS

Animal survey methods have developed over time, building 
on established knowledge and growing in sophistication. 
They can be broadly categorized as census methods or esti-
mates derived from sampling, and they are further subdi-
vided by complete or incomplete detection in samples (Fig. 
11.2). Early methods focused on complete census of  a given 
population. For animals that were elusive or otherwise diffi-
cult to census, methods were developed to census animal 
indices. Indices were typically based on cues or other by-
products of  animal activity (fecal pellets, nests, burrows, 
tracks, calls, scrapes, etc.) that were believed to be propor-
tional to animal abundance or density. At the same time, 
methods were developed for obtaining trends or abundance 
estimates from exploited populations. Later, methods capi-
talized on existing methodology and attempted to estimate 
abundance by obtaining complete counts from sample ar-
eas. Finally, because it was impossible to ascertain whether 
a complete count had been obtained (i.e., to prove a nega-
tive: “no animals were missed”), newer methods of  esti- 
mation were developed utilizing incomplete counts from 
sample areas. It is through this general classification (modi-
fied from Lancia et al. 2005) that we introduce the basic 
methodology of  estimating animal density and/or abundance 
(Fig. 11.2). 

Considerations
As noted above, the breadth and depth of  the subject of  
abundance estimation for animal populations spans many 
methods. The combination of  method and survey design 
then, in turn, dictates how samples may be combined to es-
timate means and variances. Chapters 1 and 2 (This Vol-
ume) should be consulted for more in-depth discussions of  
experimental design and analysis of  data. We intend to pro-

vide a basic overview of  methods available for consideration 
in each category for assessing animal abundance, providing 
simple examples from historical methods and references  
for further investigation. We begin by re-emphasizing 2 fac-
tors that must be considered due to their impact on preci-
sion and accuracy of  methods: distribution of  the target 
species relative to the distribution of  samples and detection 
probability.

Species Distribution
Attempts to manage populations using indices (counts be-
lieved to be related to abundance) and complete counts 
(census) revealed the analytical and practical limitations of  
these methods. As the size of  the area to be surveyed in-
creased, practical limits on available resources were reached, 
forcing investigators to derive methods for obtaining esti-
mates from samples. Similarly, development of  methods for 
obtaining estimates from samples revealed the importance 
of  sample distribution in relation to species distribution. Re-
sources, and therefore wildlife, are not randomly distributed, 
which can create bias in estimates of  animal abundance. 
Problems arise when animal distributions are clumped, or 
when the distribution of  samples correlates with the under-
lying distribution of  animals to be sampled. Appropriate 
survey design is almost always the key component in allevi-
ating this problem, with random sampling or stratified ran-
dom sampling the most common remedy. Although avoid-
ing the problems resulting from nonrandom distribution of  
either samples or species is a requisite for obtaining precise 
and accurate estimates of  abundance, defining or describing 
the underlying distribution of  animal abundance is some-
times a necessary objective (Pielou 1974, Cochran 1977, Dig-
gle 1983, Greig-Smith 1983, Ludwig and Reynolds 1988, Rip-
ley 2004). Regardless, we again warn that it is prudent to use 
probabilistic sampling as the easiest alternative for avoiding 
unforeseeable problems in obtaining estimates.

Detection Probability
Most animal survey methods do not observe all individuals 
in the population. Generally, the probability of  seeing or 
trapping an individual animal over a given area is 1. Sam-
pling design and detection probability are major concerns 
when estimating animal abundance. Usually, one assumes 
that detection probability is similar across all sampling ar-
eas; however, this assumption is not always true, and there 
may be different detection probabilities for different sampling 
units. Estimators for these cases take this variation into con-
sideration (Thompson 2002a, Skalski 1994). Lancia et al. 
(2005) noted that considerable effort in development of  abun-
dance estimators has involved ways to estimate detection 
probability.
 Conroy and Nichols (1996), Pollock et al. (2002), and 
Lancia et al. (2005) noted there are 3 basic approaches used 
in attempts to deal with variation in detection probability in 
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surveys. The first is to use standardized methods when 
conducting the surveys. All potential sources of  variation in 
detection probability that are under the control of  the inves-
tigator should be kept constant (methods, effort, observer 
experience, weather, etc.). 
 The second involves use of  covariates in analyses of  sur-
vey statistics. If  exogenous variables, such as weather condi-
tions or observer identity, account for most of  the variation 
in detection probability, models can be developed for esti-
mating change in population size as a function of  the rele-
vant exogenous variables (Overton and Davis1969; Craig  
et al. 1997; Link and Sauer 1997, 1998, 2002). Lancia et al. 
(2005) stressed that covariates selected for use in model- 
ing cannot be associated with both detection probability and 
true abundance. They used the example of  vegetation type, 
because it can affect detection probability, and it also can  
influence abundance. Therefore, using vegetation type as  
a covariate affecting detection probability would not be 
appropriate. 
 The third approach is to recognize that detection proba-
bility is not constant over space or time, and that not all 
exogenous variables can be measured, modeled, or even 
perceived. This idea leads to implementation of  methods 
that permit direct estimation of  detection probability. Of  
the 3 methods, Lancia et al. (2005) believed this approach 
was the only one that was scientifically defensible, and they 
recommended that developers of  future surveys and moni-
toring programs utilize this approach. Despite this recom-
mendation, index use is common in wildlife surveys and 

monitoring programs throughout the world (e.g., Thomp-
son et al. 1998). 

INDICES

Most indices collect frequency (number of  individual ani-
mals or animal sign) information along transects, at quad-
rats, or points. Examples of  index methods include the 
number of  animals seen per kilometer of  road, the number 
of  animals present per night at a waterhole, fecal pellets per 
quadrat, and nest or burrow counts per kilometer of  tran-
sect. Similarly, a frequency of occurrence index only col-
lects presence or absence data. A frequency of  occurrence 
index is based on the proportion of  sample units (e.g., scent 
stations) that contain at least 1 animal or animal sign (Scat-
tergood 1954, Caughley 1977, Seber 1982). However, Seber 
(1982) noted that a population with a highly clumped distri-
bution will yield a lower frequency of  occurrence index 
(proportion of  quadrats with at least 1 animal) than a popu-
lation of  similar density with a more uniform or random 
distribution. 
 A density index can be defined as any measure that cor-
relates with density (Caughley 1977:12). Indices are used 
most often because of  perceived savings in cost, time, and/
or labor. Indices differ from population estimation methods 
in that only relative abundance or relative density can be de-
rived from the indices. Data are usually presented as deer/
km, rabbit pellets/m2, or birds/point. Indices can be used to 
compare animal numbers between treatment and control 

Fig. 11.2. The relationship among 
population estimation procedures.
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areas (e.g., disked with nondisked areas) or to compare the 
same area over time, based on the assumption that nothing 
changes except the relative abundance of  the animal being 
studied. The probability of  catching, counting, or otherwise 
detecting an animal in sample units from 2 areas or time  
periods being compared should be similar. If  indices are em-
ployed, they should be standardized as to season, time of  
day, weather conditions, habitat, and observer experience. 
For multispecies surveys, detection probability will vary with 
species. Such factors as group status, reproductive cycle, sex 
and age ratios, and population density also will affect detec-
tion probability. For aquatic species, water level, water tem-
perature, and moonlight also affect detection probability.
 Data obtained from indices (e.g., relative abundance) are 
correlated with abundance in some unknown manner. Stan-
dardizing methods and using covariates in an analysis can 
address some sources of  variation in index surveys (Lancia 
et al. 2005). However, as noted by Lancia et al. (2005), other 
factors that affect detection cannot be handled in these ways 
or may not even be identified. They recommended caution 
and skepticism when using and interpreting indices, and 
they preferred that all indices include an estimate of  detec-
tion. There are only 2 ways to obtain the relationship of  an 
index to population abundance: (1) estimate detection prob-
ability or (2) estimate population abundance and “calibrate” 
the index (Caughley 1977, Lancia et al. 2005). However, it 
should be apparent that if  an estimate of  population abun-
dance can be obtained, there may be no need to do the in-
dex survey. We are of  the opinion that a calibrated index 
would only be applicable for the time and place it was done, 
as conditions typically change over time and for difference 
areas. Therefore, we will go a step further and recommend 
that all indices include an estimate of  detection probability, 
and if  possible, only population estimation procedures 
should be used to obtain animal abundance data. Most in-
dex surveys can be readily modified to provide information 
needed in a population estimation procedure. For example, 
live catch per unit effort (an index) could be easily modified 
for a mark–recapture population estimation procedure, or 
deer seen per kilometer could be easily modified for a line-
transect population estimation procedure. Regardless, given 
the advances in sampling methodology, there are relatively 
few circumstances where index could not be adequately re-
placed by a more quantitative method.

CENSUS OR TOTAL COUNTS

In few situations are total counts possible. Total counts may 
be possible for the number of  deer in a small paddock or 
maybe the number of  elephants in a small pasture. But for 
wild populations, it is seldom possible for wildlife managers 
to obtain a total count of  animals in a give study area. As 
sample area increases, animals are inevitably missed. If  it is 
possible to obtain a total count, then no descriptive statistics 

are needed nor apply. The data obtained are not a sample, 
but an enumeration of  the whole population (i.e., no vari-
ability is present, because you counted them all). Total 
counts are assumed to be accurate and can be used to cali-
brate (i.e., estimate probability of  detection) extensive field 
surveys (Lancia et al. 2005). Total counts on small areas can 
be derived from intensive surveys (Tilton et al. 1987), from a 
known number of  marked individuals, or by other inge-
nious means (Kuvlesky et al. 1989). Several methods (pre-
sented below) have been purported to produce accurate 
population counts in some circumstances. However, we warn 
investigators there is always a possibility that an unknown 
number of  animals will be missed (e.g., nonsinging male 
birds in a spot-mapping survey). When this occurs, there are 
no means to detect bias or assess the precision of  the sam-
ple. So, although the methods listed below are in this sec-
tion on total counts, in most cases, data resulting from these 
methods should viewed skeptically and probably should be 
considered indices rather than total counts.

Drive Counts
Drive counts occur over limited areas where “beaters,” or 
herders, drive animals into an enclosure or past counters to 
count total animals in the study area. The method works 
best with large, easy to detect animals, such as deer. Drivers 
remain in sight of  one another at all times (to prevent ani-
mals from escaping unseen between observers), spaced 
along a line, and sweep across an area with well-defined 
boundaries. In the best case scenario, the area would be sur-
rounded by a high fence or water (Tilton et al. 1987). If  not, 
additional observers are placed along the boundaries to 
count animals that move in or out of  the census area. All 
observers count only those animals that move past them on 
their right side (this practice eliminates double counting). 
The census is the sum of  the number of  animals moving 
out of  the area or back through the line of  drivers, minus 
any moving into the area ahead of  the drivers.
 McCullough (1979) compared drive counts with popula-
tion estimates reconstructed from the age of  death of  indi-
viduals in the population. At low densities, drive counts un-
derestimated the true population, and at high densities, they 
overestimated the true population. Errors could be as large 
as 20–30%. Thus, drive counts are probably best viewed as 
an index of  population size. 

Aerial Photography
Low altitude photography of  flocks of  birds (or other groups 
of  animals) is often used as a census technique. The entire 
assemblage of  animals is photographed and later counted to 
give a complete census. However, it is often difficult to as-
certain whether all individuals are visible (e.g., some diving 
ducks may be under water) to be photographed, and errors 
in counting undoubtedly are made (Bajzak and Piatt 1990). 
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Spot Mapping or Territorial Mapping
Spot mapping involves plotting locations of  individual birds 
that are seen or heard on a gridded map during repeated 
visits to a study area. The technique is most suited to birds 
that regularly sing or call in exclusive territories. Floaters 
(i.e., nonterritorial birds) and young of  the year are usually 
not surveyed by this technique. The combined data reveal 
clusters of  locations, assumed to represent centers of  activ-
ity for individual territories during the breeding season. The 
total number of  clusters in the study area equals the num-
ber of  clusters completely inside the area plus the sum of  
fractional parts of  clusters on the boundaries. Total number 
of  birds is estimated by multiplying the number of  clusters 
by mean number of  birds per cluster, which is normally 2, 
assuming that birds breed in pairs.
 Assumptions of  the method (Verner 1985, Bibby et al. 
2000) are: (1) populations are constant, and birds remain in 
exclusive spaces or territories during the sampling period; 
(2) birds in territories produce cues frequently enough to 
permit repeated location on successive observational visits; 
(3) estimated proportions of  territories along boundaries 
are accurate; (4) the estimated mean number of  birds repre-
sented by each cluster is accurate; and (5) observers are 
skilled, record data accurately, and are consistent. Verner 
and Milne (1990) provided evidence that spot mapping re-
sults should not be considered to be complete counts, as  
results can vary among observers (Best 1975, O’Conner and 
Marchant 1981) and map analysts. At best, spot mapping 
yields an index.

Total Mapping of Bird Territories
This approach is similar to spot mapping, except breeding 
birds are first trapped and color banded, prior to surveys to 
delineate territories. This practice facilitates the identifica-
tion of  individuals. Verner (1985:266) believed that, when 
thoroughly executed, total mapping was probably the most 
accurate method of  estimating population density of  breed-
ing birds. He also believed the method should be used as a 
standard for evaluating the accuracy of  other methods of  
estimating bird density. However, Bibby et al. (2000:42) noted 
this method only estimates the population of  relatively con-
spicuous birds holding territories, not floaters (i.e., non-
territorial birds) or transients. Assumptions are the same as 
for territorial mapping (described above).

COUNTS ON SAMPLE PLOTS (FIXED AREA)

It may be possible to obtain complete counts of  animals on 
sample units of  limited area within some larger area of  in-
terest. The sample units must be suitably sized relative to 
the organism being considered, to ensure that a complete 
count is obtained. The area being counted is fixed in terms 
of  length and width prior to the start of  the survey. Because 
all individuals are counted, there is no variation associated 

with the density or number of  animals seen on the sample 
plots (unless counts on each sample plot are replicated). In-
stead, only geographic (plot to plot) variation is a concern. 
The mean density from all sample plots is then extrapolated 
to the entire study area, giving an estimate of  average den-
sity and/or population abundance for the area of  inference. 
This basic sampling method has been modified to use  
sample units of  various shape (quadrats, strips, plots, etc.) 
and size, depending on circumstance and target species. We 
refer the reader to Caughley and Sinclair (1994) for their  
excellent illustration of  the advantages and disadvantages  
of  sampling with replacement versus sampling without re-
placement, and transects (long, narrow rectangles) versus 
quadrats (squares). Here we focus on simple estimates de-
rived from sampling units of  equal size. We provide exam-
ples for strip and point counts. We again warn investigators 
of  the possibility that an unknown number of  animals may 
be missed in some or all sample units, resulting in negatively 
biased estimates of  population size and/or density.

Strip Counts
This method is the one of  the most commonly used to mea-
sure density. The counting unit is a strip or transect, which 
is merely a long, narrow rectangle of  fixed area. Transects 
are randomly placed across the grain of  the topography and 
landscape. Transect lines can be traversed on foot or horse-
back, by truck or boat, or in a helicopter or airplane. The 
classic strip census uses a preset distance (0.5-strip width) on 
each side of  the transect line, and then only those animals 
within this predefined distance are counted. Animals ob-
served outside this distance are not counted, and it is assumed 
that all animals in the strip are counted with certainty. If  
these assumptions are valid, the population abundance can 
be estimated using any of  the simple population estimators 
(Cochran 1977, Krebs 1998, Caughley and Sinclair 1994) for 
samples of  equal area, samples of  unequal area, or sampling 
proportional to size. Here we illustrate the calculations of  
density and abundance from strip counts of  equal area, sam-
pled with and without replacement. Density is calculated as 
the ratio of  the sum of  counts to the sum of  strip areas (see 
below for variable definitions):

 ∑xiD =  ———.
 ∑a

The density obtained on the sample strips is then multiplied 
by the size of  the study area (area of  inference) to obtain 
populations size:

N = DA.

By combining the 2 formulas, we obtain the simple strip abun-
dance estimator:

 A∑xiN =  ———.
 2Lwns
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The variance is obtained from the strip counts using 

 (∑xi
)2

 ∑xi
2 – ——— nssx

2 =  ———————.
 ns – 1

The strip count standard error is then 

 sx
2

SEX̄
 =   —. √  ns

The variance of  the population estimate when sampling with 
replacement (SWR) is 

 (nt)2

sN
2 = —— sx

2, ns

where nt is the total number of  samples possible on the area 
of  inference (calculated by A/a). The variance of  the popula-
tion estimate when sampling without replacement (SWOR) is 

 (nt)2 nssN
2 = —— sX̄

2(1 – —). ns nt

Here the added term (finite population correction) reduces 
the variance of  SWOR relative to SWR by 1 minus the pro-
portion of  the area sampled (i.e., the number samples taken 
over the total number of  samples possible on the area of  infer-
ence). The standard error of  the population estimate is then

SEN = √S
—

EX̄ .

Finally, we obtain the 95% confidence interval from

95%CI = N ± ta,df  (SEN
),

 where N = population abundance
 D = density of  animals in strips
 A = area of  inference (study area)
 a = area of  each strip (L × 2w)
 xi = number of  animals seen on transect i
 w =  preset 0.5-strip width (sample area on 

each side of  transect line)
 L = length of  transect
 ns = number of  samples (strips)
 nt = total possible samples (A/a) in study area
 s2 = sample variance
 t =  Student’s t for the desired alpha (α) and 

degrees of  freedom (df = n – 1)
 SE = standard error
 x̄ =  mean number of  animals seen on all 

transects
 95%CI = 95% confidence interval

Example: We wish to estimate the number of  grouse on a 
2-km2 study area. We utilize 5 counting strips, each 100 m in 
length with a preset sighting distance of  10 m (0.5-strip width). 
We divide the study area into strips and select 5 to survey 
using a random number table. We count each strip, flushing 
a total of  15 grouse (xi 

= 4, 3, 3, 2, and 3). The total possible 
number of  samples of  this size is 1,000 (nt = A/a). There-

fore, the estimated population abundance would be calcu-
lated as follows: 

 (2 km2)(15)
N = —————————— = 3,000.

 (2)(0.1 km)(0.01 km)(5)

The strip count variance (s2 = 0.50) is then used to obtain 
the strip count standard error (SEX̄ = 0.7071). The variance 
of  the population estimate when SWR is then

 (1,000)2

sN
2 = ———— (0.50) = 100,000, 5

and the standard error of  the population estimate when 
SWR is 

SEN
 = √100,000 = 316.23.

We can then calculate the 95% confidence intervals when 
SWR as

95%CI = (±2.776)(316.23) = ±877.85.

The population estimate, ± 95%CI when SWR, is 3,000 ± 
878 grouse. If  we had obtained the counts by SWOR, the 
population estimate would remain the same, but the vari-
ance of  the population estimate would change:

 (1,000)2 5
sN

2 = ——— (0.50) (1 – ———) = 99,500.
 5 1,000

The standard error of  the population estimate would become

SEN
 = √99,500 = 315.44,

and the resulting 95% confidence interval would be

95%CI = ±(2.776)(315.44) = ±875.66.

The population estimate, ± 95%CI when SWOR, is 3,000 ± 876 
grouse. The increased precision reveals the additional infor-
mation obtained from n unique samples using SWOR over 
the possible redundant information contained in repeated 
samples gathered using SWR. Regardless, we would report 
the population estimate as N ± SE (e.g., 3,000 ± 315.44 grouse), 
which would allow other investigators to derive confidence 
intervals of  their choice from the data.

Point Counts
Point counts are typically used to estimate bird density. An 
observer proceeds to a sample point and might, or might 
not, allow a rest period of  specified duration for equilibra-
tion of  bird activity (Reynolds et al. 1980). The observer 
then detects (by both sight and sound) birds for a specified 
count period within a preset distance (radius) from the 
point. Although it is generally assumed that all birds are de-
tected within the sample radius, this assumption is typically 
false unless the preset radius is quite small or the target spe-
cies is quite conspicuous. Therefore, unless complete counts 
are certain, point counts should be considered as an index to 
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relative density. If  the assumption is reasonable, then esti-
mation proceeds similar to strip transect counts (described 
above), differing only in the form of  the equation for the 
simple population estimate: 

 A∑xiN =
 
———,

 npr2

 where N = population abundance
 A = area of  study area
 xi =  number of  birds seen within a fixed radius r 

of  point i
 n = total points sampled
 p =  pi (ratio of  the circumference of  a circle to its 

diameter)
 r = preset radial distance

Example: A survey consisting of  10 random points, each 
with a fixed radius of  50 m, is conducted on a 2-km2 study 
area. Surveyors count 50 birds. The estimated population 
abundance would be calculated as follows: 

 (2 km2)(50)
N = —————————— = 1,273.24.

 (10)(3.1416)(0.050 km)2

The sample variance (sx
2), population variance (s

n
2), and pop-

ulation standard error (SEn) are calculated using the strip 
count equations for SWOR. We then obtain a point count 
variance of  0.6667, a population variance of  4,238.13, and 
population standard error of  65.1. Our calculated 95%CI is 
then ±147 birds. Therefore, the population estimate (±95%CI) 
for the study area is approximately 1,910 ± 107 birds. We 
would report the population estimate N ± SE (e.g., 1,273 
± 65 birds), which would allow other investigators to derive 
confidence intervals of  their choice from the data.

Sample Units of Unequal Area
Samples units of  unequal area require an average density to 
be calculated from all units sampled, as indicated in the dis-
cussion of  strip counts (above). The average density (D) is 
then extrapolated to the survey area using N = DA. How-
ever, the formulas for SWR and SWOR differ for samples of  
unequal area (Krebs 1998):

 (nt)2

SWRs2
N = ———— [∑xi

2 + D2∑ai
2 – 2D∑(xiai)] ns(ns – 1)

 nt(nt – ns)
SWORs2

N = ———— [∑xi
2 + D2∑ai

2 – 2D∑(xiai)], ns(ns – 1)

 where xi = count from sample i
 ai = area of  sample i
 ns = number of  samples taken
 nt = total number of  samples in study area
 D = average density from the samples

Example: We wish to estimate the number of  grouse on a 
2-km2 study area. From a total of  784 possible transects, we 

selected 10 counting strips without replacement. Each strip 
had a different length, but each was surveyed with a preset 
sighting distance of  10 m (0.5-strip width) on each side of  
the centerline. We counted each strip, flushing a total of  50 
grouse, with the counts (x) and area (a) of  each strip recorded. 
There are 784 possible transects on the study area. The esti-
mated population abundance would be calculated as follows: 

 50D = —————  1,960.8
 0.0255 km2

and

N = (1,960.8)(2) = 3,922.

The variance of  the population estimate (SWOR) would be 
calculated as

 784(784 − 10)
SWORs2

N = —————— [256 + (1,960.8)2(0.00006681) – 
 10(10 − 1)

 (2)(1,960.8)(0.1305)] = 7,403.4.

Using the equations for strip counts, we obtain a population 
standard error (SEN) of  86.0. Our calculated 95%CI is then 
±229 birds. Therefore, the population estimate (±95%CI) for 
the study area is approximately 3,922 ± 107 birds. Again, we 
would report the population estimate N ± SE (e.g., 3,922 
± 86), which would allow other investigators to derive confi-
dence intervals of  their choice from the data.

Sampling with Probability Proportional to Size
Large study areas are seldom homogeneous with respect to 
resources, species density, or detectability. When this variabil-
ity occurs, stratification is used to divide the area into units of  
similar composition. As a result, the units to be sampled are 
often of  unequal size. In these circumstances, one may em-
ploy sampling with probability proportional to size (PPS), 
where the probability of  a sample being selected is propor-
tional to the size of  the various units being sampled. The PPS 
method may be used with equal or unequal sized sampling 
units. Although the PPS method is unbiased and ideally 
suited for sampling irregular experimental units of  differing 
size, it is limited by design to SWR. Thus, Caughley and Sin-
clair (1994:202) recommend the method be limited to circum-
stances where sampling intensity is 15%. 
 Sampling using the PPS method requires the density to be 
calculated for each sample, with the average density and vari-
ance of  the density estimates (sD

2; calculations are the same as 
sample variance for strip counts above, except they use the 
density for each sample rather than the count for each sam-
ple) to be calculated from all units sampled. The average den-
sity (D) is extrapolated to the survey area using N = DA. How-
ever, the formula for calculating the variance of  the total 
population differs for PPS estimates (Krebs 1998):

 (A)2

PPSs2
N = —— s2

D, ns
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 where A = total study area size
 ns = number of  samples selected
 D = average density from the samples
 s2

D = variance of  sample densities

Example: We wish to estimate the number of  grouse on a 
2-km2 study area consisting of  3 vegetation types. We selected 
10 samples using sampling PPS. Each strip was 100 m in 
length with a preset sighting distance of  10 m (0.5-strip 
width) on each side of  the centerline. We counted each 
strip, flushing a total of  50 grouse (xi = 4, 5, 6, 6, 4, 5, 5, 5, 4, 
6). Densities for each sample were calculated (di in birds/
km2 = 2,000, 2,500, 3,000, 3,000, 2,000, 2,500, 2,500, 2,500, 
2,000, 3,000), yielding an average density of  2,500 grouse/
km2, with a variance (s2) of  166,667. The estimated popula-
tion abundance (N = DA) was 5,000 birds. The variance of  
the total population was calculated as follows:

 (2)2

PPSs2
N = —— 166,667 = 66,667.

 10

The standard error of  the population estimate (SEN) was 
258, with a 95%CI of  ± 687 birds. We would report the pop-
ulation estimate as N ± SE (e.g., 5,000 ± 258 birds), which 
would allow other investigators to derive confidence inter-
vals of  their choice from the data. 

COUNTS ON SAMPLE PLOTS  
(ESTIMATING AREA)

Considerable attention was given to conducting sample counts 
prior to 1980. In particular, methodology began to center 
on methods that would allow an accurate estimate of  sam-
ple area to be obtained from counts without preset strip 
widths. The thoughts of  the day, summarized by Eberhardt 
(1968), stated that precision was proportional to the square 
root of  the number of  animals seen, and therefore efforts 
should be focused on methods that would allow all sightings 
to be used. Sightings were expensive to obtain, particularly 
when many were discarded for being outside the sample 
frame. The basic solution had several forms, but each at-
tempted to determine the sample area congruent to the area 
over which counts were obtained. 
 The King method (Leopold 1933, Buckland et al. 2001) 
used the average radial distance to all observed animals to 
estimate the strip width used in the calculations of  animal 
abundance. Kelker (1945) used perpendicular distances to 
generate a histogram, and from the histogram subjectively 
determined the strip width over which all animals were likely 
detected. Hayne (1949a) developed the first widely recog-
nized line-transect density estimator with a solid mathemat-
ical foundation (Buckland et al. 2001), based on the sighting 
distances and angles to flushed birds. Hahn (1949) used visi-
bility measurements, periodically taken perpendicular to the 
transect line, to estimate the area over which deer were 

counted. Density estimates were then based on all detected 
animals, using average visibility as the estimate of  strip width. 
Robinette et al. (1974) compared the accuracy of  these and 
6 other early line-transect methods, noting that only the 
King and Kelker methods showed promise.
 We group these methods together based on use of  sight-
ing distances to estimate sample area. We refer to this type 
of  distance sampling as traditional distance sampling. As 
modern distance sampling has superseded these methods, 
we provide only the estimators and no examples.

Hahn Method
The Hahn (1949) method is still commonly used to estimate 
population density. It is very similar to the strip method ex-
ample provided above, differing only in the use of  distances 
to estimate the strip width defining the sample area. Tran-
sects are randomly placed across the grain of  the topogra-
phy and landscape, and they can be traversed on foot, on 
horseback, or by vehicle. Estimates of  maximum visibility 
are made periodically (e.g., every 200 m) on both sides of  
the transect, with maximum visibility defined as the maxi-
mum distance an observer could see a target animal perpen-
dicular to the transect at each point. The Hahn estimate of  
population abundance is calculated as

 A∑xiN =
 
———, 2Lv

 where N = population abundance
 A = area of  study area
 xi = number of  animals seen on transect i
 v =  the 0.5-strip width determined by average 

visibility measurements
 L = total length of  all transects

King Method
The King method (Leopold 1933, Buckland et al. 2001) used 
the average radial distance from all observed animals to esti-
mate the 0.5-strip width to be applied in the calculations of  
density or abundance. Thus, it is similar to the Hahn method:

 A∑xiN =
 
———, 2Lr̄

 where N = population abundance
 A = area of  study area
 xi = number of  animals seen on transect i
 r̄  =  the 0.5-strip width determined by average 

sighting radius
 L = total length of  all transects

Hayne Method
The Hayne (1949a) method was commonly used to estimate 
population density of  flushing birds. The method assumed 
there was a fixed flushing radius for each bird species and 
habitat. When an observer walking a transect came within 
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that radial distance, the bird would flush and be spotted. 
Further, the method assumed the sine of  the angle for each 
observation came from a uniform random distribution rang-
ing from 0 to 1, with an average angle of  32.7° (Hayne 1949a). 
Later investigators (Robinette et al. 1974, Burnham et al. 1980) 
determined the mean sighting angles were generally around 
40°, with Burnham and Anderson (1976) providing a correc-
tion factor for the original Hayne method. The Hayne esti-
mator of  density, from Krebs (1998), is

 n 1 1DH = —— (— ∑ —) 2L n ri

 and 

N = DA,

 where N = population abundance
  DH = population density
  A = area of  inference
  n = number of  animals seen on each transect
  ri = sighting distance to animal i
  L = length of  transect

 The variance associated with this density estimate is cal-
culated as

 s2
n ∑(1/ri – R)2

s2
DH

 = DH [—— + ——————], n2 R2n(n – 1)

 where DH = population density
 n = number of  animals seen
 s2

n = variance of  n
 ri = sighting distance to animal i
 R = mean of  the reciprocals of  sighting distances ri 

Time-Area Squirrel Survey
Time-area surveys are a common method used to census tree 
squirrels (Goodrum 1940:8). They are a point-based example 
of  using distances to estimate the effective sample area of  the 
counts. Sample points are chosen at random, and counters 
are stationed at each point (base of  a tree nearest to the point) 
before sunrise. Starting at sunrise, counters wearing camou-
flaged clothes remain quiet and relatively motionless while 
counting all squirrels that come into view for 30 minutes. The 
counter determines the distance to each squirrel when first 
detected using a laser rangefinder. The average distance to all 
squirrels detected is then used to compute the area over 
which the squirrels were counted. Under field conditions, the 
proportion of  a circle observed by each counter will vary 
from point to point. As such, each observer uses a compass to 
estimate the portion of  a circle under surveillance during the 
count (e.g., 0.75 or 75% sample effort). This estimate is then 
factored into the estimation equation (mean area observed by 
each surveyor). Population size is estimated using

 A∑xN = ———,
 n∆pr

 where N = population abundance
 A = area of  study area
 Σxi = number of  squirrels seen at point i
 n = total points sampled
 ∆ =  average effort in terms of  portion of  circle 

observed
 p =  pi (ratio of  the circumference of  a circle to 

its diameter)
 r = average radial distance to all detections 

The simple strip estimator of  variance, standard error, and 
95%CI can be used with this method.

COUNTS ON SAMPLE PLOTS  
(PLOTLESS METHODS)

Although methods of  fixed area counts were common in 
both plant and animal sampling, they suffer from boundary 
effects, where a decision must be made to determine whether 
to include each target observed on a plot boundary in the 
sample, and they are time consuming. Plant biologist devel-
oped several “plotless” methods to estimate density and 
abundance that alleviate these problems and are relatively 
easy to apply, so long as the target species (e.g., bird nests) 
remains in place or can be measured before they move (Cot-
tam and Curtis 1956). They have sometimes been referred 
to as distance methods, because they utilize either point-to-
target or target-to-nearest-neighbor distances to estimate 
density and/or the spatial pattern of  the target species.
 Two general considerations should be weighed when 
considering use of  plotless methods. The first is the execu-
tion of  the random sampling design often proposed for this 
method. Random sampling is great in theory, and reviews 
well in proposals, but it is difficult and time consuming to 
achieve in the field. There also is an uncanny proportion of  
“random” points that do not occur in the thick brush, in the 
deeper portion of  the marsh, on the ant bed, or other “ran-
dom, but inconvenient” places in the field. Further, Pielou 
(1977) demonstrated that using random points to select ran-
dom individuals is biased toward isolated individuals. In 
some circumstances, systematic random sampling is a good 
compromise, as the starting points are randomly placed, 
and they provide broad coverage of  the area. Regardless, if  
you utilize random sampling, then establish a map and/or 
Global Positioning System (GPS)-based navigation system, 
allow extra time for navigating to the random points, and 
develop the willpower to place the points objectively where 
they fall. The second consideration is the distribution of  the 
target species. Although most methods work well when the 
target species is randomly or uniformly distributed, many 
have problems when the target species is clumped or se-
verely clumped (Legendre et al. 2004), and this drawback is 
especially pronounced for the plotless methods (Engeman 
et al. 1994). 
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Point-to-Target and Target-to-Nearest-Neighbor 
Methods
Byth and Ripley (1980) recommend 2 plotless sampling 
methods for measuring density and an excellent sampling 
design procedure for obtaining data from both methods 
simultaneously:

1. Determine sample size (n) for the density estimate.
2.  Set out 2n points using a systematic random or other 

probabilistic sampling design. 
3.  Randomly select half  of  the 2n points, proceed to 

those points, and measure the distance from the point 
to the nearest target species (point-to-target or PTT).

4.  On the remaining half  of  the 2n points, lay out a cir-
cle of  radius sufficient to enclose (on average) the 5 
nearest targets. Number these individuals and select n 
at random. From the randomly selected individuals, 
measure the distance to the nearest target species (tar-
get-to-nearest-neighbor or TNN).

The PTT density is estimated by 

 nDPTT = ———,
 p∑x 2

i

 where D = density
 n = number of  samples
 xi = distance from point i to nearest target

The TNN density is estimated by

 nDTNN = ———,
 p∑x 2

j

 where D = density
 n = number of  samples
 xj = distance from target j to nearest neighbor

The variance for both estimates is calculated from the recip-
rocal of  the density,

 1y = —,
 D

with the variance of  y calculated as

 y2

s2
y = —. n

The standard error of  y is then

 s2
ySEy = √ ——, n 

 where D =  density from either the PTT or TNN 
estimator

 n = number of  samples
 y = reciprocal of  the density estimate (D)

Example: We wish to estimate the number of  active nest on 
a 2-km2 study area during the breeding season. We used a map 
to delineate 20 systematic samples and randomly selected 

10 for PTT measurements, reserving the other 10 for TNN 
measurements. At the PTT locations, we obtained the dis-
tances (xi = 0, 10, 1, 10, 11, 15, 7, 12, 10, 9), with the sum of  
squared distances (x2) equal to 921. At the TNN locations, 
we obtained the distances (xi = 15, 7, 3, 12, 9, 15, 5, 11, 1, 7), 
with the sum of  squared distances (x2) equal to 929. As the 
calculations are the same for each estimator, we illustrate 
the density estimate from the PTT measurements:

 10DPTT = ———————— = 0.0035.
 (3.14159)(921 m2)

So we estimate 0.0035 nests/m2 or 34.56 nests/ha. The vari-
ance of  the PTT estimate is

 1 2
 (—————) 0.003456s2

y = —————— = 8.371.8.
 10

The standard error of  the population estimate (SEy) is

 8,371.8SEy = √ ———— = 28.934.
 10

Therefore, the 95%CI for y is

95%CIy = ±(2.262)(28.934) = ±65.45.

The upper and lower bounds on 95%CI are calculated as:

 1————— + 65.45 = 289.35 + 65.45 = 354.8
 0.003456

and

 1————— + 65.45 = 289.35 – 65.45 = 223.9.
 0.003456

We take the reciprocal of  the results and multiply by 10,000 
to convert to nests per hectare, so 

 1(———) (10,000) = 28.18
 354.8

and 

 1(———) (10,000) = 44.66.
 223.9

Therefore we have a mean of  34.56 nests/ha with 95%CI of  
28–45 nests/ha.

Point-Quarter Method
The point-quarter method is a classic for sampling vegeta-
tion that dates back to the first land surveys in the United 
States. Surveyors would locate and describe the 4 trees near-
est to each corner of  a section (1 square mile) of  land. The 
method was used by Cottam and Curtis (1956) for estimat-
ing forest species and continues to be used today. The 
method has application to animal density estimates as long 
as the target species (e.g., bird nests) remains in place or can 
be measured before they move. Using this technique, se-
lected points from a sampling design are located in the field, 
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and the area around the point is precisely divided into 4 
(90°) quadrants (either perpendicular to the transect for 
point-transect sampling, or by compass bearing for random 
points). The distance from the point to the nearest target 
within each quadrant is measured, so that 4 distances are 
obtained at each point. The population density is then cal-
culated as (Pollard 1971, Krebs 1998)

 4(4n – 1)
DPQ = —————,

 p∑(x 2
ij)

 where D = point-quarter estimate of  density
 n = number of  points sampled
 xij =  distances from point i to the nearest target in 

quadrant j 

Variance of  the density estimate is

 DPQs2
PQ = ————. 4n – 2

The standard error of  the density estimate is 

 s2
PQSEPQ = √ ——. 4n

The 95%CI can be obtained by

 √16n – 1 ± 1.96 2

95%CLPQ
 = (————————) .

 √p∑(x2
y)

Example: We wish to estimate the number of  active nests 
on a 2-km2 study area during the breeding season. We use a 
map to delineate a point transect through a patch of  forest, 
with 5 points spaced at 100 m. At the 5 locations, we obtain 
the distances (xi = 0, 10, 1, 10, 11, 15, 7, 12, 10, 9, 15, 7, 3, 12, 
9, 15, 5, 11, 1, 7), with the sum of  squared distances (xi

2) 
equal to 1,850. The density estimate is

 (4)[(4)(5) – 1]
DPQ = ——————— = 0.0131

 (3.1416)(1850)

with a variance of  the density estimate equal to 

 0.01308s2
PQ = ————— = 0.000727.

 (4)(5) – 2

The standard error of  the density estimate is then

 0.00072647SEPQ = 
√

—————— = 0.00603,
 (4)(5)

and the lower and upper bounds on the 95%CI are

 √(16)(5) – 1 – 1.96 2

95%LCLPQ = (—————————) = 0.00826
 √(3.1416)(1,850)

and

 √(16)(5) – 1 + 1.96 2

95%LCLPQ = (—————————) = 0.02025.
 √(3.1416)(1,850)

The above units are in nests per square meter. We multiply 
by 10,000 to get nests per hectare, so we have a mean of  131 
nests/ha, with 95%CI of  83–202 nests/ha.

COUNTS ON SAMPLE PLOTS  
(DETECTION PROBABILITY)

The preceding methods for estimating population size either 
reduced the survey area to ensure complete detection or at-
tempted to correct the survey area to allow for unbounded 
counts with incomplete detection. The strategy was to ei-
ther standardize or estimate the survey parameters neces-
sary to obtain accurate estimates without direct evaluation 
of  detection probability. The methods that follow use the 
opposite strategy: to estimate detection probability directly 
or collect ancillary data necessary to develop models for pre-
dicting detection probability.

Double Sampling
Double sampling ( Jolly 1969a, b; Eberhardt and Simmons 
1987; Pollock and Kendall 1987; Estes and Jameson 1988; 
Prenzlow and Lovvorn 1996; Anthony et al. 1999; Bart and 
Earnst 2002) is a modified form of  sampling based on ratio 
estimation, where a large number of  samples are obtained 
using a rapid method, such as point counts, followed by 
the surveying of  a random subsample of  those same plots 
using an intensive method that determines actual density. 
In the subsampled area, the densities obtained from the in-
tensive method are used to estimate the proportion of  ani-
mals seen using the rapid method. The relative probability 
of  detection derived from the ratio of  the rapid-method 
results to actual density is then used to correct estimates 
obtained from the rapid method over the remaining sur-
veyed region.
 The estimate of  the proportion of  animals seen (β) is the 
ratio of  the mean counts (or density estimate) from the rapid 
method (y) to the mean count (or density estimate) from 
the intensive method (x):

 yβ = —. x

We can then use this estimate of  the proportion of  animals 
(β) on the subsamples to correct the population estimate 
(N) using the rapid method on the larger set of  samples:

 A∑y
N = ———,

 naβ

 where A = area of  the study area (area of  inference)
 Σy =  sum of  counts or density estimates from the 

rapid method
 n = the number of  rapid-method samples
 a = the area of  each rapid-method sample
 β =  the relative proportion of  animals (rapid 

method verses intensive method) 
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Jolly (1969a, b) and Pollock and Kendall (1987) presented an 
estimator for the variance of  this estimator. 
 The assumptions of  double sampling are the intensive 
method is accurate and reflects the actual density of  the 
subsamples. Inaccuracy in the intensive method will result 
in multiplicative bias in the population estimate. For instance, 
lack of  complete detection using the intensive method will 
create negative bias in the “corrected” population estimator. 
Similarly, the timing of  the counts should coincide, and ide-
ally would be simultaneous, so that both methods sample 
the same population. Differences in timing will increase 
variability, and perhaps bias, in the final population estimate.

Double Observer Sampling
Multiple observer methods were developed initially for aer-
ial transect surveys (Caughley 1974, Magnusson et al. 1978, 
Cook and Jacobson 1979, Grier et al. 1981, Caughley and 
Grice 1982, Pollock and Kendall 1987, Graham and Bell 
1989), but more recently they have been applied to ground 
point count surveys (e.g., Nichols et al. 2000). These meth-
ods can be divided into groups based on use of  independent 
or dependent observers.

Independent Observers
Aerial or surface (ship, car, etc.) transects may be conducted 
with 2 observers, each collecting observations independently. 
The animal locations can be annotated on maps by each  
observer, or precise offset locations (x, y, and time) can be 
obtained using survey equipment (total station or GPS and 
offset laser rangefinder), allowing maps to be created post-
survey. The mapped data are assigned to categories based on 
the type of  detection: those seen by observer 1, those seen by 
observer 2, and those seen by both observers as in the equa-
tion below. Caughley (1974) demonstrated that data of  this 
sort can be analyzed using the Lincoln–Petersen estimator 
(see Marked–Resight Methods later in this chapter) to esti-
mate population size in the surveyed area (Grier et al. 1981, 
Caughley and Grice 1982, Pollock and Kendall 1987):

  n1n2N = ——, m

 where N = population size in the area of  inference
 n1 = total number of  animals seen by observer 1
 n2 = total number of  animals seen by observer 2
 m =  total number of  animals seen by both 

observers

The method has several assumptions that will affect preci-
sion and accuracy:

1. Observations must be independent. 
2. Category assignments must be accurate.
3. Targets must have equal detectability. 

 The assumption of  independence of  sightings between 
the observers is a strict requirement that may be difficult to 

achieve. For example, the independence assumption will  
be violated if  the activity of  one observer, such as speaking 
into a tape recorder or writing on a map, alerts the other 
observer to an animal’s presence. Likewise, if  separate sur-
veys are conducted (e.g., ground and aerial), different ob-
servers should be used to ensure independence. Further, all 
animals must have equal detection probabilities, but these 
probabilities can differ between the 2 observers. If  some ani-
mals differ in detectability (e.g., if  males are more conspicu-
ous than females), the resulting heterogeneity will produce 
negative bias in the Lincoln–Petersen estimator. However, 
Magnusson et al. (1978) noted the assumption of  equal de-
tection probabilities is not critical. Observation locations 
from each observer must be precise and unambiguous, or 
categorical assignments will be inaccurate. Similarly, because 
animal movement may contribute to this problem, surveys 
of  mobile animals should be conducted simultaneously, so 
that each observer views the same sample population. Im-
mobile targets (nests, middens, lodges, etc.) pose no such 
problem, and therefore, separate surveys may be made so 
long as the sample frame remains the same. Chapman (1951) 
provided a modified estimator with less bias:

 (n1 + 1)(n2 + 1)
N = ——————— − 1, m + 1

and the variance of  N was provided by Seber (1982):

 (n1 + 1)(n2 + 1)(n1 – m)(n2 – m)
s2

N = ——————————————.
 (m + 1)2(m + 2)

 The method also has been used to estimate bird abun-
dance from fixed-radius point counts, using 2 independent 
observers at each point. The point method requires there be 
no undetected movement into or out of  the fixed radius, 
and that each observation must be accurately assigned as  
either inside or outside the fixed radius. 

Dependent Observers
Another double observer approach involves 2 observers 
working in tandem. One is designated as the primary ob-
server, the other as the secondary observer. The primary 
observer detects animals and reveals all sightings to the sec-
ondary observer. The secondary observer then records any 
additional sightings independently. Animal locations can be 
annotated on maps by each observer, or precise offset loca-
tions (x, y, and time) can be obtained using survey equip-
ment (total station or GPS and offset laser rangefinder), al-
lowing maps to be created post-survey. The mapped data 
are assigned to categories based on the type of  detection: 
those seen by observer 1 and those additional animals seen 
by observer 2. Assuming equal detection probabilities for 
the 2 observers, we can obtain estimation of  population size 
under the 2-sample removal model (Seber 1982, Pollock and 
Kendall 1987):

 n2
1N = ————. n1 – n2
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 The variance of  N is estimated as

 n2
1n2

2(n1 + n2)s2
N = ——————.

 (n1 – n2)4

 The probability of  an animal being detected is

 n2p = 1 – (———) n1 + 1

 and the variance of  the detection probability is

 n2(n1 + n2)s2
P = —————,

 n3
1

 where N = population size in the area of  inference
 n1 = total number of  animals seen by observer 1
 n2 = total number of  animals seen by observer 2
 p = probability of  an animal being detected

 As with the independent observer approach, heteroge-
neous detection probabilities will produce negatively biased 
estimates of  population size. Pollock and Kendall (1987) 
noted this method does not use the number of  animals seen 
by both observers, and it assumes both observers have equal 
sighting probabilities. Therefore, it may not be as useful as 
the independent double observer method using the Lincoln–
Petersen estimator.
 Cook and Jacobson (1979) developed a similar dependent 
double-observer approach for transect surveys, but it has 
the 2 observers switch roles midway through the survey to 
overcome the possible difference in detectability between 
the observers. This method assumes that swapping roles 
does not alter the detection probability of  the observers, all 
other assumptions being the same as above. Nichols et al. 
(2000) suggested applying the Cook and Jacobson (1979) 
method to estimate bird abundance from fixed-radius point 
counts, noting the model (DOBSERV; Nichols et al. 2000) 
permits estimation of  observer-specific detection probabili-
ties and bird abundance.
 The advantage of  the dependent double-observer ap-
proach occurs when there are practical or logistical reasons 
prohibiting the use of  the independent double-observer 
method. The disadvantage is the dependent approach is less 
efficient than the independent approach, because capture–
recapture methods are more efficient than removal methods 
(Seber 1982:324, Pollock and Kendall 1987:505). Therefore, 
we agree with Pollock and Kendall (1987) the independent 
approach using the Lincoln–Petersen estimator is more pre-
cise, simpler to understand, and allows the 2 observers to 
have different sighting probabilities. 
 Generalizations using program MARK (White and Burn-
ham 1999) or DOBSERV (http://www.mbr-pwrc.usgs.gov/
software.html) give the researcher the option to fit general-
ized Lincoln–Petersen models that allow for detection prob-
ability to depend on covariates, such as species, wind speed, 
and distance. MARK and DOBSERV use Akaike’s Informa-
tion Criterion (AIC; Burnham and Anderson 1998, 2002) to 

pick the most parsimonious model that explains the data 
adequately.

Marked Sample
We can use marked animals in a population to estimate detec-
tion probabilities. Using this method, some marked animals 
are released into the population and are therefore available for 
detection at the time of  the survey. Marked and unmarked ani-
mals are counted during the survey, and the probability of  de-
tection for the marked animals can be estimated as

 mβ = ——. n1

By rearranging the terms, we get the Lincoln–Petersen esti- 
mator: 

 n2 n1n2N = —— = ———,
 β m2

 where N = total population size in the surveyed area
 n1 =  number of  marked animals present in the 

area at the time of  the survey
 n2 =  number of  animals (both marked and 

unmarked) seen during the survey
 m =  number of  marked animals seen during the 

survey
 β = probability of  detection 

In practice, we recommend use the bias-adjusted modifica-
tion of  this estimator provided by Chapman (1951):

 (n1 + 1)(n2 + 1)
N = ——————— – 1. m + 1

 Although this approach is straightforward, the practical 
aspects require careful consideration. Marked and unmarked 
individuals must have the same probability of  being detected. 
The mark must be conspicuous, so that no marked animals 
are erroneously or inadvertently recorded as unmarked. But 
the mark must not be so obvious that it draws attention to 
marked animals, making them more visible than unmarked 
animals. Further, it is necessary to determine how many 
marked animals are actually present for observation during 
the survey. The number present, and therefore available for 
observation, is frequently not equal to the number released. 
Radiotelemetry is a commonly used approach, as it can be 
used to determine the number of  radiomarked animals in 
the surveyed area at the time of  the survey (e.g., Packard  
et al. 1985, Samuel et al. 1987) and to verify whether each 
animal seen is marked. However, it is not necessary to have 
individually identifiable animals, and batch marks (e.g., col-
lars with no alphanumeric identification code) will suffice, 
so long as the number of  marked animals available for de-
tection can be determined prior to the survey. Similarly, any 
marked animals seen during the survey that were not 
known to be present prior to the survey are not included in 
n1. They are treated as unmarked in the survey data and in-
cluded in n2, but not in m. 
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 Program NOREMARK (White 1996; http://www.cnr 
.colostate.edu/~gwhite/software.html) provides multiple es-
timators to determine the number of  animals in the study 
area (Bartmann et al. 1987, White and Garrott 1990, Neal et 
al. 1993), a simulation capability for anticipating estimator 
performance, routines for estimating sample sizes, and a 
simulation for calculating the relative effort to put into mark-
ing versus resighting.

Time of Detection
Farnsworth et al. (2002) were the first to recognize that use-
ful information on detection probabilities were available 
from the times when birds were detected in point count sur-
veys. Their method was a modification of  removal methods 
that used only the time interval when a bird was first de-
tected to estimate detection probabilities. Similar to the  
development chronology of  double observer methods, 
more recent work (Alldredge et al. 2007a) has extended the 
approach using a capture–recapture formulation, because 
capture–recapture methods are generally more efficient 
than removal methods (Seber 1982:324, Pollock and Kendall 
1987: 505). Both approaches capitalize on the common prac-
tice of  recording data at point counts in temporal intervals, 
where the number of  birds counted is separated into those 
first observed in the first 3 minutes, those first observed in 
the next 2 minutes, and those first observed in the final 
5 minutes. This procedure was recommended by Ralph et al. 
(1995) and was originally designed to allow results from 10- 
minute counts to be comparable with those from studies 
employing 3- and 5-minute counts.
 Using the removal method of  Farnsworth et al. (2002), 
the simplest application of  the time of  detection approach 
can be illustrated with just 2 time intervals of  equal dura-
tion. Suppose that an observer records all birds seen and/or 
heard in the first 5 minutes and then records any additional 
birds detected in the second 5 minutes. We can then define 
x1 as the number of  birds counted in the first time interval 
and x2 as the number of  new birds (not detected in the first 
period) detected in the second time interval. The expected 
values of  the random variables x1 and x2 are

 E(x1) = Np1

E(x2) = N(1 – p1)p2,

 where N =  total number of  birds within the detection 
radius of  the observer 

  p1 =  detection probability for an individual bird in 
the first time period

  p2 =  detection probability for an individual bird in 
the second time period

The term (1 – p1) is necessary, because all birds first detected 
in the second interval must, by definition, have been missed 
in the first time interval. If  we assume the detection proba-
bility for the 2 intervals is equal (i.e., p1 = p2 = p), solving the 

above equations for p and N produces the moment estima-
tor (Zippin 1958)

 x1 – x2p = ———— x1

and the population estimator

 x2
1
 x1N = ——— = —. x1 – x2 p

 The estimators can fail if  x1 ≤ x2, which is possible when 
p is small. We present this 2-sample removal estimator to il-
lustrate the approach with the simplest possible situation. 

Example: During the first 5 minutes, we observe 20 birds, 
and during the second 5 minutes, we observe 5 birds that 
we did not observe during the first 5 minutes. The probabil-
ity of  detection is then

p = (20 – 5)/(20) = 0.75

and the population estimate is

N = (20)(20)/(20–5) = 20/0.75 = 26.67 = 27 birds.

 In practice, we use >2 intervals, because doing so per-
mits relaxation of  the assumption of  equal detection for dif-
ferent species. For instance, Farnsworth et al. (2002) present 
a more general model with 3 count intervals of  variable 
length, allowing for differences in detection probabilities 
among intervals and heterogeneity of  detection among in-
dividual birds. These differences are taken into account by 
assuming there are 2 groups of  individuals in an unknown 
proportion, and that all members of  the first group are de-
tected in the first time interval. 
 Alldredge et al. (2007a) suggested a more efficient approach 
using a closed population capture–recapture model with k 
time intervals to account for more sources of  variability in 
the point count data. Their method was specifically de-
signed to account for variation in detection probabilities as-
sociated with the singing rate of  birds, by modeling both 
availability and detection bias. They recommended using ≥4 
equal intervals to reduce assumptions. For example, the as-
sumption of  constant detection rates over time required by 
the removal model of  Farnsworth et al. (2002) is not re-
quired in the capture–recapture approach, because it mod-
els temporal variation from the full detection history.
 Assumptions of  the general time-of-detection method 
(Farnsworth et al. 2002, Alldredge et al. 2007b) model are: 
(1) there is no change in the population of  birds within the 
detection radius during the point count (i.e., the population 
is closed and birds do not move into or out of  the radius), 
(2) there is no double counting of  individuals, (3) all mem-
bers of  group 1 are detected in the first interval, (4) all 
members of  group 2 that have not yet been detected have a 
constant per minute probability of  being detected, and (5) 
observers accurately assign birds to within or beyond the  
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radius used for the fixed radius circle. As noted by Alldredge 
et al (2007b), these restrictions are not trivial, because move-
ment of  individuals and difficulties associated with aural de-
tections may result in violation of  all assumptions.
 Program CAPTURE can produce maximum likelihood 
estimates for N, as well as the estimated variance of  N (Otis 
et al. 1978, White et al. 1982), for equal time intervals using 
the method of  Farnsworth et al. (2002). Program MARK 
(White and Burnham 1999) can be used to model detection 
history over k intervals, constant detection probability for 
all individuals, time effects on detection probability, differ-
ence due to previous detection, and unobservable heteroge-
neity, following the method of  Alldredge et al. (2007a, b).

Modern Distance Sampling
Modern distance sampling is a widely used method for esti-
mating size or density of  biological populations. It is a com-
prehensive approach that encompasses study design, data 
collection, and statistical analyses (Buckland et al. 2001). 
Modern distance sampling is based on the observation that 
detection probabilities decrease with increasing distance 
from the observer (Burnham and Anderson 1984). Distance 
data are used to estimate the specific shape of  the detection 
function relating detection probability to distance for a par-
ticular target species and set of  conditions. We can define 
the detection function g(x) as the conditional probability of  
detecting an animal, given that it is located at some distance 
(w) from the line. Although the various analyses can be 
quite sophisticated, the data collected along line transects or 
points counts for modern distance sampling methods are 
the same data one would use for traditional distance sam-
pling methods. When properly applied, distance sampling 
yields estimates of  absolute density and detection proba-
bility, meeting the requirements for inference put forth by 
Rosenstock et al. (2002). The history and development of  
distance sampling is described by Buckland et al. (2001), and 
extensions to the basic theory are covered in Buckland et al. 
(2004) and Thomas et al. (2010). An extensive reference ar-
chive, covering methodological development and practical 
applications of  modern distance sampling, is available on 
the Distance Sampling website (http://www.ruwpa.st-and 
.ac.uk/distancesamplingreferences/).
 In distance sampling, counts are assumed to be incom-
plete. Thus, the proportion of  animals present that are actu-
ally seen (β) must be estimated, and actual counts must be 
corrected by these detection probabilities. Perpendicular or 
radial distance data are used to estimate these detection 
probabilities. To examine what a detection function looks 
like, we can plot a histogram using the frequency of  detec-
tions (y axis) grouped into small distance intervals (x axis) 
from the center of  a transect line (distance 0) to the maxi-
mum observation distance (w). If  our sample size is large, 
we can approximate the shape of  the detection function by 
drawing a smooth curve through the top of  each distance 

interval in the histogram (Fig. 11.3). In practice, sample sizes 
are often too small, and this procedure does not work well. 
 Survey planning, including sampling design and estimates 
of  sample size, can be performed in program DISTANCE. 
Data collection can be performed using either line transects 
or points. Analysis of  the resulting data typically involves 4 
steps: (1) data examination via graphical displays, (2) model 
fitting using various functions and adjustment terms, (3) 
model selection using the AIC criteria, and (4) inference un-
der the chosen model. Program DISTANCE allows for the 
fitting of  complex detection functions (half  normal, uni-
form, or hazard rate) using a series of  adjustment terms (co-
sine, simple polynomial, or hermite polynomial). Rather 
than review these models and associated parameter estima-
tors here, we recommend the excellent book by Buckland et 
al. (2001). A concise overview of  distance sampling and pro-
gram DISTANCE, including newly available advanced op-
tions, can be found in Thomas et al. (2010). Details concern-
ing the actual use of  program DISTANCE (Thomas et al. 
1998; available at http://www.rupwa.st-and.ac.uk/distance) 
are contained in the help files provided with the program. 
 Actual field application of  modern distance sampling 
methods involves many decisions and considerations spe-
cific to each survey situation. For example, many animals 
exhibit gregarious behavior and tend to occur in groups. 
This behavior requires measuring the distance from the 
line or point to the geometric center of  each group and  
recording the number of  animals in present in each cluster. 
Because groups of  animals are easier to detect than indi-
viduals, detection bias can occur as a function of  group  
or cluster size. Thus, decisions must be made concerning 
whether to measure distances to groups or to individuals. 
The density of  groups or clusters along with estimates of  
cluster size are modeled to improve the precision of  esti-
mates of  density and population size. Drummer and Mc-
Donald (1987) and Otto and Pollock (1990) discussed mod-
els for use when detection probability for fixed distance 
depends on group size. 

Fig. 11.3. The detection function for the uniform plus one-term 
detection function for duck nest data. From Anderson and Pospahala 
(1970).
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 Another consideration involves grouping of  data. Accu-
rate measurement of  distances in the field may not be possi-
ble; therefore, detections may need to be grouped into dis-
tance categories. Even when direct distance measurements 
are recorded, anomalous patterns may be apparent, such as 
few objects detected at short distances, heaping of  detec-
tions at commonly rounded measurements (e.g., 50 m or 
100 m), or a relatively large number of  detections near the 
boundary distance. Buckland et al. (2001) recommended trun-
cation of  data at distances greater than that at which obser-
vations seem likely to be outliers. Further, data may be 
grouped into a histogram before analysis as a smoothing 
technique (Buckland et al. 2001). However, exact distance 
measurements are to be preferred when possible, as they al-
low the data to be placed into distance intervals during 
analysis. 
 Additional problems may arise due to insufficient sample 
size in terms of  observations, transects, or points. The vari-
ability between lines and points is an important factor that 
influences encounter rates (n/k) and detection probability. 
Failure to obtain a representative sample of  the true vari-
ability within a population will lead to bias, and too few 
lines or points will result in lack of  precision. The number 
of  lines or points (k) should be 4, and sampling should be 
probabilistic to adequately represent the area of  inference. 
We also suggest that transect length be selected to provide  
a minimum of  40 animals detected, and preferably 60–80 
(Buckland et al. 2001).
 We recommend those planning to conduct a modern dis-
tance sampling study consult Buckland et al. (2001) and, if  
available, published recommendations for specific field situ-
ations or species (e.g., Karanth et al. 2002). For instance, An-
derson et al. (2001b) used field trials to estimate the abun-
dance of  artificial desert tortoise (Gopherus agassizii) models 
to test whether assumptions that underlie distance sampling 
were met. They found the density estimate of  adult tortoise 
models was relatively unbiased, whereas the estimate for 
subadult (small) tortoise models was biased low (about 20%). 
They attributed the bias to failure to detect small tortoises 
on or near the centerline and presented ideas to better train 
observers before commencing the survey. And standard dis-
tance theory, based on the premise that detection probabil-
ity is a decreasing function of  distance and that nothing else 
influences detection, can be violated. Breeden et al. (2008) 
noted the effects of  traffic noise on auditory point surveys 
of  urban white-winged doves (Zenaida asiatica).
 Distances also can be measured to animals (usually land 
birds) that are counted around a point rather than along a 
transect. There are advantages and disadvantages associated 
with use of  points rather than line transects. For example, a 
line transect can yield more data per unit time than can 
points, particularly when more time is spent traveling be-
tween transects or points than actual sampling (Bibby et al. 
2000, Rosenstock et al. 2002). Scale also is important, as a 

typical transect generally covers more spatial area than a 
typical set of  points; thus, the scale of  spatial habitat diver-
sity must be commensurate with the scale of  transects or 
points. The main disadvantage with points, according to 
Bibby et al. (2000:92), is the area surveyed is proportional to 
the square of  the distance from the observer, whereas in 
transects the area is proportional to lateral distance from 
the transect line. Thus, density estimates from point data 
are more susceptible to errors arising from inaccurate dis-
tance measurements or from violation of  assumptions about 
detecting animals.
 However, points are often preferred to transects in habi-
tats with a variety of  small patches of  habitat relative to the 
home range of  an animal (Bibby et al. 2000). Likewise, points 
can be preferred over transects when vegetation or terrain 
hinders navigation, or when observer movement signals the 
animals of  observer presence. For instance, Reynolds et al. 
(1980) noted that observers traveling along line transects, in 
structurally complex vegetation and rough terrain, tended 
to watch the path of  travel, reducing their ability to detect 
birds. Consequently, they recommended establishing equally 
spaced observer stations, positioned along a transect of  
points that could be located randomly. Similarly, Koenen et 
al. (2002) used point transects to estimate seasonal density 
and group size of  mule deer (Odocoileus hemionus) by gender 
and age class on the Buenos Aires National Wildlife Refuge 
in southeastern Arizona. The authors believed their survey 
design balanced the often conflicting objectives of  random 
placement of  transects and detecting animals before they 
moved. Burnham et al. (1980) and Buckland et al. (1993, 
2001) provide details for sampling designs of  point transects. 
 The assumptions of  distance sampling are: (1) points or 
transects are located randomly with respect to the distribu-
tion of  animals; (2) all objects at the center of  the point or 
transect are detected with certainty; (3) objects are detected 
at their initial location prior to any movement in response 
to the observer; (4) distances are measured accurately (un-
grouped data), or objects are counted in the proper distance 
category (grouped data); and (5) objects are detected inde-
pendently. Violation of  the second assumption is a critical 
failure and is probably common when conducting bird sur-
veys. This violation will result in negatively biased estimates 
of  density. Similarly, if  animals are attracted to the observer, 
the data are not likely to indicate a problem, resulting in 
positive bias in the estimate of  density.

REMOVAL METHODS

Removal methods of  population estimation are old and have 
been analyzed by numerous investigators. Yet these methods 
are attractive, because often someone other than the investi-
gator, such as hunters, can collect the removal data. Thus, the 
investigator may not have to actually capture and mark ani-
mals to develop population estimates based on removals, 
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which often makes these methods inexpensive to implement 
in the field. 

Catch-per-Unit-Effort
Catch-per-unit-effort (e.g., catch/day) is based on the prem-
ise that as more animals are removed from a population, 
fewer are available to be “caught,” and catch/day will de-
cline (Fig. 11.4). Eventually, if  all animals are removed, the 
expected catch will become zero, and the total number of  
animals removed will equal the initial population size. Be-
cause it is generally not desirable (and seldom possible) to 
remove all individuals in a population, this method involves 
developing a linear regression of  the number of  animals re-
moved each day on the cumulative total number of  animals 
removed prior to that day (Leslie and Davis 1939). An ad-
vantage of  this method is that population estimates can be 
derived prior to all animals being removed, and they can  
be used with removals that are a part of  routine manage-
ment activities, such as hunter or fisher harvests. Animals 
do not have to be physically taken or removed to be “caught.” 
Animals can be trapped, shot, photographed, or seen. If  ani-
mals are marked (i.e., live-trapping of  small mammals), they 
would be included in the calculation on the day they were 
trapped and marked, but they would be ignored on subse-
quent days if  re-trapped. 
 Assumptions for this method include: (1) sampling units 
are taken at random; (2) the population is closed (e.g., the 
removal period is kept as short as possible); (3) all individual 
animals have an equal probability of  being caught; and (4) 
unit of  effort is constant, and all the removals are known. 
Catch-per-unit-effort estimates are not likely to be accurate 
or precise unless a large proportion of  the population is re-
moved (i.e., large enough to cause a decline in catch-per-
unit-effort; Krebs 1998, Bishir and Lancia 1996).

 The regression equation is not a typical regression, be-
cause the catch/day and the cumulative removals depend 
on the same removals. This lack of  independence makes 
calculation of  variances and 95%CI difficult. Bishir and Lan-
cia (1996) have shown that estimates do not follow a normal 
distribution and, therefore, standard variance equations are 
not appropriate.

Change-in-Ratio
Kelker (1940) first used this method on selective harvest of  
male and female deer. Often it is referred to as the sex-ratio 
estimator, because in most cases, sex determines the 2 
classes (e.g., male and female deer or pheasants) used with 
the estimator. However, the method can be used on any 2 
classes of  animals as long as harvest varies between the 
classes, such as age classes (e.g., adults and juveniles); spe-
cies harvested at the same time (e.g., gray [Sciurus carolinen-
sis] and fox [Sciurus niger] squirrels if  one species is selected 
over the other); if  only 1 species is harvested (e.g., deer and 
cows, where cows are not hunted); or with marked and non-
marked populations, where restrictions are placed on har-
vest of  marked animals (e.g., collar-marked deer). 
 This methods primarily has been used on public hunting 
areas or on private ranches, where hunts are controlled, and 
animals taken must come through a check station. In this 
way, total kill is known. Additional information needed is an 
estimate of  the proportion of  each class (e.g., proportion of  
males and females) in the population just prior to the hunt 
and an estimate of  the proportion of  each class after the 
hunt. Assumptions include: (1) the proportion of  the classes 
will change after the hunt due to selective harvest of  one 
class over the other (e.g., more bucks killed than does), (2) 
observed proportions of  the 2 classes are unbiased (a major 
problem with the estimator to be discussed later), (3) the 
population is closed, and (4) the number of  removals of  
each class is known. If  these assumptions are valid, the pop-
ulation abundance can be estimated using the following 
equation:

 [(T )(p2) – F ]
N1 = ——————

 p2 – p1

 N2 = N1 – T,

 where N1 = pre-hunt population
 T =  total kill (all animals harvested regardless of  

sex class)
 F = number of  females killed
 p1 = proportion of  females in survey before hunt
 p2 = proportion of  females in survey after hunt
 N2 = post-hunt population

Example: On a public hunting area, you observed 300 male 
and 300 female pheasants on a road survey prior to a hunt. 
During the hunt, 400 male and 25 female pheasants (females 
are illegal to shoot) are shot and brought through a check sta-
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Fig. 11.4. Estimating population abundance by plotting the daily 
number trapped against the total number previously captured.  
In this example 10, 8, 9, 8, 5, 6, and 4 mice were trapped on 7 
consecutive days. The regression equation for these data is  
x = 74.7 – 6.94y; therefore, when y = 0 (all mice are removed), 
x would equal 75 mice in the population.
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tion. On a road survey immediately after the hunt, you ob-
serve 100 male and 300 female pheasants. The estimated pop-
ulation abundance prior to the hunt would be calculated as

 [(425)(0.75) – 25]
N1 = ———————— = 1,175. 0.75 – 0.50

 Therefore, post-hunt population is

N2 = 1,175 – 425 = 750.

Comment: Note that a small change in p1 or p2 will have a 
great effect on the estimate. As noted for assumption 2 
above, observed proportions of  the 2 classes should be unbi-
ased. We believe this is a major problem with the estimator, 
and we discuss this issue in some detail here. Prior to a 
hunt, animals have probably not been hunted for at least a 
year, or in the case of  released pheasants, not at all. There-
fore, sighting probabilities for male and females may be un-
biased; however, once hunting centers on 1 sex class, we be-
lieve that sex class will have a lower probability of  sighting 
after the hunt, whereas the nonhunted sex will have a 
higher probability of  being sighted. This bias would exist for 
pheasants or deer and similarly, for different age classes for 
which larger animals (either trophy deer or larger deer hunted 
for meat) are harvested more than are young of  the year 
(i.e., fawns). In addition, the probability of  sighting different 
sex and age classes of  deer varies by month even if  they are 
not hunted (Downing et al. 1977), thereby giving a bias be-
tween pre- and post-hunt observations. We, therefore, do 
not recommend this method to estimate population abun-
dance, and we know of  few people who currently use it. We 
have presented the method here only because readers may 
come across this method in the literature and should be 
aware of  its problems. 

MARKED–RESIGHT METHODS

Unlike previous editions of  the Techniques manual, in which 
this section was usually titled Capture–Recapture or Capture–
Mark–Recapture, we prefer the term marked–resight, because 
animals do not have to be captured to be marked (e.g., they 
may have natural marks, including DNA, or may be marked 
remotely with paint-ball guns, etc.; see Chapter 9, This Vol-
ume), nor do they need to be recaptured (e.g., they can be 
observed; photographed; or DNA fingerprinted from hair, 
feathers, or feces) to determine whether they are marked. In 
fact, they do not need to be marked at all (we explain this 
later). There is only one assumption for marked–resight 
methods: the proportion of  marked to nonmarked individu-
als in a sample is the same as it is in the population. All other 
purported assumptions are just violations of  this assump-
tion. We examine this issue more closely later in this section.
 We consider marked–resight methods to be the gold 
standard for conducting population estimates. For if  done 
correctly, we believe they produce more accurate and reli-

able estimates. However, the percentage of  marked animals 
in the population will affect the accuracy of  the estimates 
(Silvy et al. 1977). Silvy et al. (1977) noted that when 50% of  
the population was marked, more accurate estimates were 
obtained; however, due to cost of  marking animals, they 
recommended that at least 25% of  the population be marked. 
How does one know when 25% of  the animals are marked? 
When 25% of  animals seen on random resight surveys are 
observed, 25% of  the population is marked.

Known Number Alive
Many times when conducting marked–resight studies on 
small populations (e.g., bobcats [Lynx rufus] on small areas), 
few if  any animals are resighted. A common method to esti-
mate abundance is to simply use the number of  original 
captures as an estimate of  abundance. Known-to-be-alive 
or minimum-number-live estimates are often the most ap-
propriate estimates when conducting these types of  studies. 
These estimates tend to underestimate population density; 
however, an overestimate of  density may lead to inappro-
priate management action, whereas an underestimate may 
produce inefficient, but safe management strategies.

Lincoln–Petersen Estimator
A known number of  animals in a study is “marked” during a 
short time period, and then within a few days, a random sam-
ple is taken to determine the number marked in the sample. 
A rule of thumb is to use a different method to obtain the 
sample than was used to mark the animals. For example, do 
not use a net gun from a helicopter to capture and mark deer 
and then use a helicopter to obtain the sample, as deer cap-
tured and marked may hide from the helicopter, thereby pro-
ducing a bias in the sample that will cause an overestimation 
of  population abundance. If  the assumption given above is 
valid, an unbiased estimate of  population abundance can be 
obtained using the following equation: 

 MnN = ——, m

 where N = population abundance
  M = number marked in study area
  n =  number of  marked and nonmarked animals 

observed in sample
  m = number marked in sample

Example: You mark 100 deer using box traps on a study area, 
and a week later, you conduct a random road survey and 
see 50 deer, of  which 10 are marked. The estimated popula-
tion abundance would be calculated as

 (100)(50)
N = ———— = 500.

 10

Assuming a normal distribution, the 95%CI would be approx-
imately ±2 standard errors (SE). An estimate for 1 SE can be 
obtained using
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 (m2n) + (n – m)
SEN = 

√
———————.

 m3

Therefore,

 [(100)(100)(50)] + (50 – 10)SEN = 
√

—————————————— = 141.42
 (10)(10)(10)

2 SE = 283; 

therefore, 95%CI = 217–783 deer. Again, we should repli-
cate the sample several times to obtain a mean estimate, a 
95%CI, and conduct a power analysis to determine the sam-
ple size needed to detect a desired effect size.

Comment: The only assumption made in marked–resight 
methods is the proportion of  marked to nonmarked individ-
uals in a sample is the same as it is in the population. If  ani-
mals lose their marks, then fewer marked animals would be 
seen than expected, which would cause an overestimation 
of  population abundance. A rule of thumb is that any fac-
tor (e.g., marked animals leave study area) that causes one 
to see fewer marked animals than expected will cause an 
overestimation of  population abundance. In contrast, fac-
tors (e.g., trap-happy animals) that cause one to see more 
marked than expected will cause an underestimation of  pop-
ulation abundance. There is a premise the Lincoln–Petersen 
estimator is limited to a closed population. This scenario is 
best case; however, if  the ratio of  marked to nonmarked an-
imals leaving a study area is the same as it is in the popula-
tion, an open population will have no effect on the esti-
mate. Similarly, if  the same number of  nonmarked animals 
emigrate from and immigrate to the study area, it will have 
no effect on the estimate. The best way to avoid any prob-
lems with population closure is to mark the animals within 
a short time frame and conduct the resight sample soon 
thereafter. 
 Another misconception is that animals have to be marked 
randomly or uniformly throughout the study area. This 
marking would be ideal; however, if  a random resight sample 
is taken, it does not have to be done, because a random sam-
ple should contain the ratio of  marked to nonmarked as they 
are found in the population. To illustrate this idea, we use an 
extreme example. Say there are 2 identical (e.g., size and veg-
etation types) islands crossed by a single road with a bridge 
between them. On the first island, you mark 100 deer, and on 
the second island you mark none. Later that week you con-
duct a resight road census over both islands. On the first, you 
sight 50 deer, of  which 10 were marked, and on the second, 
you sight 50 deer (this result would be expected if  the islands 
were truly identical), of  which none were marked. Using the 
example given above, your estimate for the first island would 
be 500 deer. Now let us recalculate using all the information 
from both islands. 
 Unlike the example above, n now equals 100 (50 seen on 
each island):

 (100)(100)
N = ————— = 1,000 10

 The 1,000 deer would be expected if  the islands were 
truly identical. We use this illustration to debunk the idea 
that marked and nonmarked animals must be evenly mixed. 
What must be done is to obtain a random sample across 
the study area that will give you a true ratio of  marked to 
nonmarked individuals in the population. For large animals, 
such are deer, that can more easily be trapped and marked 
along roads, a resight survey using randomly placed infrared 
motion-sensitive cameras is ideal, especially if  neck collars 
are used to mark the deer. Also, remember the Lincoln– 
Petersen estimator does not require that animals be individ-
ually marked, making this method ideal when photos may 
not get a good angle of  the marked animal. However, addi-
tional information (e.g., movements or survival) can be ob-
tained from animals if  they are individually marked, and we 
recommend that you do so.
 At the beginning of  this section, we made the comment 
that no animals need be marked to conduct a marked–resight 
estimate. In south Texas on large ranches, some landowners 
stock ranches with known numbers of  exotic deer. Given 
this practice, one could use the number of  exotic deer as 
marked animals and all native deer as nonmarked animals 
to estimate the number of  exotic deer and native deer on 
the ranch, especially if  randomly located infrared cameras 
were used to resight animals. Subtracting the known num-
ber of  exotic deer from the estimate would give you an esti-
mate of  native deer abundance. The assumption is that ex-
otic deer and native deer have the same detection probability. 
Only one’s imagination limits the use of  marked–resight 
methods.
 In practice, the major problem we find with marked– 
resight methods is defining the study area. This is not a 
problem if  working on islands or estimating deer abundance 
within high fences. But it is a real problem when using live 
traps in a defined grid to mark–resight small mammals. We 
recommend using the maximum daily movement (i.e., ob-
tained from maximum distance between traps in the grid in 
which an individual was trapped on consecutive days) of  the 
mammals in question to define the limits outside the grid. 
For larger animals (e.g., deer), we also recommend using 
the maximum daily movement (i.e., obtained from maxi-
mum distance between daily sightings of  marked animals 
during resight surveys). This distance is then used to expand 
an area obtained by including all locations of  marked ani-
mals within a convex polygon using the minimum number 
of  locations to connect all other locations.

Schnabel Estimator
In situations where animals are continually being marked as 
resight surveys are conducted, there are several ways to ana-
lyze the data for a population estimate. A common way is to 
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treat each resight survey as a separate data set (i.e., using 
the total number marked at the time of  the survey) to ob-
tain multiple estimates and then calculate a mean estimate 
of  population abundance using the Lincoln–Petersen esti-
mator. Or, because the number of  marked animals in the 
population affects the estimate, one could use only the 
data obtained from the final survey to obtain an estimate. If  
the former is used, then one is giving equal weight to each 
survey and if  only the last survey is used because it has a 
larger sample size, one is not using all data available. To 
overcome this problem, Schnabel (1938) developed a method 
(i.e., weighted average) to use all available data without giv-
ing each survey an equal weight. The assumption for the 
Schnabel estimator is the same as for the Lincoln–Petersen 
estimator; namely, the resight sample has the same ratio of  
marked to nonmarked animals as is found in the popula-
tion. If  the assumption given above is valid, an unbiased es-
timate of  population abundance can be obtained using the 
following equation: 

 ∑MnN = ———,
 ∑m

 where N = population abundance
 M = number marked in study area
 n =  number of  marked and nonmarked animals 

observed in sample
 m = number marked in sample

Example: Over a 5-day period, you trapped and marked mice 
using 100 live traps, with the results shown in Table 11.1. 
The death of  some animals during trapping must be ac-
counted for as noted below. If  no animals die, then A = n. If  
animals are found dead in the sample, they must be ac-
counted for (i.e., dead marked animals must then be sub-
tracted from M, and dead nonmarked animals are then not 
added to M). Using the data from Table 11.1 in the above 
equation yields

 1,268N = ——— = 66.7. 19

 If  we had run 4 Lincoln–Petersen estimates for days 2–5, 
our estimates would be 60 mice for day 2, 57 mice for day 3, 78 
mice for day 4, and 68 mice for day 5. If  we average these esti-
mates, we get 66 mice with a standard error of  4.70 mice. As-
suming a normal distribution, we have a 95%CI (about ±2 SE) 
of  57–75 mice. Even though the mean Lincoln–Petersen  
estimator (66) and Schnabel estimator (67) are similar, the  
Schnabel estimator gives greater weight to the last days of  trap-
ping when a greater number of  mice were marked. Silvy et al. 
(1977) have shown that accuracy of  estimates is greater when 
more animals are marked; therefore, one should use the  
Schnabel estimator when there are 1 day of  resightings. 

Schumacher–Eschmeyer Estimator
The Schumacher–Eschmeyer estimator (Schumacher and Esch- 
meyer 1943) is a variation of  the Schnabel estimator, itself  a 
variation of  the Lincoln–Petersen estimator. Like the Schnabel 
estimator, it uses all available data without giving each survey 
an equal weight. Using the data from the Schnabel example 
above, 2 additional columns are calculated (Table 11.1). The  
assumption for the Schumacher–Eschmeyer estimator is the 
same as for the Lincoln–Petersen and Schnabel estimators:  
the resight sample has the same ratio of  marked to non-
marked animals as is found in the population. If  the assump-
tion is valid, an unbiased estimate of  population abundance 
can be obtained using the following equation: 

 ∑nM2

N = ———,
 ∑mM

 where  N = population abundance
 M = number marked in study area
 n =  number of  marked and nonmarked animals 

observed in sample
 m = number marked in sample

Using data from the Schnabel example above and the last 2 
columns of  Table 11.1, we obtain

 42,164N = ———— = 69. 611

Table 11.1. Hypothetical example of 5 days of trapping and marking mice with data presented in format suitable for estimation of 
population abundance using the Schnabel and Schumacher–Eschmeyer estimatorsa

 Number Number Number Total marked alive 
 trapped recaptured alive prior to date 
Day (n) (m) (A) (M) Mn nM2 mM 

1 10 0 10 0 0 0 0
2 12 2 11 10 120 1,200 20
3 15 5 15 19 285 5,415 95
4 10 5 9 39 390 15,210 195
5 11 7 11 43 473 20,339 301
Totals  19   1,268 42,164 611

a Note that only the first 6 columns are needed for the Schnabel estimator, whereas all 8 columns are needed for the Schumacher–Eschmeyer estimator.
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Jolly–Seber Estimator
The Jolly–Seber estimator ( Jolly 1965, Seber 1965) is used 
for open populations and estimates population size, survival 
rates, and births. A marked–resight experiment is conducted, 
during which, on ≥3 successive occasions, animals are marked 
from the population. The identity of  marked individuals is 
recorded on each occasion, unmarked animals are marked, 
and all animals are released. An estimate of  population size 
is calculated from the simple relationship that population 
size is equal to the size of  the marked population divided by 
the proportion of  animals marked. Estimates can be ob-
tained for each occasion except the first and last. Calcula-
tions for the Jolly–Seber estimator are complicated and are 
best done with available computer programs; therefore, 
they are not presented here. Estimates of  population size, 
survival rates, and births can be computed directly by pro-
gram JOLLY (Pollock et al. 1990; http://www.mbr-pwrc
.usgs.gov/software.html). Program POPAN-5 (Arnason and 
Schwarz 1999; http://www.cs.umanitoba.ca/~popan/) is based 
on a different approach to the Jolly–Seber model (Crosbie 
and Manly 1985, Schwarz and Arnason 1996). It includes es-
timation of  the total number of  individuals that are in the 
population at any time during the study, and from the pro-
gram computes an estimate of  population size (plus sur-
vival rate and recruitment). To achieve this estimate, one 
must make some assumptions about the values of  parame-
ters at the beginning and end of  the study (Schwarz and Ar-
nason 1996).
 Assumptions of  the Jolly–Seber estimator are: (1) all in-
dividuals have equal probability of  capture; (2) every marked 
animal present in the population has the same probability 
of  survival; (3) marks are not lost or overlooked; (4) all sam-
ples are instantaneous, and each release is made immedi-
ately after the sample; and (5) every animal in the popula-
tion is equally likely to emigrate, and all emigration from 
the population is permanent.

COMPUTER SOFTWARE PACKAGES

Several computer software packages are available that can 
be used to estimate population abundance using the meth-
ods described above plus other methods not covered here. 
Prior to the use of  these packages, however, one must be 
aware that errors may exist in these programs (e.g., early 
versions of  program CAPTURE). If  results obtained from 
a software program appear unrealistic, compare them to 
results from a different software package. Also, be aware 
that input errors also can give unrealistic or erroneous re-
sults (i.e., “garbage in is garbage out,” and it is not the 
fault of  the software package). Input errors include, but 
are not limited to (1) data entry, (2) data transfer, (3) col-
umn and/or row selection in spreadsheets, and (4) model 
selection (i.e., assumptions). The best way to test software 
results is to run a small “known” data set through the soft-

ware program, where the outcome has been previously 
determined without the use of  software programs. If  the 
result obtained is the same or similar, then the data have 
been entered correctly and the software program is proba-
bly working properly. 

Program CAPTURE
Program CAPTURE computes tests to select a model from 
several possible models and then computes estimates of  cap-
ture probability and population size for closed population 
marked–resight data. However, some models in CAPTURE 
do not work with small data sets. For those who want to 
learn more about Program CAPTURE, references are pro-
vided in Box 11.1.

Program MARK
Program MARK (http://warnercnr.colostate.edu/~gwhite/
mark/mark.htm) provides parameter estimates from marked 
animals when they are re-encountered later. Generaliza-
tions using program MARK (White and Burnham 1999) or 
DOBSERV (http://www.mbr-pwrc.usgs.gov/software.html) 
give the researcher the option to fit generalized Lincoln– 
Petersen models that allow for probability of  detection to 
depend on covariates, such as species, wind speed, and dis-
tance. MARK and DOBSERV use AIC (Burnham and Ander-
son 1998, 2002) to pick the most parsimonious model that 
explains the data adequately. Currently, no paper documen-
tation is available for MARK. Electronic documentation can 
be found at http://warnercnr.colostate.edu/~gwhite/mark/
mark.htm. This material can be printed if  you want hard 
copy. A reasonably complete description of  MARK can be 
found in White and Burnham (1999). Other references are 
given in Box 11.1.

Program DISTANCE
Program DISTANCE provides an analysis of  distance sam-
pling data to estimate density and abundance of  a popula-
tion. Considerably more detail is provided at the web site 
(http://www.ruwpa.st-and.ac.uk/distance/), that includes 
the software and an electronic manual. The methods used 
by this program are documented in the references listed in 
Box 11.1. 

SUMMARY

Obtaining precise estimates of  animal abundance or density 
in wild populations is difficult, time consuming, and costly. 
Most techniques have problems related to estimating the 
probability of  capturing or detecting animals during a sur-
vey and to taking insufficient and/or nonrandom samples. 
When using indices, it is assumed the detection probability 
is constant, but unknown and that over time nothing 
changes except population abundance. These assumptions 
may or may not be true, and we caution against use of  indi-
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ces unless these assumptions can be verified for the compar-
isons being made. In the case of  population estimation, 
techniques range from complete counts, where sampling 
concerns dominate, to incomplete counts, where detection 
concerns dominate. Examples of  population estimation pro-
cedures include multiple observer, removal, and capture– 
resight methods.
 Before conducting a survey to estimate population abun-
dance, determine what information is needed, for what pur-
pose the information will be used, how precise an estimate 

is needed, and the time and cost required to conduct the 
survey. The key to deriving population abundance estimates 
is to select a method that fits the situation. If  necessary, 
techniques can be adapted to meet a particular need. Gener-
ally, a biometrician familiar with population estimation liter-
ature should be consulted. However, most biometricians 
consider a method “better” when it has greater precision 
than another method, but remember that most of  these 
methods have never been tested for accuracy under field 
conditions. Great precision does not mean great accuracy.
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INTRODUCTION

USE OF CAMER A TECHNOLOGY is deeply rooted in wildlife re-
search and management. It includes remote monitoring, real-time obser-
vations, infrared and ultraviolet analysis, and many other technologies 

(Fig. 12.1). Perhaps the most familiar use of  cameras in wildlife research and man-
agement is that of  remote cameras. Remote cameras (commonly known as game 
cameras, trail cameras, infrared-triggered cameras, or by trade names) have re-
cently become readily available and popular among hunters and other wildlife en-
thusiasts. However, remote cameras have been used in ecological research for more 
than 50 years (Kucera and Barrett 1993). Early remote cameras were custom-built 
by researchers to record various types of  wildlife activities (Gysel and Davis 1956, 
Dodge and Snyder 1960, Cowardin and Ashe 1965). These rudimentary remote 
cameras were the precursor to a burgeoning industry of  commercially available re-
mote cameras with a variety of  field applications in wildlife research and manage-
ment (Kucera and Barrett 1993) that includes identifying nest predators (e.g., Her-
nandez et al. 1997, Dreibelbis et al. 2008); studying animal activity and behavior 
(e.g., Foster and Humphrey 1995, Main and Richardson 2002); estimating animal 
abundance (e.g, Jacobson et al. 1997, Roberts et al. 2006); and monitoring species 
occurrence, including rare and endangered species (e.g., Karanth and Nichols 1998, 
Watts et al. 2008, O’Connell et al. 2011). 
 Camera technology extends beyond solely remote, illustrating the breadth of  its 
application to wildlife research and management. For example, camera equipment 
orbits Earth, collecting remote sensing data; records habitat and species data in 
oceans and freshwater bodies; monitors wildlife behavior in real time; reveals the 
reflective properties of  wildlife pelages; monitors zooplankton and invertebrates; 
and brings nature to citizen scientists via Internet connections. Cameras in wildlife 
management and research have advantages and disadvantages that researchers 
should be aware of  prior to starting a project (Table 12.1).
 The goal of  this chapter is to describe different camera systems and their appli-
cations in wildlife ecology. Specifically, we discuss aspects of  camera equipment, 
data storage, and use of  various camera systems in wildlife research and manage-
ment. We include the strengths and weakness of  different systems and techniques.

EQUIPMENT AND DATA MANAGEMENT

Data collection using camera systems is dependent on the quality of  the equipment 
and ability of  the operator(s). The operator must correctly determine the appropriate 

Use of  Remote Cameras  
in Wildlife Ecology
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use of  and need for camera systems, set up the camera sys-
tems for optimal data collection, and adequately maintain the 
equipment. Additionally, the effectiveness of  camera system 
equipment is dependent on one or more of  the following:  
(1) battery life, (2) data storage capacity, and (3) picture qual-
ity (i.e., resolution). As technology has improved, cameras 
have become more efficient, more affordable, and easier to 
use. A brief  review of  each of  these factors is provided here. 
 In general, battery longevity is a product of  multiple 
factors (e.g., temperature, age, number of  pictures taken, 
flash configuration or presence, and battery quality). These 
are especially salient factors for remote cameras that are left 
unattended in the field. Jackson et al. (2005) found that bat-
tery life for their film-based remote camera systems exceeded 
3 months in the harsh winter conditions of  snow leopard 
(Uncia uncia) habitats. Battery life that once limited remote 
cameras has significantly advanced, and current models can 
remain operational for up to 150 days or ≥1,000 photos 
using battery-saving technology. Users can opt for higher  
capacity batteries (e.g., NiMH or lithium), solar chargers, or 
additional batteries (i.e., external battery packs) to dramati-
cally increase battery life (Brown and Gehrt 2009). 
 Data storage continues to improve. Relatively inexpen-
sive storage units hold thousands of  pictures and videos, with 
exact numbers depending on image quality and compres-
sion (Newbery and Southwell 2009). This capacity is a vast 

improvement over film-based cameras, which are generally 
limited to a maximum of  36 images before film replace-
ment (Parker et al. 2008). Additionally, development costs 
and storage concerns are virtually nonexistent for digital 
images. Most costs are incurred during start-up in the form 
of  equipment purchases. 
 Images recorded by cameras can vary in quality and size, 
depending on equipment specifications, thereby impacting 
storage capabilities and data collection opportunities from 
the images. Low resolution (e.g., insufficient pixel count) and 
videos require less storage space, but researchers must bal-
ance resolution requirements with storage capabilities. Image 
quality is an important consideration for real-time observa-
tion (e.g., peep cameras), data transmission via the Internet 
(e.g., web-based remote cameras), and infrared cameras. Re-
searchers should determine storage and resolution require-
ments prior to beginning research or management activities. 
 It also is important to have a data management plan prior 
to the initiation of  a camera project. Some camera compa-
nies have data management software that is included with 
purchase. Photo and video management software also can 
be purchased separately. However one chooses to organize 
camera data, it should be done such that collection and re-
trieval of  media are quick and easy. When analyzing media 
from cameras, it is helpful to have a software package with 
image enhancement tools that allow the user to zoom in or 

Fig. 12.1. Results from the use of cameras in wildlife research and management. (A–C) Infrared-triggered camera photos. (D) Hawk nest 
monitoring. (E) Using a peep camera to monitor red-cockaded woodpecker nest. (F) Thermal infrared image of Rio Grande wild turkeys 

foraging. (A–C) Photos courtesy of I. Parker; (D) photo courtesy of K. Melton; (E, F) photo courtesy of S. Locke.
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adjust brightness, color, and contrast for optimal picture 
quality and clarity to aid in photograph interpretation. 

REMOTE CAMERAS

Remote cameras are often referred to as game cameras, trail 
cameras, or infrared-triggered cameras and are widely avail-
able and affordable. Remote cameras can be categorized into 
2 types: active infrared (AIR) and passive infrared (PIR). Ac-
tive infrared or beam-break sensors use an infrared emitter 
and receiver, creating a beam of  infrared light or trip line. 
When this beam is broken or tripped, the camera takes a 
picture or video of  the intended target area. Currently, AIR 
camera systems are manufactured by TrailMaster® (Good-
son & Associates, Lenexa, KS; Kays and Slauson 2008). Pas-
sive infrared sensors detect movement and radiation emit-
ted by animals within a field of  view (Kays and Slauson 
2008). Therefore, when the sensor detects a moving object 
with a surface temperature different from its surroundings, 
the object is captured by photo and/or video (Table 12.2). 
Both AIR and PIR sensors have advantages and disadvan-

tages that should be acknowledged prior to the start of  a 
project (Table 12.3). 

Occupancy and Distribution
Documenting the occupancy and distribution of  species—
particularly rare, endangered, or elusive species—can be dif-
ficult (Moruzzi et al. 2002). Traditional methods for docu-
menting species presence include visual surveys, auditory 
surveys, track counts, scat identification, hair analysis, detec-
tion dogs, drive counts, and trapping. Watts et al. (2008) used 
remote cameras to document the presence and distribution 
of  endangered Florida Key deer (Odocoileus virginianus cla-
vium) on outer islands. Watts et al. (2008) suggested that 
cameras were a practical method for monitoring Key deer 
on outer islands. Long et al. (2007b) compared remote cam-
eras, hair snares, and detection dogs for detecting black 
bears (Ursus americanus), fishers (Martes pennanti), and bob-
cats (Lynx rufus) in Vermont. Detection dogs were the most 
effective method for detecting the 3 carnivores, with remote 
cameras less effective than dogs, but more effective than 
hair snares. Detection dogs were more costly than the other 
methods on a per site basis. Remote cameras are an effective 
means for evaluating the presence of  wildlife after a treat-
ment, and they can be used to identify the potential for dis-
ease transmission or vaccine delivery.

Wildlife-Crossing Structures 
Interactions between vehicles and wildlife pose significant 
problems. Wildlife–vehicle collisions represent significant 
physical and monetary dangers to wildlife and drivers. Wild-
life–vehicle collisions also can be considered take of  threat-
ened or endangered species and thus impact road construc-
tion projects and development strategies (Lopez et al. 2003). 
Additionally, roadways can negatively impact wildlife move-
ment patterns, including dispersal, migration, and corridor 
connectivity ( Jackson 2000). One strategy for reducing such 
problems is construction of  wildlife-crossing structures 
(e.g., overpasses, underpasses, or exclusion fencing) to recon-
nect areas bisected by roadways and provide safe alternative 
movement corridors for wildlife (Foster and Humphrey 1995, 
Ng et al. 2004). These structures must fit in a larger mitiga-
tion effort that generally includes exclusion fencing, speed 
limit alterations, and warning signs. Wildlife crossing struc-
tures also must undergo rigorous and sustained monitoring 
over (possibly) many years to ensure proper function (e.g., 
wildlife acceptance and use; Hardy et al. 2003, Braden et al. 
2008). A popular method for monitoring wildlife crossing 
structures is remote cameras (Ford et al. 2009). Advantages of  
remote cameras include continuous operation, full coverage 
of  crossing structure, and minimal intrusion by researchers. 
Given the extended time periods required for appropriate 
monitoring, remote cameras are often the preferred method 
for data collection. Disadvantages include risk of  vandalism 
and natural hazards (e.g., flooding; Box 12.1). 

Table 12.1. Advantages and disadvantages of cameras 
in general and of remote and thermal infrared cameras 
specifically 

Camera type Advantages Disadvantages

Generala Declining costs Dependent on operator
 Miniaturization  skill
 Increased usability Maintenance and repair
 Increased build quality Rapid obsolescence
 Uniform data storage Replacement expensive
 Flexibility Equipment storage difficult
  Subject to environment
Remote Invasiveness reduced Dependent on human
 Consistent monitoring  placement
 Photo/video evidence May disrupt behavior
 Simultaneous observation Subject to failure
 Observer bias reduced Subject to environment
 Declining costs Maintenance and repair
 Increasing capabilities Vandalism
 Consistent observation Limitations of   
  in rough, inclement,  photographic data
  or dangerous areas
 Observe secretive or  
  aggressive animals
Thermal Works well in optimal  Cost
 infrared  conditions Detection varies among
 Declining costs  vegetation structure
 Detects spectrum outside  Animal size impacts 
  of  human vision  detectability
 Increasing utility in wildlife Poikilothermic organisms  
  disease study and   problematic 
  management Seasonally dependent

a Single lens reflex and digital single lens reflex cameras.



Table 12.2. Specifications for commercially available, passive infrared remote camerasa

  Flash 
 Capacity range Flash  Expandable  Sensitivity Password MSRP 
Brand (megapixel) (m) type Video memory Delays adjustment protection (US$)

BuckEye
Apollo 0.3–3.1 15+ Both Yes SD 0.02–120 min Yes N/A 595
Orion 0.3–3.1 15+ IR Yes SD 0.02–120 min Yes N/A 999
Bushnell
Trophy Cam 3–5 14 IR Yes SD 0–1 min Yes N/A 260
Trail Scout 2–5 14 White Yes SD 0.5 min No Yes 326
Trail Scout Pro 3–7 14 IR Yes SD 1 min Yes Yes 456
Trail Sentry 2–5 14 IR No SD N/A No Yes 140
Camtrakker
MK-8 1.3–3.2 N/A Both No SD Yes N/A No 430
Cuddeback
Capture 3 15 White No SD 0.5–30 min No No 200
Capture IR 1.3–5.0 12 IR No SD 0.5–30 min No No 250
NoFlash 1.3–3.0 12–18 IR Yes CF 1–60 min Yes Yes 399
ExPert 3.0 18 White Yes CF 1–60 min Yes Yes 349
ExCite 2.0 12 White No CF 1–60 min Yes No 249
Leaf River
DV-5 5.0 N/A White Yes SD 1–90 min Yes No 300
IR-5 5.0 N/A IR Yes SD 1–90 min Yes No 330
DV-7SS 7.0 N/A White Yes SD 1–90 min Yes No 350
IR-7SS 7.0 N/A IR Yes SD 1–90 min Yes No 380
Moultrie
D-40 4.0 14 White Yes SD 1–60 min N/A No 120
M-45 4.0 15 White Yes SD 1–60 min N/A No 290
M-65 6.0 15 White Yes SD 1–60 min N/A Yes 390
I-40 4.0 15 IR Yes SD 1–60 min N/A No 216
I-45 4.0 15 IR Yes SD 1–60 min N/A No 290
I-60 6.0 15 IR Yes SD 1–60 min N/A Yes 320
I-65 6.0 15 IR Yes SD 1–60 min N/A Yes 390
Recon Outdoors
Viper 2.1 N/A IR Yes CF N/A N/A No 230
Extreme 3.0 N/A IR Yes CF 30 sec–60 min Yes No 350
Extreme 5.0 N/A IR Yes CF 30 sec–60 min Yes No 400
Reconyx
PC90 3.1 11 IR Yes CF 0–60 min Yes Yes 800
PC85 3.1 18 IR Yes CF 0–60 min Yes Yes 700
PM75 1.3 15 IR Yes CF 0–60 min Yes Yes 600
MC65 3.1 15 IR Yes CF 0–5 min Yes Yes 550
RC60 3.1 11 IR Yes CF 0–5 min Yes Yes 600
RC55 3.1 18 IR Yes CF 0–5 min Yes Yes 550
RC45 1.3 15 IR Yes CF 0–5 min Yes Yes 450
Stealthcam
Prowler HD 1.3–8.0 12 IR Yes SD 1–59 min No No 310
Sniper Pro 1.3–8.0 15 White Yes SD 1–59 min No No 170
Sniper IR 1.3–5.0 9 IR Yes SD 1–59 min Yes No 230
Rouge IR 1.3–5.0 12 IR Yes SD 1–59 min Yes No 160
Nomad IR 1.3–5.0 9 IR Yes SD 1–59 min No No 180
Wildview
EZ-Cam 1.3 9 White No SD NA N/A No 75
Xtreme 2 2.0 9 White Yes SD 1–20 min N/A No 90
Xtreme 5 5.0 9 White Yes SD 1–20 min N/A No 150
Infrared 5.0 N/A IR Yes SD 1–20 min N/A No 120

a CF = compactflash; IR = infrared; MSRP = manufacturer’s suggested retail price; N/A = not available; SD = secure digital.
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Disease Transmission and Vaccine Delivery 
Issues of  wildlife disease transmission and vaccine delivery 
are important, but difficult to evaluate. Intra- or inter-species 
disease transmission studies would benefit from increased 
knowledge of  indirect or direct individual contact (e.g., nuz-
zling, fecal-oral contact, and site visitation). Vaccine delivery 
studies often provide vaccines to free-ranging species, but 
they lack direct knowledge of  species visitation rates to the 
baits or individual bait consumption. Filling in these knowl-
edge deficits would aid disease mitigation strategies and 
vaccine delivery methods, thus lowering costs and increas-

ing effectiveness. Some of  these issues can be addressed with 
the application of  remote camera technology. Although re-
mote cameras cannot always provide the clear evidence 
demonstrating transmission of  disease or uptake of  vaccine, 
they can add data critical for inference. For instance, Ver-
Cauteren et. al. (2007a, b) provided moment of  contact pic-
tures between farmed and wild cervids, demonstrating pos-
sible transmission routes for bovine tuberculosis and 
chronic wasting disease. Garnett et al. (2002) showed badger 
(Taxidea taxus) visits to feed lots, thus providing the possible 
bovine tuberculosis connection between domestic animals 
and wildlife species. Several studies (Gortázar et al. 2008, 
Jennelle et al. 2009) monitored cervid carcasses for possible 
conduits of  bovine tuberculosis and chronic wasting disease 
transmission from dead wildlife to scavengers. 
 The delivery of  vaccines to wildlife is often complicated 
by the presence of  multiple species in the focal area, vaccine 
delivery over very large areas (e.g., air drops), and difficulty 
assessing success of  vaccine delivery. Remote cameras are 
often used to monitor vaccine delivery systems for species 
visitation. Wolf  et al. (2003) and Campbell and Long (2007) 
placed remote cameras on baits containing vaccines for ra-
bies. Boulanger et al. (2006) used remote cameras to moni-
tor the effectiveness of  a new technique to dispense rabies 
vaccines to raccoons (Procyon lotor). 

Estimating Abundance
Reliable population estimates are vital in the field of  wild-
life research and management ( Jenkins and Marchington 
1969) and require cost-effective and accurate methods (Rob-

Table 12.3. Comparisons of active infrared and passive 
infrared camera systems 

Feature Active infrared Passive infrared

Size Two larger units  One smaller unit (housed 
  (separate from   with camera) 
  camera) 
Models One company Many companies
Price Higher Lower
Ease of  use More complicated Simpler
Sensitivity High (but flexible) Medium (can be flexible)
Detection beam  Narrow Narrow or wide 
 width 
False triggers Usually fewer Usually more
Sensitivity in  Not affected by May be lower 
 tropical climates  temperature 
Damage by wildlife Highly susceptible Lower risk

Adapted from Kays and Slauson (2008).

Box 12.1. Pitfalls of camera use in wildlife research and management

 1.  Security: To avoid vandalism by humans and damage by wildlife, researchers and managers should ensure that cam-

eras are concealed and securely attached to a solid substrate. Some manufacturers provide additional security options, 

such as strong boxes and digital security codes.

 2.  Invertebrates: Invertebrates are often attracted to camera housings for shelter, thus exposing researchers and manag-

ers to unexpected bites and stings. Invertebrates also can negatively impact camera electronics. Methods of addressing 

these concerns include sealing openings (e.g., with tape) and using insecticides or repellants. 

 3.  Environmental conditions: Moisture intrusion (e.g., hurricanes or high humidity), fire (e.g., prescribed or wild), and 

sand intrusion (e.g., dust devils) can damage equipment and data. Camera openings should be sealed or equipment 

removed from the field prior to storms or fires.

4.  Camera placement: Shadows, movement of vegetation, and sun-facing cameras are often the cause of misfires. Re-

searchers and managers should face cameras in a northern or southern direction and trim problematic vegetation to 

avoid misfires.

 5.  Nontarget species: To minimize photographs of nontarget species and maximize those of target species, researchers 

and managers can use exclusion structures (e.g., fencing), species specific baits, nonconsumable baits (e.g., aromatic 

baits), or repellants. Additionally, researchers and managers can adjust the sensitivity of cameras to better capture the 

target species.
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erts et al. 2006). Traditional methods for estimating abun-
dance include drive counts, strip counts, line transects, re-
moval methods, and mark–recapture techniques (Chapter 11, 
This Volume). The use of  remote cameras for estimating 
abundance is based on mark–recapture techniques using 
Lincoln–Petersen estimators (Sweitzer et al. 2000), although 
there is increasing use of  other techniques (Amstrup et al. 
2005). Initial and/or subsequent “captures” are conducted 
via photographs, and individuals may be marked from ini-
tial capture or marked based on physical characteristics (e.g., 
branched antlers, pelage, or other visible markings or fea-
tures). Remote cameras have been used to estimate abun-
dance for white-tailed deer (Odocoileus virginianus; e.g., Jacob-
son et al. 1997, Koerth et al. 1997, Roberts et al. 2006), 
bighorn sheep (Ovis canadensis; Jaeger et al. 1991), feral hogs 
(Sus scrofa; Sweitzer et al. 2000), bears (Ursus spp.; Mace et al. 
1994, Matthews et al. 2008), red fox (Vulpes vulpes; Sarmento 
et al. 2009), and felines (Felidae; e.g., Karanth and Nichols 
1998, Heilbrun et al. 2006, Jackson et al. 2006, Dillon and 
Kelly 2007, Larrucea et al. 2007a), among other species. 
 Demographic and geographic closure is often difficult to 
attain with highly mobile, wide ranging species. Difficulties 
with closure can be overcome with remote cameras by us-
ing short duration surveys; timing surveys to take advantage 
of  animal behavior; or integrating other technologies, such 
as radiotelemetry, into the survey. Remote camera studies 
often use baited stations to maximize photographic captures. 
Baited camera stations (i.e., convenience sampling) may vio-
late the equal catchability assumption, thereby affecting the 
accuracy and precision of  the estimate (White et al. 1982). 
Watts et al. (2008) suggested that baiting should be avoided 
when trying to estimate abundance or the time period 
when baiting was most significant should be excluded from 
the survey. Larrucea et al. (2007b) concluded that due to ani-
mal behavior, remote cameras do not always provide unbi-
ased estimates, and camera placement is important to con-
sider to reduce bias. 
 Compared to other methods of  abundance estimation, 
remote cameras are attractive. Jacobson et al. (1997) con-
cluded that estimates of  adult white-tailed deer bucks could 
be reliably and accurately estimated using remote cameras, 
and remote cameras may at least provide managers with a 
minimum population estimate. 

Nest Predation
Remote cameras have become a valuable tool for identify-
ing nest predators in many wildlife studies and applications. 
Nest predation is an extremely influential aspect of  nest sur-
vival, particularly among ground nesting birds (Rollins and 
Carroll 2001, Stephens et al. 2005). Traditional methods for 
identifying nest predators include physical evidence, such as 
eggshell fragments or animal sign (e.g., hair, scat, or tracks) 
recovered at the nest site (Major 1991, Larivière 1999). Phys-
ical evidence, however, can be subjective and time sensitive, 

and it also fails to account for multiple predator events or 
partial predation events (Leimgruber et al. 1994). 
 Cutler and Swann (1999) suggested that many research-
ers preferred remote cameras over traditional methods be-
cause photographs provided verifiable evidence of  preda-
tion events, predator identification, and timing of  predation. 
Using remote cameras, Dreibelbis et al. (2008) determined 
that multiple predator events were common at Rio Grande 
wild turkey (Meleagris gallopavo intermedia) nests. Little re-
search has been conducted to determine the impact of  the 
presence of  remote cameras on nests. The increase of  hu-
man activity around a nest may disrupt normal nesting pat-
terns or attract or deter certain predators. Leimgruber et al. 
(1994) found that remote cameras had little impact on artifi-
cial ground nests. In contrast, Richardson et al. (2009) found 
that on average, camera equipment reduced nest predation 
rates, and they provided several recommendations to mini-
mize the potential bias of  remote cameras. 

Animal Activity
Complex wildlife activity is difficult to observe and is often 
influenced by the presence of  humans. Remote cameras 
provide sustained monitoring of  wildlife behavior that would 
be impractical for human observers. Researchers and man-
agers use remote cameras to investigate daily and seasonal 
wildlife activity patterns and use of  specific resources (e.g., 
water sources). Larrucea and Brussard (2009) documented 
activity patterns of  pygmy rabbits (Brachylagus idahoensis) 
and found a bimodal daily activity pattern impacted by sea-
son. Several studies have evaluated wildlife use of  natural 
and manmade water sources in arid environments by using 
remote cameras (Morgart et al. 2005, Whiting et al. 2009).

Diet
Wildlife diets are often measured directly via observation or 
indirectly via scat analysis, prey remains, or animal harvest 
(i.e., stomach or crop analysis). Remote cameras offer an al-
ternative form of  direct observation with the added advan-
tages of  being able to monitor multiple sites simultaneously 
as well as providing photographic evidence that can be scru-
tinized at a later date. Franzreb and Hanula (1995) evaluated 
Trailmaster cameras to quantify the diet of  nestling red-
cockaded woodpeckers (Picoides borealis). Using photographs 
from the cameras, the researchers were able to identify 65% 
of  the arthropods that adults brought to the nestlings. 

THERMAL INFRARED CAMERAS

A limiting factor in studying mammals is observing them 
(Boonstra et al. 1998). Mammals often can be cryptic or 
nocturnal, making them difficult to see using only human 
vision. The use of  thermal infrared imagery devices can 
aid researchers by converting the invisible infrared spectrum 
(0.8–14.0 µm) into a visible spectrum. Essentially, these de-
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vices convert surface temperatures of  objects into an image 
visible to the human eye. For several decades, researchers 
have speculated the use of  thermal infrared imagery would 
aid in detecting and observing mammals. Croon et al. (1968) 
and Graves et al. (1972) were among the first to use aerial 
thermal infrared imagery to detect large mammals (e.g., 
white-tailed deer). Both authors noted that thermal infrared 
imagery had great potential, but was not without significant 
limitations, such as the difficulty differentiating the thermal 
signatures of  dense vegetation from wildlife. 
 More recently, thermal cameras have become more ac-
cessible; less costly (although cost is still a limiting factor); 
and smaller, making them highly portable. They have been 
used primarily to aid in the detection of  large mammals, al-
though several studies have evaluated their use for smaller 
mammals, such as wild boars (Sus scrofa), red foxes, European 
rabbits (Oryctolagus cuniculu; Focardi et al. 2001), and bats 
(Betke et al. 2008, Horn et al. 2008), as well as Rio Grande 
wild turkeys (Locke et al. 2006). 
 Thermal infrared cameras are largely thought to assist in 
detecting more individuals than do standard techniques, 
thereby improving estimates of  density. However, the uses 
of  thermal infrared cameras have expanded beyond density 
estimation. Infrared cameras have been used as a noninva-
sive method for detecting diseased mammals. Dunbar and 
MacCarthy (2006) were able to experimentally detect clini-
cal signs of  rabies in raccoons using this technology. Infra-
red cameras also were used to identify mule deer (Odocoileus 
hemionus) suspected of  being infected with foot-and-mouth 
disease (Dunbar et al. 2009). Researchers have used infrared 
cameras to better understand thermoregulatory processes 
via thermal windows in the world’s largest terrestrial ani-
mal, the African elephant (Loxodonta africana). 

INNOVATIVE CAMERA TECHNIQUES

Improvements in component miniaturization and capability, 
storage capacity, build quality, and price have spurred the 
use of  cameras (both still and video) in ecology in a variety 
of  new directions. Cameras are increasingly common in 
habitat monitoring studies, Internet-based research and out-
reach, and evaluation of  management activities. 
 Companies are now designing camera (both still and 
video) systems to answer specific questions. For example, 
Fuhrman Diversified (Seabrook, TX; R. Fuhrman, Fuhrman 
Diversified, personal communication) has designed and 
manufactured 850 video systems for various field, labora-
tory, educational, interactive, industrial, and scientific appli-
cations throughout the world. Rather than using existing 
cameras systems, many researchers are opting to have cus-
tom camera systems designed and manufactured to answer 
their specific research needs.
 Camera monitoring now provides data from a variety of  
perspectives. Some of  these cameras are becoming increas-

ingly interactive and have the ability to disseminate real-
time information to classrooms, researchers, and the gen-
eral public over the Internet, with some providing the ability 
to tilt, pan, zoom, and otherwise control the cameras (Con-
nolly 2007). State and federal natural resource agencies and 
nongovernmental conservation organizations provide live 
streaming video and photographs of  a variety of  wildlife 
species (e.g., bald eagles [Haliaeetus leucocephalus], grizzly 
bears [Ursus arctos horribilis], and barn owls [Tyto alba]).
 Even as these broad-based initiatives expand the use of  
cameras beyond traditional wildlife monitoring, the tech-
nology continues to evolve and allows researchers to think 
outside the normal technological paradigm. For example, 
researchers have mounted cameras on remotely controlled 
model airplanes (Thome and Thome 2000, Jones 2003), on 
flexible tubing for burrow and den monitoring (VerCauteren 
et al. 2002), on blimps (Murden and Risenhower 2000), on 
floating platforms (Lopez and Silvy 1999), and on satellites 
(Mehner et al. 2004). Researcher innovations can serve to 
expand the range of  observations, save money, and decrease 
disturbance of  target wildlife species. They also are expand-
ing observation into alternative wavelengths (e.g., infrared 
or ultraviolet) outside the normal visible spectrum using new 
types of  detectors. For instance, many avian species reflect 
ultraviolet radiation (Keyser and Hill 1999). Without special-
ized equipment (i.e., spectrometer), this type of  information 
remained unknown. Alternatives to these technologies have 
historically required the use of  expensive fixed-wing aircraft 
or helicopters, loud and destructive excavations or intru-
sions, or the reduction of  available data. Limitations inher-
ent to emerging civilian (i.e., nonmilitary) technologies (e.g., 
relatively short transmission distance for radiocontrolled 
airplanes or high monetary cost) prevent these techniques 
from gaining wide use; however, researchers continue to ex-
plore these and other methodologies. 
 Cameras are often used to monitor wildlife when the 
physical presence of  a human would disrupt behavior or 
prove impractical or dangerous. For instance, peep cameras 
(closed circuit cameras on extendable poles) are commonly 
used to view the interior of  red-cockaded woodpecker nest 
cavities as the viewer stays safely on the ground (Richardson 
et al. 1999). These cameras obviate the need to climb the 
tree, thereby minimizing impacts on bird behavior and ex-
posure of  personnel to dangerous conditions. Additionally, 
cameras have been modified to enter burrows and in some 
cases are coupled with grappling devices to manipulate ob-
jects inside (VerCauteren et al. 2002). 

SUMMARY

As cameras and camera equipment become less expensive, 
better built, increasingly capable, and more user friendly, they 
are more common and valuable in wildlife research and 
management. Cameras are a useful tool in wildlife ecology, 
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but their usefulness depends on the quality of  the study de-
sign and capabilities of  the operator. Cameras are appropri-
ate in research where: (1) humans would cause disturbance 
to wildlife behavior; (2) extended observational periods are 
required; (3) observation must take place in dangerous, in-
clement, or remote areas; (4) permanent and verifiable data 
are needed; or (5) different capabilities from those of  the hu-
man eye are required. The heterogeneity of  ecological re-
search is reflected in its varied uses of  cameras and contin-
ues to evolve to meet new research challenges.
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INTRODUCTION

DUR ING WOR LD WAR II,  English ornithologists found the new secret 
weapon known as RADAR (RAdio Detection And Ranging), while look-
ing for ships and aircraft, was receiving echoes from gannets (Sula spp.) 

and other birds (Lack and Varley 1945:446). They noted that birds gave rise to “sev-
eral [torpedo boat] scares and at least 1 invasion alarm” and “getting visual confir-
mation of  the source of  the echo” was difficult. These pioneers immediately recog-
nized that radar was a powerful tool for monitoring and studying movements of  
flying animals, providing one could interpret the radar information. These themes 
reverberate through this introduction to radar as a tool in wildlife conservation and 
ecology. 
 Radar is distinct from radiotracking and aerial and satellite remote sensing. Ra-
dar operates in a different band of  the electromagnetic spectrum and mostly relies 
on different physical principles. Radiotracking involves placing an active (powered) 
electronic device on an animal and then locating the signal from that device by di-
rection finding or other means. Remote sensing in wildlife biology usually involves 
visual or infrared data obtained passively from satellites or high-flying aircraft. Ra-
dar directs a high-energy beam, and some of  that energy is reflected back from ob-
jects, in this case flying animals (Eastwood 1967, Vaughn 1985, Bruderer 1997). Fly-
ing animals need no electronics mounted on them, as their bodies reflect the radar 
beam. Further, the subjects almost certainly do not know they are being observed 
(Bruderer et al. 1999).
 Using radar, wildlife biologists can observe birds and bats flying above vegeta-
tion but not in or near it, especially vegetation being moved by the wind. However, 
small tripod-mounted radars are used routinely by the military to detect moving 
soldiers on the ground. Radar can observe animals on extended flat surfaces, such 
as runways or the surface of  calm water (Radford et al. 1994). Most large radars 
have the power and sensitivity to detect birds at great distances when the birds are 
in the open and can be reached by the radar beam. However, the largest radars are 
limited in the distance they can observe flying animals, especially those flying at 
low height above ground level (AGL). Failure to detect low-flying animals usually 
happens because Earth, and anything bound to it, curves from under the radar beam 
(Fig. 13.1) or topography prevents a clear view of  the animals. 
 A radar display does not reveal which kind of  animal produces a radar echo, 
and without specialized research to relate animals to echoes (ground truth), radar 
does not directly allow a wildlife scientist or manager to know how many animals 

Radar Techniques  
for Wildlife Research
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are responsible for an echo. These limitations can be frus-
trating. However, radar allows following animals through 
the blackest night, inside clouds (Griffin 1973, Larkin and 
Frase 1988), and occasionally at great distances, contributing 
to knowledge of  animal movements (Alerstam 1996). Fur-
ther, the technology is becoming more widely available. 
With minimal computing resources, one can download ra-
dar data about every 5–10 minutes from much of  the conti-
nental United States almost as soon as the radars record the 
data. The data are free or available at negligible cost. The 
technology has enormous potential for use and misuse. 
 Meteorologists, aviation agencies, maritime users, and the 
military operate radars useful for observing wildlife. Those 
who want to observe wildlife with radar are encouraged to 
try it. One should not necessarily believe radar operators, 
who may have been taught that birds or bats cannot be “de-

tected” with their equipment. For instance, some time ago 
the director of  a sophisticated radar installation looked over 
the shoulder of  an ecologist sitting at a console of  the instal-
lation’s best radar. “Oh, yes,” he remarked, looking at the ra-
dar echoes filling the large screen, “atmospheric inhomo- 
geneities.” Several days later, after the ecologists had shown 
him “atmospheric inhomogeneities” flapping their wings on 
radar displays and zooming past the radar considerably 
faster than the wind, the director quietly admitted that yes, 
they might be birds. Most radar biologists can relate similar 
stories. 

RADAR 101

This discussion assumes that the radar uses the same an-
tenna to send (transmit) the radar signal and sense (receive) 
the returning echo and that the radar’s operational frequen-
cies are microwaves. The reader is referred to standard texts 
for further details (Eastwood 1967, Woolcock 1985, Levanon 
1988, Skolnik 1990).
 How much radar echo a bird or bat produces is deter-
mined by a ratio in the Radar Equation (Box 13.1). Knowl-
edge of  the Radar Equation is useful to understand and be 
conversant about radar. To help understand the Radar 
Equation, consider a person shouting across and canyon and 
listening for an echo. Pr is the loudness of  the echo. Techni-
cally, this echo or “radar return” is back-scattered radiation. 
Larger values of  Pr give more intense dots or brighter colors 
on a radar display. In simple radar, Pr below the radar’s 
threshold sensitivity is indistinguishable from noise. Pt is 
roughly the loudness of  the person’s shout and is usually 
constant for any given radar. G is the gain, a dimensionless 
ratio usually stated in decibels (dB, a logarithmic measure 
calculated as 10 log[ratio]). When the person cups a hand 
behind her ear to hear the faint echo, she experiences an in-
crease in loudness of  the sound, or gain. Positive gain oc-
curs only forward (directivity). Large radar antennas can 
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Fig. 13.1. Top: The radar beam detects migrating birds (and 
almost certainly some insects and bats), then at greater range it 
passes completely over the layer of animals. Brighter colors repre-
sent stronger echoes. Bottom: East half of a map display of a 
weather surveillance 88 Doppler radar near the middle of the 
night. Just before the beam passes completely over the biological 
layer, the lower periphery of the beam encounters only the 
highest tail of a distribution of birds, causing the radar to register 
relatively weak echoes (yellow).

Box 13.1. The radar equaTion

 Pt G2 λ2 σ
Pr = ————,

 (4π)3R4

where

 Pr = received power (W) from the echo

 Pt = radar transmitted power

 G = antenna gain, or amplification

 λ = wavelength (m) of the radar

 σ = radar cross-section (m2)

 R = range (straight-line distance; m) to the target.
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produce gains in excess of  40 dB (104 or 10,000 times). The 
gain of  a microwave antenna is proportional to its frontal 
area. Microwaves, like light (or even the sounds produced 
by someone shouting across a canyon), can be described in 
terms of  wavelength (l), the distance between successive 
troughs (or crests) in a traveling wave. Wavelength is as  
important for radar as transmitter frequency is for radio-
tracking and color for visual observation. Radar wavelengths 
include X-band (North Atlantic Treaty Organization [NATO] 
designation I band, about 3 cm), C-band (NATO designa-
tion G and H, about 5 cm) and S-band (NATO designation 
E and F, about 10 cm). L-band, used in aircraft surveillance, 
is longer than S-band. K-band (NATO designation J and K) 
is shorter than X-band and is becoming quite widely used in 
such applications as automotive radar. Most radar used with 
wildlife operates at a single wavelength. One can tell which 
band radar uses from the size of  its waveguide, the metal 
tubing or “plumbing” that is used in place of  wire for con-
ducting microwave energy (Fig. 13.2).
 Radar wavelengths are in the same size range as body 
parts of  bats, birds, and even large insects. In this size region, 
microwaves wrap around objects and otherwise interact 
with them in a complex fashion. Thus, the amount of  echo 
from even a simple object, such as a sphere, is not exactly 
proportional to its size (Fig. 13.3). Unfortunately, except for 
small animals observed at relatively long wavelength and 
large ones observed at relatively short wavelength, birds and 
bats mostly lie in the nonmonotonic region (from the mid-
dle to the right in Fig 13.3). This implication is profound, as 
physically larger animals do not necessarily generate stron-
ger echoes. For instance, body parts of  size λ/2 will reso-
nate on radar, producing intense echoes.
 Effective target area (s) on radar differs for different wave-
lengths (Fig 13.3). The smooth left end of  the curve repre-
sents small insects and becomes linear as it extends down to 

include tiny radar scatterers, such as raindrops, cloud drop-
lets, and dust. The middle region of  the curve, where the 
amount of  radar echo is not directly proportional to target 
size, represents most bats and birds. The right end of  the 
curve lies near the mass of  a goose. Wildlife appears on ra-
dar like skin-enclosed water, which is 0.56 as reflective as 
metal (Eastwood 1967). Engineers conclude that poorly con-
ducting tissues, such as feathers and chitin, are essentially 
transparent to radar (Edwards and Houghton 1959). Radars 
cannot measure absolute target area of  wildlife with great 
accuracy, because even in carefully controlled test facilities, 
moving targets vary by approximately 2 dB or 60% (Dybdal 
1987). 
 Range or slant range (R) is distance along a radar’s beam 
to a target and is part of  the acronym RADAR. The speed 
of  light being constant, pulsed radars measure range by tim-
ing the delay between transmitting a pulse and receiving an 
echo off  of  a target. Because energy spreads in 2 dimen-
sions as it travels from the radar to a flying animal and again 
in 2 dimensions as it travels back from the animal to the ra-
dar, the received echo strength is proportional to the inverse 
fourth power of  range. The maximum range at which an 
animal of  a certain size can be detected is 

 PtG2λ2σ 1/4

Rmax = [—————]   . (4π)3Pr, min

 This short introduction to the Radar Equation provides a 
great deal of  information. For instance, consider designing a 
radar for observing flying animals over a wide area. Most 
targets will be at a great distance, R, where the returning 
echo will be weak. Noting the strong nonlinear influence of  
the inverse fourth power of  range, we see that several vari-
ables have linear effects and, therefore, cannot make much 
difference. For instance, from the Radar Equation, a more 

Fig. 13.2. A piece of rectangular waveguide. Microwave energy 
travels on the inside surface of the tube, which is machined to 
tight specifications and must be smooth, clean, and dry. Usually 
0.9 wavelengths > x > 0.6 wavelengths, and y = 0.5x.

Fig. 13.3. The nonlinear relationship between apparent size of a 
target on radar (vertical axis) and actual mass (or volume) of the 
target, at 10-cm wavelength (S-band). Redrawn from Vaughn (1985).
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Fig. 13.4. (A) The 3 principal concentrations of energy in a reflector 
antenna. Microwave energy emerges from the feed, which directs it 
toward a solid or mesh reflector, in this case a parabolic reflector. 
(B) A parabolic reflector antenna with a radar fence constructed of 
3.04-m (10 ft.) lengths of corrugated sheet metal.

Fig. 13.5. The polar coordinate system used by radars consists of 
azimuth (angle from north), elevation (angle up from horizontal), 
and range.

sensitive receiver (able to detect fainter echoes of  Pr) will 
not provide much greater range, nor will size of  birds or bats 
that we want to observe (σ) make much difference. How-
ever, the term G, antenna gain, in the numerator of  the Ra-
dar Equation is itself  proportional to antenna diameter 
squared, so that G2 is proportional to diameter4. Therefore, 
increasing antenna diameter increases Pr to the fourth power, 
which can compensate for R–4. A large antenna is necessary 
to work at long ranges. In addition, if  the wildlife biologist 
wishes to be sure to observe subjects through rain or snow 
or to minimize confusing echoes from clouds of  flying in-
sects, it will help to use longer wavelengths to ensure that 
interfering echoes are toward the left edge of  Figure 13.3.  
A longer wavelength also will provide more range directly. 
A large metal antenna for long wavelengths with motors 
and apparatus to direct it is expensive, comprising up to 40% 
of  the radar’s cost. The expense of  large radar systems may 
be daunting, considering most wildlife budgets. In that case, 
leasing appropriate radar equipment or using already exist-
ing radars are alternatives to purchase. Alternatively, wildlife 
biologists can learn how to obtain data from existing local 
aviation, weather, maritime, or military radar. Thus, they can 
invest time in understanding available data rather than build-
ing radars and designing the necessary software to gather 
the data. 

ANTENNAS AND SCANNING

A radar antenna’s main lobe, or beam (Fig. 13.4) points at 
targets, and its direction, along with range, gives their loca-
tion. Direction is expressed in polar coordinates familiar to 
foresters and others (Fig. 13.5). Returning echoes from birds, 
bats, and other objects take the reverse path, and the an-
tenna concentrates received echoes the same way it concen-
trates transmitted microwave energy. Large antennas may 
have beams as narrow as 1°. 
 Side lobes are weaker concentrations of  energy that are, 
to some extent, symmetrical about the main lobe (Fig. 13.4). 
All directional antennas have side lobes, and they matter. 
For instance, an X-band radar for field work (Bluestein and 
Pazmany 2000) has side lobes 22 dB (159×) weaker than the 
main lobe. Using the R4 relationship, 102.2/4 is a factor of  3.5 
and corresponds to a range 30% of  that of  a bird in the 
main lobe. So if  the antenna is pointing at a bird, another 
bird of  similar size illuminated by a side lobe in a different 
(deceptive) direction will appear equally prominent on the 
radar display if  it is as close as 0.3R. 
 Spillover radiation includes any energy that escapes past 
the edge of  the antenna (Fig. 13.4). Like side lobes, spillover 
radiation produces spurious echoes from the ground, struc-
tures, and vegetation (ground clutter) in directions different 
from the main lobe. 
 Only a few radar beam shapes are commonly used in 
wildlife biology (Fig. 13.6). Many radars used in meteorol-

ogy (Fig. 13.6) have a narrow, conical pencil beam to pro-
vide height information (e.g., on storms). A large radar of  
this type can operate at great range, but its resolution is 
coarse even though its beam might be narrow (Wurman et al. 
1997). For instance, a 1° beam is 1 km across at a range of  
approximately 60 km. This type of  radar must rotate several 
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times with its antenna at different elevations (a volume scan) 
to achieve coverage of  different heights. Smaller, specialized 
ornithological research radars use spatially precise conical 
beams to obtain information on animals at specific heights, 
often even single flocks and individual animals (Larkin 1982, 
Cooper et al. 1991, Bruderer et al. 1995). 
 Surveillance radar is any radar designed to scan a wide 
geographic area repeatedly, usually in the horizontal plane. 
Some surveillance radars use a beam that is narrow (often 
1–2°) in azimuth but broad in elevation (Fig. 13.6); marine 
radar beams are shaped this way to detect objects on the 
surface even while the radar platform is pitching and rolling 
(Williams 1984). These radars provide almost no informa-
tion on height of  flying animals. Animals near the edges of  
the beam are partially illuminated, and the size of  the echo 
they produce depends on their exact position in the beam. 
Paths of  observed targets flying at high elevation on these 
radars are distorted (Cohen and Williams 1980). The anten-
nas are usually swiveled (rotated in azimuth) through 360°, 
but in wildlife biology, they also can be held stationary to 
monitor bird or bat traffic passing through the beam (Fig. 
13.7). Surveillance radars designed to find or follow aircraft 

have even broader beams in elevation to obtain information 
on fast-moving targets at various heights (Fig. 13.6). 
 A conical scanning radar antenna may or may not have a 
conical beam and rotates in azimuth while elevation is held 
constant (Fig. 13.6). A nearly horizontal conical scan gener-
ates a plan position indicator (PPI) display that is projected 
onto the earth as a map (Fig. 13.1, bottom). This is the dis-
play shown in weather forecasts, with stronger targets 
coded as more intense spots or brighter colors. A PPI scan 
performed like a windshield wiper (360°) is called a sector 
scan. At times, a conical beam is held stationary and animals 
are counted as they fly through the beam (Crawford 1949, 
Larkin 1982, Korschgen et al. 1984, Smith and Riley 1996). 
Specially constructed radar that looks vertically and spins 
rapidly in azimuth provided useful data on insects with sim-
ple wing beat patterns (Riley and Reynolds 1979).
 Biologists may use conical-beam radars in conjunction 
with surveillance radars (Cooper et al. 1991). Some radars 
have a stacked-beam arrangement in which several station-
ary narrow beams are arrayed vertically to provide height 
information as the array is swiveled in azimuth. Vertically 
scanning radars (Fig. 13.6C) intercept animals crossing the 
plane of  elevation through which the radars scan. Radar an-
tennas are designed to scan sufficiently slowly to receive 
multiple echoes from each target, reducing the effects of  
many kinds of  noise and clutter, yet sufficiently fast to pro-
vide information that is timely. Similarly, long radar pulses 
give stronger echoes, whereas short pulses give greater de-
tail in range. In wildlife biology, advantages of  rapid data 
updates and fine spatial detail may outweigh need for de-
tecting weak echoes.

TYPES OF RADAR

A wildlife scientist or manager new to radar should under-
stand what data can be obtained and how the data should be 
collected to best incorporate the technology into a study 
design. In this chapter, types of  radars, the data they can 
collect, and their limitations (Richardson 1979, Kelly 2000; 
Table 13.1) are reviewed.

Fig. 13.6. (A) A narrow conical beam (pencil beam) produced by 
a small feed evenly illuminating the surface of a paraboloid.  
The antenna swivels in azimuth and tilts in elevation. A short 
cylindrical cuff partly shields the paraboloid from ground clutter. 
(B) A view of beams narrow in azimuth but wide in elevation.  
The hatched pattern is produced by a slotted waveguide antenna 
typical of marine radars (photo shown), and the additional 
shaded region at high elevation is typical of airport surveillance 
radars (not shown). (C) A marine radar modified to perform a 
vertical scan (arrow).

Fig. 13.7. Echo strength from a single flying animal passing 
through the beam of a stationary vertically pointing pencil-beam 
radar. Overall echo strength increases as the target comes into 
the beam, peaks as it flies through the beam’s center, and 
decreases again as it exits. Adapted from Atlas (1965).
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Marine Radar
Marine radars on boats and ocean vessels track other ves-
sels; detect weather; aid in navigating land hazards; and in 
the fishing industry, spot birds feeding on large schools of  
fish. Marine radar can be used to record the horizontal 
tracks of  birds as they move through an area, including their 
size, speed, track, and position. These radars can precisely 
register the shape of  large flocks of  birds (Williams et al. 
1976) and can be mounted to point upward to measure 
height, size, and numbers of  flying animals passing overhead. 
 Marine radar has become the most common type used 
to detect bird targets. These radars are available from ma-
rine suppliers, are relatively inexpensive, and most impor-
tantly, are reliable and built to operate in the punishing ma-
rine environment. 
 Although marine radars straight “out of  the box” can de-
tect vertebrates, some may not have the best characteristics 
for collecting data on vertebrates. This shortcoming has led 
radar ornithologists to modify marine radars to better suit 
their needs. A factory-made slotted-waveguide antenna for 
marine radars has a horizontally narrow (approx. 1–2°) and 
vertically wide (20–30°) beam for operation on a vessel that 

Table 13.1. Types of radar data collection methods

  Typical maximum range 
Radar typea Spatial data collectedb in a terrestrial environment Spatial Normal application resolution

S-band marine  X-Y, T, M, track, speed 30 km at 30 kW peak power Moderate Measuring track, behavior, and habitat use 
 surveillance radar    
X-band marine  X-Y, T, M, track, speed,  5.5 km at 25 kW peak power High Measuring track, behavior, and habitat use 
 surveillance radar  estimate of  target size   
X-band stationary  Z, D, T, M, track, speed 2.4 km at 25 kW peak power High Measuring height and wing beats at one 
 beam modified   estimate of  target size    location 
 marine radar    
X-band conical scan  Z, D, T, M, heading, speed,  2.4 km at 25 kW peak power High Measuring height and track at one location 
 modified marine   estimate of  target size 
 radar    
Vertical scan modified  X-Y, Z, D, T, M, estimate 2.4 km at 25 kW peak power High Measuring height and rate of  passage across 
 marine radar  of  target size    a line
Tracking radar X-Y, Z, T, M, accurate  1.5 km at 40 kW peak power Highc (X-band)  Measuring track details, wing beats, rate of
  estimate of  target size,    to 80 km at  climb, and impacts of  stimuli 
  heading derived from    5 MW (S-band) 
  X-Y and Z   
Police or anti-personnel  Radial speed and Doppler <<1 km N/Ad Measuring speed and wing beats
 radar  spectra  
Doppler weather radar  X-Y, T, M, 230 km  Low, 0.25 km Measuring track and habitat use; measuring 
 (NEXRAD   reflectivity used to    heading if  uniform 
 [WSR-88D])  estimate aggregate target  
  size, velocity used to  
  derive track   

Adapted from Kays and Slauson (2008).

a NEXRAD = Next generation weather radar; WSR-88D = Weather Surveillance Radar 88 Doppler. 

b D = density (number of  birds in a volume of  airspace); M = metadata (additional observations, e.g., location or environmental conditions at the time of  the observation); T = time 
observation made; X-Y = coordinates over the ground; Z = height.

c Approaching 1 m precision.

d N/A = not applicable.

is pitching and rolling (Fig. 13.6). Wide beams can be un- 
desirable for bird detection. Greater beam width dissipates 
the power of  radar over a larger volume, reducing the range 
at which an object can be detected and increasing uncer-
tainty in the object’s 3-dimensional location. This limitation 
can be partly overcome by using a more powerful transmit-
ter or, more effectively, by replacing the slotted antenna with 
a parabolic dish antenna that concentrates energy into a 
narrower beam (1–4°). Suitable parabolic antennas with ap-
propriate waveguides can be found as military surplus items.
 The other limitation of  most marine radar slotted- 
waveguide antennas, as they come from the manufacturer, 
is their prominent side lobes. Side lobes are insignificant at 
sea, where the radar gain is usually set low, because it is un-
likely that another ship will be immediately adjacent to the 
radar. However, on land, side lobes detect the ground, trees, 
buildings, vehicles, and even people. Stationary objects cre-
ate echoes that do not move from scan to scan, whereas 
moving targets create echoes that appear and disappear. 
When side lobes are reflected, the resulting multipath signal 
can appear on the radar display at an incorrect range, reduc-
ing the useful area of  the radar display. 
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 Side lobe echoes can be reduced by careful antenna de-
sign; however, the cost of  a custom built antenna is prohibi-
tive for most wildlife studies. To reduce both side lobes and 
ground clutter in a terrestrial environment, radar ornitholo-
gists elevate the antenna or shield it with radar absorbing or 
reflecting materials, such as aluminum, radar absorbing 
foam, radar fences (Fig. 13.4B), pits or earth berms (Fig. 13.8), 
or the hard edges of  thick vegetation. 
 Level marine radar directs some of  its beam below the 
horizontal to illuminate the horizon when a ship pitches and 
rolls in high seas. For land-based radar, this wasted power 
generates ground clutter, produces multipath echoes, and 
exacerbates the problems of  side lobes. One can rotate the 
antenna in elevation by attaching a bracket that pushes the 
front mount of  the antenna up by the number of  degrees 
required to place the lower edge of  the radar beam parallel 
to the horizon. However, many marine types of  radar are 
built with rigid metal waveguides that cannot readily be mod-
ified. Replacing a portion of  the rigid waveguide (Fig. 13.2) 
with a compatible length of  flexible waveguide may help. 
 Marine radar is a cost effective, reliable solution that has 
proven to be adaptable to many survey techniques. Its com-
pactness permits flexibility and allows mounting radar on 
an extensible boom (Cooper and Blaha 2002). It has been 
modified to be pencil beam radar, conical scanning radar, or 
vertical scanning radar. The key is to select a scanning tech-
nique that fits the data to be collected.

Doppler “Weather” Radar
Doppler radar usually refers to large weather radars, but 
this name is restrictive, because they also are excellent wild-
life radars. Older surveillance weather radars that do not use 
the Doppler principle have been largely phased out in tech-
nically advanced countries, for example, in North America 
and Europe. Doppler weather radars sharply contrast with 
modified marine radar for use in ornithology (Gauthreaux 

and Belser 1998, Koistinen 2000). They have lower spatial 
resolution, significantly higher power, longer range, and 
highly sensitive receivers; they are expensive and generally 
not portable, and, via networking, usually send data rapidly 
to a central location for display and archiving. Fortunately, 
data from existing radars can be obtained easily and cheaply.
 Current Doppler radars generally produce 3 basic data 
types: reflectivity, radial velocity, and spectral width. Reflec-
tivity is a measure of  the amount of  energy returned to the 
radar by a target (Pr), although these radars usually sum 
the amount of  echo caused by multiple targets into a single 
value. Brighter colors represent more echo (Fig. 13.1), whereas 
ground clutter produces intense echoes at the center (white 
and mauve; Fig. 13.1). Reflectivity data are available to 460-
km range on U.S. weather radars. The real power of  a Dop-
pler unit over non-Doppler radar is the additional data from 
measuring the Doppler shift produced by targets. Radial 
velocity is a measure of  target motion toward or away from 
the radar (velocity is used synonymously with speed). 
When a target moves tangentially to the radar, the Doppler 
shift and radial velocity decrease to zero (Fig. 13.9). Spectral 
width is a measure of  variation in radial velocity. Although 
little used by meteorologists, spectral width is useful for  
biological targets. Doppler velocity and spectral width data 
are available to 230-km range on U.S. weather radars.
 Data networks exist to deliver meteorological data, includ-
ing radar data. The primary source of  weather radar data in 
the United States is the national network of  NEXRAD radars 
(for NEXt generation weather RADar; Diehl and Larkin 
2005), but data also are available from Terminal Doppler 
Weather Radar in Europe (Dokter et al. 2010), and increas-
ingly from privately owned weather radars. It also might be 
possible for research and academic institutions to access data 
from experimental and research radars. 
 The NEXRAD radar system is composed of  WSR-88D 
radars (Weather Surveillance Radar 88 Doppler), which store 

Fig. 13.8. A radar is sited in a gravel pit behind 
an earth barrier to reduce ground clutter during 
observations of wildlife flying at low height over  
a ridge. The operators positioned the trailer-
mounted antenna so that the radar’s pencil beam 
can point low over the ridge in the background, 
while the earth berm 30 m away shields the radar 
from side lobe reflections off the ridge itself. The 
aluminum cuff around the antenna further reduces 
return from side lobes.
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user data primarily in 2 formats (Crum et al. 1993). The 
more comprehensive NEXRAD data format is Level II data, 
which is polar and fully encodes reflectivity, radial velocity, 
and spectrum width at their highest spatial and data resolu-
tions. Reflectivity is available in 0.5-dB increments, velocity 
and spectrum width in 0.5-m/sec increments. A recent up-
grade increases spatial resolution of  reflectivity 8× and that 
of  velocity and spectrum width 2× (Torres and Curtis 2007). 
Level III data is a lower resolution version of  Level II data 
and is available in polar or Cartesian formats. Level III re-
flectivity data are available in either of  2 partially overlapping 
modes: clear air mode, which emphasizes weaker echoes in 
4-dB increments, or precipitation modes for stronger echoes 
in 5-dB increments. These modes together span much of  
the radar’s full range of  reflectivity (–28 dBZ to 75 dBZ, a 
measure of  signal strength used in meteorology). 
 Several kinds of  special artifacts are included with the 
greater amount of  information and wider spatial coverage 
available from large Doppler radars. The details of  Doppler 
data are beyond the scope of  this chapter, but users should 
be familiar with second-trip echoes, false “wrapped” veloci-
ties, malfunctioning automated attempts to unwrap velocities, 
and other situations discussed by Doviak and Zrnic (1993), 
Diehl and Larkin (2005), and Rinehart (2010). Radars in the 
NEXRAD system (WSR-88D radars) presently reject point 
targets, such as individual soaring turkey vultures (Cathartes 

aura), a widespread, significant low-level hazard to aviation 
(Defusco 1995).

Airport Surveillance Radar (ASR)
Aircraft are routinely detected with large, often fast-rotating 
S- or L-band radars with beams that are broad in elevation 
(Fig. 13.6B). Many older but capable and high-power ASRs 
are still in service and can detect flying animals, especially 
larger birds (Nisbet 1963, Gauthreaux 1974, Alfiya 1995). Some 
newer, lower-power ASRs are specialized for following air-
craft equipped with transponders that actively transmit  
microwave pulses; consequently, they may lack the sensitiv-
ity to be of  use for studying wildlife beyond the immediate 
airport environs. Airport surveillance radars can be so spe-
cialized for large aircraft that they have circuitry to block 
smaller targets, such as small numbers of  birds. Lack of  
height information also is a problem with these radars; one 
study astutely circumvented that limitation by comparing 
data from a sea level ASR radar and another nearby ASR ra-
dar placed 1,200 m higher (Williams et al. 1986). 

Tracking Radar
Military surplus tracking radars can track a single bird tar-
get or flock and map its trajectory (Griffin 1973, Able 1977, 
Larkin 1978, Bruderer 1994, Bruderer et al. 1995, Liechti 
and Bruderer 1995). A powerful tracking radar followed sin-
gle birds at a range of  80 km (Williams et al. 1972). These 
radars are flexible and can be useful to understand flight dy-
namics and flocking behavior (Larkin and Szafoni 2008) of  
birds and have been fitted with telephoto cameras to aid in 
target identification. 
 Military radars are designed to be robust, and some fit 
into artillery shells. However, they are state-of-the-art de-
signs and are often produced in small quantities. Thus, their 
anticipated reliability might or might not match their actual 
performance in the field. Capable military radars are expected 
to appear on the used equipment market in the next decade.

Other Types of Radar
Police (traffic) and military antipersonnel radar use Dop-
pler to detect moving targets in a cluttered environment but 
provide no information on target range, because they send 
and receive a fixed-frequency signal continuously rather 
than in pulsed form. Provided that wind speed and direction 
are measured accurately, measurement of  speeds of  birds 
with police radars can be converted into flight speeds and 
energetic estimates (Schnell 1965, Schnell and Hellack 1978, 
Evans and Drickamer 1994, Brigham et al. 1998). Military 
antipersonnel radar appears to function similarly to traffic 
radar (Martinson 1973). Small stationary radars are used 
routinely for monitoring traffic flow and, within a few years, 
most vehicles sold will include tiny (λ shorter than K-band) 
radars mounted on their front surfaces to serve safety, speed 

Fig. 13.9. A target moving tangentially to the radar has a Doppler 
shift and radial velocity of zero. In this typical autumn nighttime 
Doppler image of migrants from the Corpus Christi, Texas, 
weather surveillance 88 Doppler radar echoes with negative 
velocities (blue) approach the radar, positive velocities (red) 
recede, and a zero velocity line (white) is perpendicular to the 
direction of travel of migrants at each range on either side of the 
radar. Birds at farther ranges are higher and are flying more 
toward the northeast.
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control, and parking functions (Spectrum Planning Team 
2001). Automotive radar will require much lower price 
structures and production volumes that are 1,000× greater 
than any other existing radar application. Consequently, 
wildlife biologists might use pinpoint radars as sensors for 
camera traps and arrays of  radars to investigate such clutter-
plagued problems as bird kills at tall structures. Airborne 
radar has been used to monitor insects (Hobbs and Wolf  
1996) and can detect birds (Graber and Hassler 1962). Minia-
ture airborne radar might fit into flying “microvehicles” the 
size of  a bird or insect (Fontana et al. 2002). 
 Harmonic radar is a specialized research technology 
using a directional transmitter and receiver at different fre-
quencies combined with miniature tags to convert the trans-
mitted frequency to the received frequency (Mascanzoni 
and Wallin 1986, Riley et al. 1998). A radar transponder re-
quires a larger, active (powered) circuit (French and Priede 
1992). Both have potential for following tagged subjects, 
even terrestrial wildlife, at useful ranges when line-of-sight 
visibility is possible. 

ACQUIRING RADAR DATA

Wildlife researchers and managers work either with existing 
radar equipment operated by another agency or with dedi-
cated wildlife radar. Whatever the source of  data, obtaining 
information useful for statistical analysis, model develop-
ment, data visualization, and management is the key to ra-
dar study of  wildlife as a science rather than as a curiosity. 
 One can use existing equipment by borrowing a radar, 
visiting a radar facility, hiring a consulting company to gather 
radar data on wildlife, or by acquiring already archived data 
on computer media or from the Internet. Using existing sta-
tionary equipment often avoids the cost of  acquiring, oper-
ating, and maintaining equipment. Frequently, someone is 
available to help instruct and interpret the data. Existing 
radars can often be directed quickly on a problem, which is 
an enormous advantage. However, existing radars were not 
placed with wildlife in mind, and their managers may not be 
amenable to modifying them or their operation to help a 
visiting wildlife scientist. 
 Purchase of  a new or used radar system or assembly of  
a radar dedicated to biological studies can be productive. 
Most work with small- to medium-scale radar has involved 
enterprising biologists who were unafraid of  new tools, new 
skills, and new collaborators. However, overenthusiastic wild- 
life professionals place themselves in danger of  metamor-
phosing from wildlife managers or field scientists into low 
skilled, poorly paid engineers. The purchase cost of  a radar 
that is truly suitable for acquiring the needed data can be 
too expensive, and months or years can be wasted trying to 
make cheaper, unsuitable purchased equipment do a job 
that is beyond its capability. Furthermore, biologists need 

good engineering advice before attempting to modify or 
troubleshoot radiofrequency parts, including the antenna, 
feed, waveguide, magnetron, receiver front end, or micro-
wave integrated circuit. Microwave components need to 
be clean, dry, and adjusted to tight tolerances to operate 
well. An untrained biologist may do more harm than good. 
For a short-duration research project or a feasibility study, 
lease or rental of  a radar from a dealer, radar manufacturer, 
or consulting firm should be considered. 
 Widespread use of  marine radar is a recent development, 
and a few companies now market bird radars built around 
off-the-shelf  hardware. That these products offer ready ac-
cess to radar technology is an attractive prospect to new  
users, but there has been no calibration or evaluative com-
parison of  them (Schmaljohann et al. 2008). Prospective 
consumers wanting to purchase an off-the-shelf  radar or 
contract for the services of  a consulting firm to operate a 
radar should be sufficiently aware of  the issues surrounding 
application of  radar to ensure that units perform as needed. 
In addition, they should look for peer-reviewed publica-
tions describing the performance of  the units in real-world 
conditions.
 The inside of  working radar is not safe. Externally, when 
working near operating marine radars, one should stay away 
from the motor-driven antenna both for physical safety and 
as a general precaution around the emitted microwave en-
ergy. Most marine radars are not powerful by radar stan-
dards (a few tens of  kW), and the pulses are so short (about 
10–7 sec) that there is no known cause for concern for people 
in the general vicinity, but not close to the antenna. There is 
seldom need for a user of  a large radar to be near the an-
tenna, which may emit up to several megawatts. If  one plans 
to work near a large radar or one with a phased-array an-
tenna, professional advice about safety should be obtained. 
 The back end of  radar, which delivers the data, is at least 
as important as the front-end antenna and microwave elec-
tronics. Recording radar information by videography or 
time-lapse photography has immediate intuitive appeal and 
can be handy for obtaining images to accompany oral pre-
sentations or proposals. However, for monitoring animals, 
one should avoid photography, preferring direct recording 
on a computer medium. Signals in the radar exist as voltages 
(see Box 13.2), and information is lost when the signals are 
converted into an optical display and subsequently converted 
back to voltages in a camcorder or camera. More importantly, 
the deferred labor of  quantifying radar data from photo-
graphs will quickly become the most expensive part of  a ra-
dar project and the most tedious. Radars can quickly gener-
ate large amounts of  data. Infrastructure to clearly label, 
efficiently quantify, and readily summarize those data is criti-
cal and should be accorded the same importance as the data. 
 One often has access to radar data in more than one 
form: as easily interpreted images, such as color PPI images; 
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as tracks drawn across a map; or as lower-level numerical 
data, such as angles, decibels, and velocities. Color PPIs and 
maps are excellent for making decisions, taking notes, and 
summarizing, but numerical data are superior for quantify-
ing and detecting differences and trends.
 If  only images of  radar data are available, one should try 
to acquire unembellished versions without thresholds to re-
move “artifacts,” such as biological targets, and without non- 
data, such as map overlays. Radar data can be registered to 
soft-copy maps later. Images are usually stored as computer 
files that code quantities as colors. Reversing the process, 
colors can be decoded to yield numerical values. Although 
image files offer a direct route to quantification, they do not 
prevent one from becoming inundated with vast amounts 
of  information. For instance, in the United States, >150 
NEXRAD (WSR-88D) radars each produce reflectivity, ra-
dial velocity, and spectrum width data about every 20 sec-
onds. The resulting archive in North Carolina (Crum et al. 
1993) is the second-largest unclassified data base after satel-
lite remote sensing data. Access to these data is free (Del 
Greco and Hall 2003), and tools are available to convert data 
to a form more familiar to biologists (e.g., shapefile; Del 
Greco and Ansari 2008).
 Radar echoes vary by 7 orders of  magnitude or more in 
strength. To handle that large dynamic range, radar receiv-
ers typically generate logarithmic signals. Consequently, ra-
dars often display log (Pr) in decibels, which must be con-
verted into linear units prior to averaging or summing (Black 
and Donaldson 1999). Old radars with monochromatic dis-
plays may be incapable of  displaying echo strengths over a 
range greater than about 10-fold (Hunt 1973). However, this 
limitation can be circumvented by clever manipulation of  
the controls (Gauthreaux 1970; Drake 1981a, b). A radar 
should be calibrated to estimate target size; simple calibra-
tion techniques can be used in the field (Atlas 2002). 

INTERPRETING RADAR DATA

Enumeration of Flying Animals
Useful data require timely information on antenna position 
and/or scan pattern. Animal flight takes place in 4 dimen-
sions (3 spatial and 1 time), frequently reported as direc-
tion, speed, height, and time. Enumeration of  flying ani-
mals can be accomplished in several ways, depending on the 
questions asked (Gauthreaux and Belser 1998, 1999; Black 
and Donaldson 1999). One can convert a radar signal to 
meaningful measures, such as numbers of  animals or bio-
mass. Questions of  social behavior or probability of  en-
counter with an animal will require volumetric densities 
(animals per length3), habitat-related questions will require 
areal densities (animals per length FD) summed over height, 
and rate-of-passage questions will require rates of  crossing 
a line on the earth summed over height (animals per length 
per time) or rates of  passing through a vertical plane (ani-

mals per length FD per time). Statistical treatments for an-
gular or directional data are available specifically for biology 
(Batschelet 1981, Zar 1996) and in more depth (Mardia 1972, 
Fisher 1993). 

Vertebrates and Other Sources of Echo
Field workers using radiotracking equipment listen for 
beeps of  radio transmitters against an ever-present back-
ground of  natural and human-generated noise and gradu-
ally become sophisticated at that task. Learning to use radar 
is no different, and one should not expect to recognize wild-
life immediately. Radar noise normally refers to intrinsic 
receiver noise and external radiation, such as celestial back-
ground and pulses from other radars using a similar wave- 
length. Clutter usually refers to spurious received echo from 
something not regarded as a target.
 Close-in ground clutter is ubiquitous and can limit a ra-
dar’s usefulness for detecting nearby animals and those fly-
ing at low height. With long-range radars, a special kind of  
ground clutter occurs when air that is cold, moist, or both 
lies close to the ground and bends or refracts the radar 
beam downward. Radar scientists use the term anomalous 
propagation to describe unexpected echoes in conditions 
of  notable refraction. Not uncommonly, layers in the atmo-
sphere can trap part of  the radar beam at a certain height 
above the ground, so that the beam follows Earth’s curva-
ture, allowing low objects and flying animals to be detected 
from great distances (Fig. 13.10).
 Clutter reduction is accomplished in several ways. Siting 
a radar in a shallow pit or depression in the ground or be-
hind an earth berm reduces echoes from the surrounding 
terrain and can still permit an unobstructed view of  the air 
space (see Bruderer 1971, 1994; Fig. 13.8). Radar also may 
benefit from radar opaque or radar absorbent material 
mounted directly on the antenna to “shape” the radar beam 
(Freeman 1982, Cooper et al. 1991, Kelleher and Hyde 1993, 
Smith and Riley 1996), or a radar fence (LaGrone et al. 1964, 
Priekschat 1964, Becker and Sureau 1966, Freeman 1982; 
Fig. 13.4). Ideally, a radar fence should be of  radar absor-
bent material (RAM) to screen the highest point of  vegeta-
tion, structures, or topography that would otherwise be vis-
ible from the tip of  the feed of  a reflector antenna. A fence 
of  material other than RAM can generate reflections, which 
also require screening. This screening normally requires 
completely encircling the radar antenna. Natural vegetation 
can function as a radar fence in some situations (Seilman  
et al. 1981, Cooper et al. 1991, Buler and Diehl 2009). Cuffs, 
shields, and fences do not need to be grounded but should 
be free of  holes and gaps wider than a small fraction of  the 
wavelength. Most biologists rely on a combination of  imita-
tion, trial-and-error, and advice from specialists rather than 
attempt to understand the theoretical basis of  such devices.
 RAM can reduce radiated power by 95%. Sometimes 
coated to reduce weathering, RAM is somewhat flexible but 
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expensive and can be heavy, especially exposed open-cell 
foam after a rain. RAM can reduce echoes from unwanted 
targets when applied in the path of  radar side lobes. This 
technique is used extensively in radar entomology, a field 
that needs good performance and high radar gain close to 
the ground (Beerwinkle et al. 1993). One also can install a 
metal plate extending 20–30 cm forward from the aperture 
of  a marine radar antenna to block the lower part of  the ra-
dar beam that would otherwise strike the ground or create 
other unwanted echoes. This shielding must be done care-
fully or reduction in close-range ground clutter may be ac-
companied by increase in other forms of  clutter. A similar 
approach has been used to reduce side lobe echoes in a ver-
tical scanning radar, but the shielding was applied to all 4 
sides of  the radar aperture to prevent side lobes from reach-
ing the ground (T. A. Kelly, DeTect, personal observation). 
 Because surveillance radars usually register echoes from 
stationary ground targets, such as structures and terrain, 
they often use computerized clutter maps to subtract known 
ground clutter from a display. Depending on the size of  

ground targets, echoes from animals near them may be sup-
pressed as well. Hills, mountains, and structures can par-
tially or completely obstruct a radar beam, severely limiting 
some applications (Felix et al. 2008; Fig. 13.11). 
 Some radars reduce echo with radial velocity near zero 
by using a moving target indicator (MTI) filter. Most tar-
gets flying tangential to the radar also will be suppressed, 
because they, too, have a radial velocity near zero (Drury 
and Nisbet 1964). Depending on how MTI circuitry is ad-
justed, echoes from small, slow-moving animals at all azi-
muths also can be lost. Doppler radars accomplish the same 
filtering of  stationary echoes via a filter centered at zero ra-
dial velocity (Keeler et al. 1999; Fig. 13.9). At times, notch 
filters (filters that pass only a narrow range of  velocities) can 
be flexibly and creatively programmed to suit the require-
ments of  an individual project. Bats and birds flying over  
areas with heavy ground clutter are less likely to be de-
tected, even though filtering eliminates the ground clutter. 
 Filters and clutter maps are commonly applied to alter 
the signal from the radar receiver, the data sent to specific 
displays, or both. Biological echoes are frequently the tar-
get of  filters applied to real-time or published commercial 
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Fig. 13.10. Weather surveillance 88 Doppler radars at Green Bay 
and west of Milwaukee, Wisconsin, present clear images of 
perched dunes on the east shore of Lake Michigan 200 km away. 
These have zero Doppler velocity, confirming that they are on the 
ground rather than in the air. In a “normal” atmosphere without 
ducting, the height of the bottom of the radar beam would be >3 
km above ground level at such ranges.
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Fig. 13.11. A Doppler plan position indicator display at low 
elevation angle (0.5°) from a weather surveillance 88 Doppler 
radar near Tucson, Arizona, shows birds (and probably some 
insects and bats) during spring migration, except where terrain 
relief interferes with propagation of the radar beam. Height of 
terrain above sea level (ASL) is shown in gray-scale and increases 
from black to white. White areas signify partial or complete 
blockage of the radar beam.
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data from Doppler weather radars. Although displays often 
show filtered versions of  radar data, raw unfiltered data may 
be stored in digital archives. The wildlife user should prefer 
unfiltered data, and characteristics of  filter settings or clut-
ter maps should be identified, if  known, when publishing 
radar data. 
 Sources of clutter (in this context, nonwildlife echoes) 
vary (Fig. 13.12) and can include smoke plumes, vehicles on 
highway overpasses, wind turbines, trees and ocean waves 
moving in the wind, and railroad trains. Sometimes clutter 
echoes show Doppler velocity, defeating MTI filters. Nearby 
pulsed radars are seldom sources of  serious confusion, be-
cause they operate at different pulse rates. There is no fool-
proof  way to distinguish birds or bats from other echoes, 
but an experienced observer can usually do so. Generally, 
careful language should be used in characterizing the many 
species that may generate radar echoes at a given time. Al-
though ground truth is necessary for radar biology, the fol-
lowing indications also may help. 

1.  Vertebrates travel at speeds different from the wind. 
Thus, accurate local wind measurements often per-
mit their identification, if  one can measure speed and 
direction of  travel from PPI target motion, Doppler 
radar (Gauthreaux and Belser 2003), or tracking radar.

2.  On many spring and autumn evenings when migrat-
ing biological targets orient their bodies similarly, their 

echoes will be stronger when detected side-on than 
from the front or rear, producing a characteristic but-
terfly or dumbbell shape on a PPI image (Riley 1980, 
Buurma 1995). 

3.  Weather echoes on Doppler weather radars are char-
acteristically smooth in radial velocity, whereas even 
dense migrations of  birds usually present a somewhat 
uneven or stippled appearance (Fig. 13.9). Smooth 
echoes are particularly characteristic of  snow and warm 
front rain. Widespread echoes over land that extend 
high into the atmosphere are usually weather, not mi-
grating birds. Insect echoes can be either stippled or 
smooth in appearance. 

4.  Knowledge of  the biology of  species active at a cer-
tain time of  year and time of  day can provide excel-
lent evidence of  the nature of  biological echoes. For 
instance, many animals begin or cease activity at dawn 
every day, whereas meteorological phenomena are 
not tightly synchronized to first light. However, with-
out ground truth, one cannot be certain which flying 
animal is active at dawn or dusk. For example, eve-
ning takeoff  of  migratory birds and emergence from 
roosts of  local bats happen within minutes of  each 
other (Fullard and Napoleone 2001).

5.  Stationary beam and tracking radars provide an op-
portunity to identify targets by observing wing beats, 
such as a 2.1/sec modulation characteristic of  an in-
sect (Fig. 13.7). Although wing beat frequency by it-
self  does not impart much taxonomic information for 
vertebrates (Emlen 1974, Vaughn 1974, Williams and 
Williams 1980, Bruderer 1997, Diehl and Larkin 1998), 
wing beat signatures can contain fine detail and hold 
promise for advances in ground truth (Bruderer and 
Popa-Lisseanu 2005; Box 13.2; Fig. 13.13). The term 
signature properly applies only to the variation of  
echo strength over time (Schaefer 1968:53). 

Ground Truth
One should acquire sufficient radar data, but equal weight 
should be given to concomitant field observations that  
establish the identity and numbers of  targets (Fig. 13.14). 
Ground truth, a term borrowed from radar meteorologists, 
includes visual observations, infrared, sound, and separate 
small radars (Williams et al. 1981a, Bruderer et al. 1995, 
Liechti et al. 1995, Gauthreaux and Belser 1998, Larkin et al. 
2002, Gauthreaux and Livingston 2006). Ground truth should 
be simultaneous with radar operations, because daily moni-
toring of  migrating birds on the ground is usually a poor in-
dication of  numbers of  birds actually migrating overhead 
(Parslow 1962, Williams et al. 1981b). Although the difficulty 
of  discriminating small birds from insects with radar has 
been appreciated for a long time (Schaefer 1968), failing to 
do so remains one of  the most common mistakes in design-

-28

-12

-6

0

6
12

18

24

30

≥36

dB
Z

N
May�ies

Sun’s ray

Cha�

Fig. 13.12. Insects (mayflies, Plecoptera) emerging from the 
Mississippi River, military chaff over Utah, and a ray from the 
setting sun over Pennsylvania, as seen on radar images.
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Box 13.2. Producing and inTerPreTing an a-scoPe disPlay

An A-scope display shows time variation of echoes versus range (Fig. 13.13). The radar antenna should be either stationary, 

with birds and bats flying through the beam, or tracking a bird or bat. On the vertical axis, the radar receiver signal produces 

a positive logarithmic display. The horizontal axis is the range in km (or delay, corresponding to 150 m/sec). The outgoing ra-

dar pulse (“main bang” in radar terminology) and some ground clutter appear on the left (omitted for clarity in Fig. 13.13). No 

biological targets appear beyond a certain range on the right, largely because of the R–4 term in the Radar Equation (see Box 

13.1). Stationary ground targets illuminated by side lobes, slowly fluctuating vegetation, and narrow peaks from flying animals 

that wax and wane as they enter and leave the beam may appear in between. If the beam is pointed along or opposed to the 

direction of travel of flying targets, the targets will move to the right or left on the A-scope, respectively. 

 One can construct an A-scope using a suitable oscilloscope (less costly on the used electronics market) and 2 high- 

frequency cables. One cable feeds the radar “video out” or “rectified video” signal into a vertical “signal in” or “voltage in” 

connection on the oscilloscope, the other feeds the radar “transmitter trigger” or “pulse out” into the oscilloscope’s “trig-

ger in” connection.

Fig. 13.13. (A) A-scope data from a pencil beam radar pointed 
across the path of migrating animals. (B) Behavior of the animals 
over time is revealed in successive traces that descend in 50-msec 
increments from the top. The outgoing pulse and short-range 
ground clutter are omitted. Echo strength of the prominent target 
at slightly over 200-m range varies regularly at 19.4/sec. Field 
workers noted, “Bird-like target, range a little less than 2 µs.” At 
greater ranges, smaller biological targets wax and then wane over 
time as they fly through the beam.

ing radar studies of  wildlife (Larkin 1991a). Magnitudes of  
radar echoes from insects can be “amazingly high” (Achte- 
meier 1992:922). Being alert to differences between insect 
and bird echoes can lead to new insights, such as aerial feed-
ing of  insectivorous birds (Puhakka et al. 1986, Russell 1999). 
Software algorithms using wing beat patterns and other 
signal characteristics can distinguish between bird and insect 
echoes in many cases (Schmaljohann et al. 2008, Zaugg et al. 
2008). Such algorithms require that targets dwell in the  
radar’s beam for a period of  time of  at least several wing 
beats, which is not possible when radars scan at high rates 
as with off-the-shelf  marine units.
 The wildlife scientist’s inclination is to go into the field to 
find where flying animals congregate and identify and count 
them, then look on radar to obtain more information about 
their movements and spatial patterns. However, with roost-
ing birds, feeding flights of  waterfowl, and some other wild-
life targets, many wildlife practitioners find it more produc-
tive to first use radar to identify places and times where 
wildlife seems to be aloft and then go into the field with  
binoculars (Russell and Gauthreaux 1998, Larkin 2006).

Wildlife as Unwanted Radar Echo
Flying wildlife can be important sources of  unwanted echoes 
for those using radar to observe aircraft and weather. Engi-
neers regard birds as clutter when echoes persist despite  
use of  anticlutter techniques (Edgar et al. 1973). Doppler 
weather radars used by meteorologists deliver quantitative 
information, which is often polluted by echoes from flying 
animals. Wind speeds measured using weather radars may 
actually be ground speeds of  flying birds, warm front show-
ers may be spring passerine migrations, and downbursts 
may be roosts (Larkin 1991b, Jungbluth et al. 1995, Gauth-
reaux et al. 1998, Serafin and Wilson 2000). Operational me-
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teorologists are partly aware of  the problem and should 
consult local wildlife experts for guidance. In military radar 
applications, stealth aircraft, remotely piloted vehicles, and 
tiny autonomous flying robots are intentionally or uninten-
tionally similar to vertebrates. 

APPLICATIONS OF RADAR SYSTEMS  
TO OBSERVING WILDLIFE

Aviation Safety
Radar has long held the promise of  being an effective tool 
for warning of  hazardous birds (Blokpoel 1976) and bats 
(Williams et al. 1973) aloft and is used for this purpose op-
erationally in several countries. Estimated annual losses 
from collisions of  aircraft with wildlife (including “bird 
strikes”) total at least US$500 million (summarized in Dol-
beer et al. 2000). A small number of  these collisions result 
in serious damage to aircraft and occasionally the loss of  
the aircraft and its occupants. Serious damage is more 
likely in military aircraft, where speeds are higher and air-
craft more fragile. The Israeli Air Force estimated that an 
average of  US$30 million per year was saved in that small 
country as a result of  bird migration surveys in which ra-
dar was used (Leshem 1995). 
 Impact forces sustained by an aircraft are proportional 
to the mass of  the bird and the square of  the closing speed 
of  the bird and aircraft. Because most aircraft operate at 
specific cruising speeds and because radar studies have 
shown that birds fly almost every day and night during the 
year, the key to avoiding collisions with birds is to fly where 
there are the fewest and smallest birds. Only radar has the 
potential to monitor birds over long distances by day and 
night.
 Civilian and military aviation have many similarities con-
cerning the dynamics of  bird strike risk, but they also differ 
in some key areas. Military fighter and attack aircraft often 
train at low height and high speed (>900 km/hr). Civil air-
craft operating at low altitudes, such as to conduct wild- 
life or pipeline surveys and crop dusting, have much lower 

speeds. All aircraft, military or civilian, experience similar 
bird strike hazards when departing or arriving.
 A radar system that detects birds over large geographic 
areas is required to warn military aircraft during low alti-
tude training (Buurma 1995). Many low altitude training 
routes used by the military in the United States pass through 
the coverage area of  several long-range radars, precluding 
the possibility of  using a single radar to warn pilots of  bird 
activity. The U.S. Air Force uses the NEXRAD weather radar 
network to monitor bird activity in its low altitude airspace 
using the Avian Hazard Advisory System (AHAS, http://
www.ahas.com/). A similar network comprised of  C-band 
radars can be used for bird detection in Europe. These sys-
tems are often integrated with Geographic Information  
System (GIS) data (O’Neil et al. 2005) to serve the immedi-
ate function of  providing near-real-time warning of  hazard-
ous birds aloft and the more lasting function of  monitoring 
trends in bird activity. Special rapid-scan radar systems 
(2–3 sec/scan) designed to eventually provide bird track and 
height information directly to the cockpit will soon supple-
ment the wide area systems to reduce their intrinsic delay in 
warning. The best bird strike risk reduction methods use 
more than one strategy. Scheduling to avoid known high-
risk periods and seeking to avoid any remaining birds in real 
time via data gathered by a radar sensor is an example of  
combining active and passive risk management. 

Human Impacts on Wildlife
Because radar can monitor flying vertebrates at night and 
beyond human vision, it can provide data helpful for assess-
ing and/or reducing wildlife collisions with electrical power 
distribution lines (Gauthreaux 1985), wind turbines (Kunz  
et al. 2007, National Research Council, 2007), and tall struc-
tures (Larkin and Frase 1988, Gauthreaux 1996). For impact 
studies, information on height of  flying animals is usually 
essential; consequently, radars providing poor height infor-
mation, such as marine radars operated horizontally, large 
weather radars, and other radars with vertically fanned beams, 
are insufficient. In such work, radar can often provide defin-

Fig. 13.14. Ground truth as supplied by continuous 
scanning with binoculars and telescopes. Radar 
observations have shown that some raptors and 
storks fly higher than visual observers on the 
ground can detect.
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itive information (e.g., Desholm et al. 2006) and is often the 
only technology capable of  providing the needed data.

Animal Control and Insect Pests in Agriculture
Birds that flock in large numbers can damage crops, impact 
farmers economically, and even contribute to food short-
ages. Depredating birds are typically passerines that eat 
grain (DeGrazio 1989, Elliott 1989), but also include other 
granivorous species, such as cranes (Gruidae), and even fish-
eating species, such as cormorants (Phalacrocoracidae), that 
can impact commercial fish farms. Bird species that roost 
near airports also can pose a danger to aircraft on takeoff  
and landing (Seubert and Meanly 1974). 
 Radar offers an opportunity for long- and short-term 
monitoring of  flocking species that cause economic hard-
ship. Data collected with radar can be used to assess effec-
tiveness of  management techniques and long-term impacts 
of  management on the species. In the United States, black-
birds and similar species (Icteridae and Sturnidae) impact 
such crops as rice and sunflowers. Flights (to and from their 
communal roosts) are visible on many radar systems, in-
cluding NEXRAD during portions of  the year. They appear 
in the morning as rings of  echoes that radiate from roost lo-
cations (Eastwood et al. 1962). On radar, a roost is the cen-
ter of  concentric waves of  departing birds (Fig. 13.15). Birds 
traveling NNW through ESE are fully visible, but echoes of  
birds traveling NW and SE (tangential to the radar) are sup-
pressed by a Doppler velocity filter (the center 3 velocity 
ranges are black in the figure). Birds traveling toward the  
radar also are less evident, because they are flying among  
urban structures. The velocity of  the structures is zero,  
and echoes from them are suppressed, along with those of  
the birds flying above and among them. As birds fly into 

surrounding fields to alight and subsequently feed, the red/ 
orange concentric rings disappear from the radar at the  
radius of  the feeding habitat of  these birds on that day (Fig. 
13.15).
 Monitoring roost echoes as birds disperse provides infor-
mation on how far and to which areas birds from a single 
roost go to feed. Following application of  a new manage-
ment program, the effect on the species can be evaluated by 
comparing roost size, extent, and dispersion before and af-
ter treatment. If  elimination of  the roost habitat itself  is 
considered, the roost location can be easily monitored year 
round to learn whether other species, such as tree swallows 
(Tachnycineta bicolor) or purple martins (Progne subis; Russell 
and Gauthreaux 1998) use the same roosting site at other 
times of  the year than do the target birds. Radar provides no 
information on which roosting species, but requires less ef-
fort than driving to a site on a weekly basis to count birds, 
especially if  they are at distant or remote locations (Brugger 
et al. 1992). Large Doppler radar was instrumental in reveal-
ing high-altitude predation by Tadarida bats on pest insects 
of  enormous economic importance (Horn and Kunz 2008, 
McCracken et al. 2008, Westbrook 2008).

Population Monitoring
Radar has potential as a conservation tool in population 
monitoring. Visual surveys are limited by visibility in day-
time and can be biased by the observers’ skills and persis-
tence. Radar, in contrast, can detect birds in all light condi-
tions and even through light rain, with the appropriate 
signal processing.
 A good example of  the application of marine radar to 
population surveys is Burger’s (1997) study of  marbled mur-
relets (Brachyramphus marmoratus), which demonstrated lim-
itations of  audiovisual surveys and strengths of  radar (also 
Cooper et al. 2001). Radar found an influx of  murrelets 35–
60 minutes before sunrise, which audiovisual surveys failed 
to detect. Visual surveys indicated a later peak 35 minutes 
before to 90 minutes after sunrise, when radar showed in-
tensive circling and departure. By making careful radar ob-
servations of  flight speeds and direction and relating them 
to visual ground-truth observations, it was possible to dis-
tinguish seabirds from other groups of  radar targets, such as 
bats (Hamer et al. 1995). One of  the distinct benefits of   
radar is that it allows remote observations with minimum 
disturbance to nesting colonies. Marine radar detected at 
least 4 times as many marbled murrelets as audiovisual sur-
veys in a later study (Cooper and Blaha 2002). However, ra-
dar was ineffective in detecting low-flying murrelets in or 
near the forest canopy or in hilly country; flock sizes could 
not be estimated with confidence on the radar (Burger 1997). 
 WSR-88D (NEXRAD) and other radar systems can detect 
waterfowl as birds leave on migration and at stopover and 
wintering locations when they move from refuges and lakes 

Fig. 13.15. Doppler velocity image of a dawn exodus from a roost 
of 1.5 × 108 European starlings (Sturnus vulgaris) and a few 
brown-headed cowbirds (Molothrus ater). Data were taken with a 
large research radar then operated by the Illinois State Water 
Survey, Champaign.
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to feed. For overabundant species, such as snow geese (Chen 
caerulescens), radar offers an enhancement to existing tools 
for monitoring movements and relative abundance (Blok-
poel and Richards 1978; Fig. 13.16). However, careful ground 
truth is required to relate radar reflectivity to actual bird 
numbers. Monitoring takeoff, passage, and daily feeding 
flights of  waterfowl with surveillance radar offers a produc-
tive alternative to more conventional census and survey 
techniques, but detecting arrival of  migrating waterfowl on 
a stopover or wintering area still offers a great challenge. 
This challenge is worth examination, as autumn move-
ments of  waterfowl are not easily predicted. “In contrast to 
spring migration, autumn (waterfowl) migration was not 
strongly correlated with any of  the weather variables exam-
ined” (Beason 1980:452). 
 Waterfowl generally migrate later in autumn and earlier 
in spring than do most other bird species; thus, it is rela-
tively easy to recognize waterfowl activity on a large radar 
system. However, ground truth may be problematic when 
many species are aloft, such as migratory takeoffs in a sud-
den and dramatic burst of  activity near sunset. Identifying 
the specific species active on a given night may depend on 
the happenstance that an observer was on the ground at the 
start of  migration to make the observation. An observer 
along the route who recognizes bird calls may be able to de-
duce that a particular species was involved in a dramatic 
overnight rise in numbers at a distant location.
 Stopover habitat for migrating birds, such as shorebirds 
(Charadriiformes) and neotropical–temperate migrant pas-
serines, is becoming an important conservation issue (Gauth-
reaux and Belser 2003). Recent research linking observa-
tions of  populations of  marked birds from breeding and 
wintering habitats suggests that about 80% of  mortality of  
typical neotropical–temperate passerine migrants is associ-
ated with migration rather than breeding or wintering habi-
tats (Sillett and Holmes 2002). Where large numbers of  mi-
grants depend on sparse and patchy habitats for food and 

cover during migratory stops, radar is a powerful tool. Al-
though radar is not helpful for birds on the ground or in 
vegetation, fortuitously placed surveillance radars can de-
tect them immediately after takeoff  (usually at sunset) and 
can be helpful in locating areas actually used (Gauthreaux 
and Belser 1998, Bonter et al. 2009, Buler and Diehl 2009). 
However, careful ground truth and quantification of  radar 
echoes is needed before habitats can be evaluated in terms 
of  their value to migrating birds. Radar observation of  de-
partures of  migratory birds is feasible only within a certain 
range of  the radar. Radar images have immediate visual im-
pact and can convince the public and land managers more 
effectively than can reports with tables of  bird numbers and 
densities.

THE FUTURE

Forty years ago, scientists were excited about radar as a new 
tool for studying animal movements and populations. In the 
late 1990s, this excitement underwent a resurgence fueled 
by ready accessibility of  radar technology. To the extent 
that wildlife practitioners exercise care with fundamentals, 
such as ground truth, the coming decade will see the fruits 
of  this resurgence. We should attain better understanding 
of  the relationship of  animal sizes, taxa, flight patterns, 
speeds, numbers, and density to radar measurements of  the 
properties of  echoes as well as Doppler speed and its varia-
tion. This understanding will permit new inferences about 
wildlife and application of  the new knowledge to manage-
ment. Inferences about types of  biological targets aloft will 
primarily be limited by the amount and quality of  ground-
truth data available from visual observations, small local ra-
dars, and acoustic and infrared sensors.
 Networks of Doppler weather radars are revolutioniz-
ing atmospheric sciences and will revolutionize knowledge 
of  organisms from pollen and insects to the largest birds, 
similar to the way satellites revolutionized geography and 
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the radar are caused by ground clutter and probably 
other biological targets.
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earth sciences in the last 20 years of  the 20th century. As 
data from these powerful instruments are fused with data 
from other sensors, particularly those using GIS technology, 
opportunities will emerge to compile data useful for land 
use and other decisions in wildlife management and to put 
displays of  this technology to use directly in the classroom 
and in nature centers. The technology is advancing rapidly 
(National Research Council 2002). Soon the NEXRAD sys-
tem in the United States will add an additional plane of  po-
larization (Mueller and Larkin 1985, Zrnic and Ryzhkov 
1998, Bringi and Chandrasekar 2001). This upgrade will im-
prove target discrimination capability, add to the diversity of  
quantifiable behaviors, and considerably augment the data 
flowing from the NEXRAD system. On the heels of  this up-
grade, successors to NEXRAD and other large-scale radars 
are already under development (Weber et al. 2007, Zrnic  
et al. 2007, Weadon et al. 2009).
 Presently, individual scientists conduct most research in 
radar ornithology, whereas teams perform research on mi-
grating insect pests. Wildlife scientists may want to change 
that paradigm to make better use of  the new technology. 

SUMMARY

Radar has been used for more than half  a century to ob-
serve flying animals. Its application to wildlife research and 
management continues to blossom, primarily because of  
the availability of  capable and reliable small radars and copi-
ous data from large networks of  Doppler radars designed 
for monitoring weather. Properly placed radar can observe 
flying animals at different spatial scales without affecting 
their behavior. However, radar offers little if  any informa-
tion on species identity. Radar is useful for informing air-
craft of  flying birds and bats; locating roosts; following birds 
that depredate crops; and monitoring populations, including 
threatened and overabundant species and waterfowl. Locat-
ing areas critical for stopover of  migratory birds is an espe-
cially useful application. Acquiring radar data necessitates 
care and accumulation of  meaningful numbers. Challenges 
in using data from radars lie in establishing the identity of  
radar echoes (ground truth), in recognizing different kinds 
of  artifacts, and especially in coping with large amounts of  
automatically generated data.
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INTRODUCTION

WILDLIFE BIOLOGISTS have long recognized invertebrates as an 
integral part of  ecosystems both for the services they provide and as 
prey for many vertebrate species. However, due to disconnect between 

wildlife biologists and entomologists, projects that would benefit from expertise 
represented by both have generally not been undertaken by both simultaneously. 
Invertebrates have many effects on wildlife, most of  which are greatly understudied. 
These interactions concern forage, disease vectors, parasites, and (although not 
specifically a wildlife–invertebrate interaction) indicators of  ecosystem health. Study-
ing different interactions requires different methodologies, both in terms of  sample 
procurement and in the processing of  samples. This chapter starts with brief  de-
scriptions of  some invertebrate groups most commonly encountered (in terms of  
numbers or of  those particularly important to wildlife), continues with a short dis-
cussion of  wildlife–invertebrate interactions, details collecting techniques, and then 
finishes with information regarding invertebrate processing and curatorial tech-
niques. Although invertebrates as a whole include all animals minus chordates, this 
chapter concentrates on arthropods, with brief  mention of  some nonarthropod 
invertebrates, as these groups are typically the most important taxa related to 
wildlife study. 
 Arthropoda includes a number of  distinct groups divided into 4 subphyla: the 
now extinct Trilobita (trilobites), Chelicerata (including spiders and horseshoe 
crabs), Crustacea (crustaceans), and Atelocerata (including insects and centipedes). 
Members of  Arthropoda have successfully adapted to virtually all habitats found on 
Earth and have a variety of  life histories. Of  them, the insects are the most diverse 
group. Insect higher level classification and relationships among orders are areas of  
active research. A new order was described in the past decade, although the status 
is of  it and the splitting of  Neuroptera into 3 orders is debated. Triplehorn and 
Johnson (2005) provide a good starting point for general insect information in 
North America and include keys to the families in each order, along with brief  de-
scriptions of  natural history and the number of  taxa in North America for each 
family. For specimens collected outside North America, regional insect guides are 
often available. On this topic, it is important to mention that use of  a key outside 
its region of  coverage can result in misidentifications. Below, I provide a brief  de-
scription of  the more important or commonly encountered insect orders along 
with other invertebrates of  interest. 

Invertebrate Sampling Methods  
for Use in Wildlife Studies
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INVERTEBRATE GROUPS OF INTEREST

Orthoptera
This order includes grasshoppers, katydids, and crickets, 
along with more obscure insects. With some exceptions, 
members are heavy bodied (although not necessarily large, 
as some taxa are 1 cm long). They are easily recognized by 
their having well-developed hind legs for jumping. Most  
Orthoptera are herbivores, and they sometimes occur in 
large enough numbers to defoliate plants. Orthoptera are 
commonly consumed by vertebrates, making them common 
subjects for wildlife food habit studies. 

Hemiptera
This order contains insects formally placed in 2 orders, the 
Homoptera and Heteroptera, and includes many well-known 
insects, such as cicadas, assassin bugs, and aphids. It is dif-
ficult to characterize this group because of  the huge varia-
tion in morphology and size; however, all have piercing or 
sucking mouthparts. Feeding strategies are varied, with the 
majority of  species feeding on plant juices. Some, such as 
bedbugs, are blood feeders, whereas others, including the 
assassin bugs, are predacious. Some members of  this order 
are large enough to attack and consume small vertebrates, 
including fish and lizards. This group contains a number of  
vectors both of  plant and animal diseases. 
 Hemiptera are among the most commonly collected or-
ders in both terrestrial and aquatic situations and are often 
used as bioindicators of  ecosystem health, because many 
have strict habitat requirements. Additionally, many herbiv-
orous Hemiptera are specialized feeders, relying on a single 
or small number of  host species for food. These groups 
have been especially useful in grassland habitats to measure 
ecosystem health. Hemiptera also are important in wildlife 
study as prey items for many insectivorous species. How-
ever, not all Hemiptera serve this role, as many are known 
to sequester plant-derived chemicals, such as cardenolides 
for defense against predation (Malcolm 1990). 

Coleoptera
Beetles make up the insect order with the most species and 
are one of  the most successful groups of  animals on the 
planet. Members exhibit an array of  morphological varia-
tion, although most members have 2 pairs of  wings, with 
the forewings hardened into a protective structure known as 
the elytra. Beetles have chewing mouthparts and feed on a 
variety of  items, including plant material, detritus, and other 
animals. Additionally, adults and immatures are radically dif-
ferent—immatures being worm- or grub-like and often liv-
ing in protected situations, such as inside logs or under-
ground. The larva are especially important food for a variety 
of  wildlife species. This group also is useful as bioindicators 
in rainforests (Davis et al. 2001). 

Diptera
The order Diptera includes the flies, mosquitoes, and gnats. 
Although some rare members have secondarily lost both 
their wings and halters (a golf-tee-like structure formed by 
the modified hind wings and used for balance), the majority 
of  adult members can be easily recognized by their halters 
and normal forewings. As with Coleoptera, larvae, often 
known as maggots, are drastically different in appearance 
and life history from adults. Many species are vectors of  dis-
eases affecting wildlife, such as bluetongue, west Nile virus, 
and avian malaria. In addition to causing disease, some mem-
bers of  this order infest vertebrates either as larva (e.g., bot-
flies) or adults (e.g., flat flies). 

Hymenoptera
Hymenoptera include bees, wasps, ants, and more obscure 
groups, such as sawflies. The majority of  taxa in this order 
can be recognized by a highly constricted region between 
the first and second abdominal segments; however, this 
character is not present in sawflies and other primitive mem-
bers. Many Hymenoptera are important pollinators, whereas 
others are economically important as forest pests or bio- 
logical control agents. Some groups—in particular, ants—
also have been used successfully as indicators of  ecosystem 
health (Englisch et al. 2005, Majer et al. 2007).

Phthiraptera
The order Phthiraptera contains both the sucking and chew-
ing lice. These animals are obligate ectoparasites of  mam-
mals and birds. Most lice are very host specific, even to the 
point of  being found only on certain body parts; as a result, 
one individual animal may have many types of  lice present. 
They are not collected by using most invertebrate sampling 
methods; instead, animals must be caught and lice removed 
by hand from the specimen.

Lepidoptera
Lepidoptera, butterflies and moths, are recognized by hav-
ing wings covered with scales. These insects are important 
prey items for many vertebrates, including bats and birds. 
Bats in particular are common moth predators, and study-
ing predator–prey relationships between these groups has 
been popular. Additionally, many plants are pollinated by 
Lepidoptera, and in some situations, these insects are the 
most common pollinators. Because of  their close ties with 
plant hosts, some groups of  butterflies have been useful in-
dicators of  ecosystem health. Although these insects are 
commonly collected using virtually all techniques outlined 
below, many methods render identification difficult to im-
possible by a nonexpert, because any liquid killing agent re-
moves the wing scales and matting hairs. For this reason, if  
Lepidoptera are the target of  interest, some type of  hand or 
attractant collecting is required. 
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Siphonaptera
The order Siphonaptera (fleas) are obligate ectoparasites 
of  vertebrates. Unlike lice, they are able to spend extended 
time off  the host. While taking blood meals, they can trans-
mit various diseases, including plague. As with lice, they are 
not typically collected using standard invertebrate sampling 
methods, and instead require collection directly from a host 
or from areas frequented by the host, such as dens or nests. 

Acari
Acari includes ticks and mites which are obligate ectopara-
sites of  vertebrates. They transmit a number of  diseases, many 
of  which affect wildlife species. Mites have a variety of  life-
styles, including as predators, parasites, and even herbivores. 

WILDLIFE–INVERTEBRATE INTERACTION

Invertebrates play an important role in the diets of  many 
wildlife species. In some cases, this role tends to be promi-
nent in a single period of  their lives (e.g., upland game birds 
will consume high numbers of  insects as young chicks, but 
older animals eat insects only occasionally), whereas other 
species utilize invertebrates over the entire course of  their 
lives. Laboratory and field studies have shown that being de-
prived of  invertebrates during developmental periods was 
detrimental to greater sage-grouse (Centrocercus urophasi-
anus) and other upland game bird chicks (Hill 1985, Johnson 
and Boyce 1990). Additionally, field studies demonstrated 
that areas with lower insect abundance had lower chick sur-
vival rates (Drut et al. 1994). 
 Recently, certain invertebrate groups have been used for 
ecosystem monitoring. Aquatic invertebrates have long been 
known to be closely tied to water quality (Gaufin and Tarz-
well 1952). This use is not limited to aquatic systems, as inver-
tebrate indicators have been used in forests, grasslands, and 
other systems (Davis et al. 2001). See Karr (1999) and Hilty 
and Merenlender (2000) for discussions on characteristics of  
groups useful as biological indicators. Invertebrates are ideal 
for ecosystem monitoring, because they are able to survive in 
small remnant patches where larger animals could not. Many 
are incredibly specialized, requiring certain microclimates and 
hosts to survive. Most ecosystem monitoring studies require 
a high degree of  taxonomic detail, as even members of  the 
same genus can react differently to disturbance. 
 Invertebrates also vector a number of  wildlife and hu-
man diseases, including bluetongue, plague, west Nile virus 
and Lyme disease. Some of  these diseases have caused large 
die-offs in wildlife populations either periodically or for a 
period of  time after the disease is first introduced into a sus-
ceptible population. In addition to disease transmission, many 
invertebrates parasitize vertebrates. Although these infesta-
tions typically occur in low densities with little or no effect 
on the host, there is a possibility of  disease transmission. 
Additionally, under certain conditions, death can occur as a 

result of  being parasitized, especially when hosts are under 
stress from bad weather, poor nutrition, or extremely high 
parasite loads (Nelson 1984, Lehmann 1993, Pavel et al. 2008).

COLLECTING METHODS

There are a wide variety of  collecting methods for inverte-
brate sampling. Some of  these methods are popular, but 
each has inherent biases that must be recognized. Briefly de-
scribed below are a number of  (although by no means all) 
different collecting techniques with a discussion of  their 
strengths and weaknesses.

Aquatic Sampling
Aquatic Net
These D-shaped nets typically are made of  fine mesh or 
canvas (Fig. 14.1). The net is dragged along the surface of  
the water (to collect surface dwelling invertebrates) or is 
pulled along the bottom (to sample invertebrates living at 
the bottom; Fig. 14.2). The net contents are then dumped 
into a white tray (or sorted inside the net itself ), and organ-
isms of  interest are removed from the muck. This method 
works well for organisms living near shorelines or in relatively 
shallow bodies of  water. When sampling in fast-moving 
shallow streams, the net can be placed in a narrowing of  the 
stream and areas upstream disturbed. The disturbance causes 
invertebrates to be swept downstream into the net. This 
method is especially useful when sampling invertebrates 
that cling to rocks or vegetation. Potential drawbacks in-
clude difficulty in sampling some areas, such as around sub-
merged roots, and possible difficulty separating certain in-
vertebrates from debris.

Fig. 14.1. Nets for collecting aquatic samples can be used with 
collecting jar attached or not. If a collecting jar is not used, 
invertebrates are manually removed from the net. Photo by M. 
Pessino.
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Light Traps 
Submerged light traps have been used with great success 
for a variety of  aquatic invertebrates, including insects and 
mites (Hungerford et al. 1955). The trap itself  can be pur-
chased from an entomological supplier and then various col-
ors of  light can be created using chemiluminescent candles 
or underwater light-emitting diode (LED) flashlights, which 
Radwell and Camp (2009) showed to be as effective as can-
dles. Light color is important: lighter colors, such as white 
and yellow, attract more individuals than does blue light. 
These lights work well in areas where aquatic nets may do 
poorly, in addition to being more practical for sampling very 
small invertebrates. However, for the method to be effective, 
the target invertebrates must be attracted to light.

Terrestrial Sampling
Sweep Net
sweep netting is a common method for collecting terres-
trial invertebrates, particularly insects. Nets come in a vari-
ety of  sizes and mesh types, ranging from canvas for sweep-
ing bushes or dense vegetation to fine mesh for sweeping 
thin grass or catching flying insects (Fig. 14.3). Nets are swept 
through the vegetation for some period of  time, distance, or 

number of  sweeps (depending on the protocol used) and 
then either invertebrates are removed from debris or the en-
tire contents of  the net are removed and placed in a killing 
agent or a freezer (Fig. 14.4). This method is often thought 
to allow for comparisons between study sites, as effort can 
be standardized. However, under some circumstances, col-
lecting effort will be difficult to standardize, especially when 
there are differences in vegetation types (i.e., dense versus 
thin grass) or multiple people are sweeping. If  the purpose 
of  the survey is to document biodiversity, sweeping is ideal 
for collecting many groups of  invertebrates, especially those 
that live near the top or edges of  vegetation or spend a rela-

Fig. 14.2. Example of aquatic sampling technique. Keep in mind 
that different parts of the water column will support different 
invertebrate communities. Photo by M. Pessino.

Fig. 14.3. Different types of sweep nets. Nets entirely of mesh 
(bottom) are best for sampling fragile insects in flight or in thin 
vegetation, whereas nets of thick cloth (top) are best in situations 
where vegetation tends to be thick or contain spines that could 
tear the mesh. Combination nets (center) allow for collecting in 
both situations.
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tively large amount of  time flying. However, invertebrates 
that primarily live deeper inside vegetation or are ground 
dwelling will be undersampled. Additionally, different life 
stages may live in different parts of  the plant, making sweep-
ing effective for some stages but not others, such as some 
nymphal Hemiptera (Schotzko and O’Keeffe 1986). However, 
a multiyear study also by Schotzko and O’Keeffe (1989) found 

no significant difference in population (adult plus nymphs) 
when comparing sweeping, vacuuming, and absolute sam-
pling. Randel et al. (2006) compared sweeping transects with 
vacuum sampling of  square meter quadrats and found that 
sweeping yielded greater invertebrate biomass and was more 
likely to result in invertebrates being collected, probably be-
cause insects are patchily distributed in the landscape and a 
random square meter quadrat may fall on a location lacking 
insects. 

Vacuum Sampling
D-vacs or other suction devices have become popular tools 
for collecting invertebrates, especially in areas with dense 
vegetation (Fig. 14.5). Methodologies vary, although the 
more popular techniques include using a ring as a boundary 
for the vacuumed area (creating a known area) or vacuum-
ing along transects. If  the purpose of  the study is to con-
duct a biodiversity survey, it may be of  interest to sample 
stands of  a single plant species (to record host associations) 
or sample a wide variety of  species (to record biodiversity 
of  the area as a whole). Suction samples are typically col-
lected into a mesh bag, which will contain not only speci-
mens but also loose vegetation. Separating specimens from 
vegetation can be done after killing the specimens or by us-
ing emergence traps (Fig. 14.6). Emergence traps use light 
to separate photosensitive insects from the duff. However, 
as not all insects are photosensitive, some will be missed if  
this approach is the only one used. Instead, after allowing 
the sample to sit in an emergence trap for 2–3 hours, the 
duff  should be examined and any additional invertebrates 
removed. This method works well for small invertebrates; 
however, Mommertz et al. (1996) showed suction sampling 
to be unreliable for estimating populations of  large bodied 
insects and spiders. Additionally, Schotzko and O’Keeffe 
(1986) found vacuum samples overestimated populations 
compared to absolute sampling, possibly due to invertebrates 

Fig. 14.4. Example of terrestrial sweeping technique.

Fig. 14.5. Different types of 
suction devices. The D-vac (left) 
is commercially available; the 
other device is a leafblower (right) 
with a suction option. Both work 
well, although the D-vac is more 
powerful (but less portable). Left 
photo by L. Sands.
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being sucked in from neighboring vegetation. This phenom-
enon could be limited by using a tube instead of  a ring to 
mark the sampling boundaries. 

Malaise Traps and Flight Intercept Traps
Malaise traps are tent-like mesh structures that passively 
collect invertebrates (Fig. 14.7). Insects fly into the center or 
side panels and then crawl upward, eventually reaching a 
high point, where they then fall into a jar of  alcohol. How-
ever, heavier bodied invertebrates, such as beetles, tend to 
fall rather than climb when they hit the panels. Flight inter-
cept traps capitalize on this tendency by placing a trough 
under the panels filled with a killing agent or soapy water. 
When invertebrates hit the panel, they fall into the trough 
for easy collection. A single trap can be used both as a mal-
aise trap and a flight intercept trap, allowing for broader 
taxon sampling. Additionally, these methods can be used  
for canopy sampling by suspending a malaise trap by a tree 
branch. This style of  trap is most effective where the natural 
landscape funnels insects into a narrow area, for example, a 
forest path or streambed. To maximize catch, malaise traps 
should be placed perpendicular to these openings. Place-
ment is very important, as only insects that contact the in-

ner panels have a chance of  being caught. Because traps can 
be left up for a standard period of  time, catch effort can eas-
ily be standardized. However, because only those insects 
that contact the inner panels have a chance of  being caught, 
trap placement is crucial. For comparative studies, trap ori-
entation must be identical with regard to natural flyways or 
attractions (e.g., water sources) to minimize trap biases. In 
addition to landscape, movement patterns of  animals and 
humans must be taken into account. Large animals may walk 
through these traps, causing holes or even ruining the trap. 
Additionally, humans may take the traps, a problem espe-
cially common in developing nations. To help limit this loss, 
I recommend placing a sign with contact information and a 
statement that the trap is for scientific study.

Pan Traps
Pan traps are simply plastic bowls of  various colors with a 
liquid covering the bottom (Fig. 14.8). Yellow attracts the 
widest variety of  invertebrates, although blues, greens, and 
reds have been used with success to collect a narrower 
range of  invertebrates. Bowls are easily obtainable at a party 
supply store, with the bright yellow Solo® bowls (http://www
.solocup.com/) being the most popular. Typically, pans are 
placed along a transect or in a grid and then filled to approx-
imately 1–2 cm deep with fluid. Water with a drop of  soap 
(to break the surface tension) is the most common fluid 
used, but many variations exist. The principle is simple: an 
invertebrate is attracted by the colored bowl and lands in-
side, where it is unable to get out of  the fluid. Because 
soapy water is not a preservative, bowls should be emptied 
every day or every other day, depending on temperature. If  
pans will be run longer than a couple days, various preser-
vatives can be used instead of  soapy water, such as soapy  
saline solutions (Trebicki et al. 2010). Additionally, if  bowls 
will be left for extended periods of  time, fill the bowls with 
more liquid to allow for evaporation. To gather the insects 
from the bowl, use a fine-mesh aquarium net as a strainer, 
rinse the catch with water, and then place it in a vial of   
alcohol for storage. This method has limited applications in 

Fig. 14.6. Sorting suction samples by hand. Photo by L. Sands.

Fig. 14.7. Two types of malaise 
traps: A 6-m trap placed in a 
natural corridor leading to a 
stream (left) and a 2-m trap 
placed on a ridgeline (right). Right 
photo by L. Sands.



  therese  a .  catanach

rainy settings or areas prone to flooding, as the bowls can 
fill and insects or pans wash away. Also, animals or people 
may disturb the set up. However, it is an easy way to sample 
for many invertebrates, some of  which are difficult to col-
lect using other methods. 

Sticky Traps
Sticky traps are widely used for sampling insects in wildlife 
studies (Fig. 14.9). They are inexpensive and easy to obtain 
as a card or ribbon coated with an adhesive, or the adhesive 
itself  may be purchased from an entomological supplier and 
then applied to the surfaces of  interest. Color can serve as 
an attractant, and as with pan traps, yellow tends to collect 
the most invertebrates, although if  certain types of  inverte-
brates are the target group, other colors may be preferred 
(Harman et al. 2007, Blackmer et al. 2008, Wallis and Shaw 
2008). Although sticky traps are easy to use and results are 
easy to compare among locations, invertebrate processing 
can be a challenge. Specimens can be covered in adhesive, ob-
scuring characters, or stuck in such a way as to render key 
characters not visible. There are techniques to remove in-
vertebrates, depending on the adhesive used (Murphy 1985). 
If  comparisons among traps are to be made, color, height, 
orientation, and the times of  day traps are active must be 
held constant, as all these factors can affect catch rates and 
species composition (Blackmer et al. 2008). Additionally, for 
some insects, skewed sex ratios were observed using sticky 
traps, although other trapping methods did not document 
this observation (Blackmer et al. 2008). 

Attractants
Attractants can be used in many collecting techniques. At-
tractants range from pheromones (chemicals created by in-
sects to attract conspecifics), which target a single species to 
compounds known to attract a wide range of  insects (Fig. 
14.10). Attractants are often used with some form of  adhe-

sive, although some devices using attractants do not require 
adhesive to collect the invertebrate. 
 Pheromone traps by definition are targeted (although there 
is some cross attraction, especially among closely related 
groups), so they tend to be of  limited use in biodiversity stud-
ies. However, they are common in agricultural and stored 

Fig. 14.8. Yellow pan trap with invertebrates ready to collect.

Fig. 14.9. Sticky trap.

Fig. 14.10. Pheromone trap full of collected moths. Photo by B. Roble.
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goods settings for monitoring pest species. They also are 
used to detect introduced pests. For a discussion of  various 
pheromone traps, see Francis et al. (2007), Vitullo et al. (2007), 
and Reddy et al. (2009). 
 At the opposite end of  the spectrum are attractants that 
target a wide variety of  species. Some attractants have been 
developed using chemicals found in flowers, such as Can-
ada thistle (Cirsium arvense), and have been found to attract 
both pollinators and herbivores (El-Sayed et al. 2008). At-
tractant traps for invertebrates that feed on vertebrates, 
such as bedbugs and ticks, utilize carbon dioxide or heat 
(Cançado et al. 2008, Wang et al. 2009). Other types of  at-
tractants include nutrient sources, such as beer and bread 
mixtures, fruits, meat, and other food products. Various  
nutrients have been used with great success to attract Cole-
optera, Lepidoptera, Diptera, Hymenoptera, and others 
(Bharathi et al. 2004, MacGown and Brown 2006, Wang and 
Bannett 2006). 

Light Collecting Methods
Many invertebrates, particularly insects and arachnids, can 
be collected at light, either because they are attracted to 
light or to the high concentrations of  potential prey items. 
There are many different types of  light, with black lights 
and mercury vapor (MV) being the most common. Mercury 
vapor lights are more expensive and require a generator if  
an alternating current (AC) power source is not available, 
but they are thought to attract a wider range of  invertebrates 
and also to be effective over longer distances. When using 
MV lights with a generator, use self-ballasted bulbs to avoid 
more equipment. Black lights require much less power and 
can be easily run off  of  a car battery. They appear to attract 
fewer types of  invertebrates. LED lights have recently be-
come available in colors conducive to invertebrate collecting. 
Currently, these set ups are available through Bioquip Prod-
ucts (Rancho Dominguez, CA), but they are quite expen-
sive. However, they require very little power to operate, mak-
ing them attractive for field areas difficult to access. Different 
types of  light can be used together to attract a wider variety 
of  invertebrates than is possible with one type of  light. 
 Light traps can either passively collect insects or be ac-
tively staffed so that taxa of  interest are collected for study. 
Passive traps can be used to compare locations, if  such vari-
ables as light type, intensity, and duration are standardized. 
Passive collecting can be achieved in a number of  ways, in-
cluding funneling invertebrates into a jar with a killing agent 
or running a light trap for a set length of  time and then bag-
ging it, killing invertebrates via freezing or an agent, and 
then gathering the insects (Fig. 14.11). Actively staffing light 
traps is time intensive and is not always conducive to com-
parative studies due to differences in collecting effort (Fig. 
14.12). Recently, pyrethroid insecticides have been applied 
to light sheets, so that invertebrates landing on the sheet 
are quickly knocked down for easy collecting. 

 

Light collecting methods work well for many nocturnal in-
sects and quite a few diurnal insects. However, to be most 
efficient, night temperatures must remain high enough for 
invertebrates to be active. Additionally, in areas with heavy 
light pollution, light collecting may be less effective. Moon 
phase is important and should be taken into account when 
sampling. 

Pitfall Traps 
Pitfall traps are ideal for collecting invertebrates that dwell 
at ground level, including beetles, ants, springtails, centipedes, 

Fig. 14.11. Examples of light traps.

Fig. 14.12. Collecting at a light sheet. Photo by K. Hill.
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millipedes, and spiders (Santos et al. 2007). Because they col-
lect ground dwelling invertebrates, pitfall traps are ideal for 
use in studies documenting invertebrate availability for up-
land game birds or other species unlikely to encounter fly-
ing insects. Pitfalls can be of  various sizes and contain differ-
ent killing agents, such as propylene glycol. For a discussion 
of  different styles and agents, see Santos et al. (2007), Sasa- 
kawa (2007) and Aristophanous (2010). 

Lindgren Funnel Trap 
Lindgren funnel traps are used primarily for sampling for-
est dwelling beetles, including a number of  introduced and 
economically important species. Sandoval et al. (2007) used 
them to examine beetle diversity for artificially created snags, 
collecting members from 28 families. See Miller and Crowe 
(2009) for trap description and discussion on the effects of  
funnel length. These traps can be used with or without an 
attractant and have a dry killing container (using an insecti-
cide strip) or a wet container (e.g., antifreeze). Miller and 
Duerr (2008) documented differences in catches between 
the 2 types of  kill methods. Hayes et al. (2008) found that 
Lindgren funnel traps baited with an aggregation phero-
mone can be used to assess species presence and relative 
abundance.

Beat Sheets
Beat sheets are used to sample areas where sweep nets are 
impractical, such as trees or shrubs. A stick is used to hit 
vegetation, which knocks invertebrates onto a sheet (Fig. 
14.13). Sheets can be angled into a jar, where invertebrates 
are killed, or the animals can be hand collected. Although 
this method is idea for heavy bodied invertebrates, such as 
beetles and spiders, it is ineffective for lighter insects. Wade 
et al. (2006) compared beat sheets to a number of  different 
methods and found that beat sheet collecting more closely 

matched counts calculated using an absolute method. As 
with all methods that are conducted over a short period of  
time, temporal variation must be taken into account, be-
cause invertebrates may be utilizing different vegetation at 
different times of  day. 

Fogging
Fogging has become very popular, particularly for sam-
pling in forest canopies. A pyrethroid pesticide is vaporized 
using a commercially available fogger and allowed to rise 
through the canopy. The best pyrethroids have a strong 
knock-down component, which quickly causes the inverte-
brate to fall from the tree onto a sheet. As with beat sheets, 
the sheet can be angled into a kill jar or the invertebrates 
hand collected. See Erwin (1989) for a description of  fog-
ging techniques. For this method to be effective, the air must 
be calm; otherwise, the vapor cloud drifts away, and any in-
sects knocked down blow away before hitting the sheet. Early 
morning (often between 0200 and 0500 hours) appears to be 
the best time to use this method, at least in tropical and sub-
tropical forests. The equipment required can be costly and 
difficult to transport to more remote field locations. 

Berlese Funnel
This method is ideal for collecting invertebrates living in 
soil; leaf litter; or other structures, such as nests. The ma-
terial harboring invertebrates is placed inside a column with 
a funnel at the bottom. A light is put on top of  the column, 
causing most invertebrates to fall through the funnel into a 
kill jar as they attempt to get away from the light. 

Other Methods
Other collection methods exist for answering questions 
about invertebrates in wildlife studies. Many of  these ques-
tions focus on prey selection, so simply documenting what 
invertebrates occur in a given area is only part of  the an-
swer. Not all insects collected using the sampling methods 
will actually be available; for example, an upland game bird 
chick is much more likely to eat ground dwelling inverte-
brates compared to birds that spend most of  their time fly-
ing or perched in the upper reaches of  shrubs. Likewise, in-
sect size is an important consideration, as large insects may 
be too difficult to handle by young nestlings, or small active 
invertebrates may not be nutritious enough to make up  
for the work required to catch them. A few methods have 
been used to identify what taxa are actually being con-
sumed. When studying nesting birds, it may be possible to 
use trip cameras at nest sites to document what the parents 
are bringing nestlings to eat. This method is only useful in 
certain situations, as smaller invertebrates will be difficult or 
impossible to identify. Other studies rely on visual observa-
tions to identify prey items. This method is time intensive 
and often results in a high percentage of  unidentified prey 
items (Scheiffarth 2001). However, when studying a species 

Fig. 14.13. Beat sheet used to collect invertebrates from brush that 
is not practical to sweep.
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that consumes larger invertebrates, such as crabs, the per-
centage of  unidentified prey items is much lower (e.g., Sten-
zel et al. 1976). Stomach contents, regurgitated pellets, and 
fecal material also can be examined for invertebrates (Sten-
zel et al. 1976, Schneider and Harrington 1981, Scheiffarth 
2001). Many invertebrates are not fully digested, so some 
hard parts, such as mouth parts, are found intact. In some 
groups, these parts hold enough characters to identify prey 
items down to the species level. 

PROPER CURATORIAL TECHNIQUES

Specimen Handling and Processing
After specimens are collected, they must be killed, prepared 
for long term storage, and then identified. Decisions made 
at this stage have lasting effects on the material and can 
make or break a project. There are many ways to kill and 
store invertebrates for scientific study, depending on the col-
lecting technique used and the purpose of  the specimens. 
Popular killing agents include freezing, ethanol, ethyl ace-
tate, and cyanide. The merits and drawbacks of  each of  
these agents are discussed in detail below. Once specimens 
are prepared for storage, there are certain methods for keep-
ing specimens permanently and in such a way that they are 
useful for continued study or as vouchers. Voucher speci-
mens are a necessity for studies on invertebrates. Identifica-
tion is challenging, and nomenclature is far from stable, so 
vouchers allow specimens to be reevaluated and if  neces-
sary re-identified. The accepted method for long term pres-
ervation depends on the group of  invertebrates and in-
cludes slide mounting, pinning, pointing, and permanent 
storage in alcohol. If  you are unsure of  the best method to 
preserve your samples (both temporarily and for long term 
storage), consult an invertebrate taxonomist (preferably one 
familiar with the specific groups in question) or collection 
curator. By following the suggestions detailed below or 
those suggested by a curator familiar with preservation of  
invertebrates, it is possible for invertebrates to be well pre-
served and useful for scientific study decades or even centu-
ries after they are collected. 

Labeling
Specimens must have accurate data labels to be of  lasting 
scientific value. As soon as specimens are collected, a data 
label must be included in the sample. This label must be 
written in indelible ink, such as an archival quality Pigma® 
pen. Most permanent markers will run if  the label is stored 
in alcohol, so they are not recommended. If  an indelible ink 
pen is not available, pencil can be used. When in doubt, make 
a test label and place it in your preserving agent of  choice 
for a few days, then check to make sure the label is still legi-
ble. There is nothing worse than discovering that the labels 
have become unreadable and the sampling has to be repeated. 
The type of  paper used also is important. Typical label 

paper is archival quality paper—thinner, lower quality paper 
may disintegrate over time. This system works for long term 
alcohol storage. Some people prefer to use computer gener-
ated labels (again, check the ink to ensure that it does not 
run). A final word of  caution about labels for specimens 
stored in fluid: the label should be large enough that it does 
not move in the vial, otherwise it will damage specimens 
when the vial is moved. 
 If  specimens are dried and mounted, each specimen 
must have its own label, which is placed on the pin support-
ing the specimen. Although labels may be handwritten  
using indelible ink, printing them on label paper is more ef-
ficient. Use 4-pt sans serif  fonts, and make the label rectan-
gular with as little white space as possible. Typical insect  
labels for dried specimens are 1 cm x 2 cm with approxi-
mately 4 or 5 lines of  text per label. If  6 lines of  text are 
needed, multiple labels should be used. 
 At a minimum the label should include the locality data 
(country; state or province; county or division; an exact lo-
cation, e.g., mile marker 186 I-40; GPS coordinates; and ele-
vation), collection date (day in Arabic numbers, month in 
Roman numerals, and 4-digit year), collector (first and mid-
dle initial, then last name), collecting method, and a brief  
description of  the habitat (oak forest, prairie, cotton field, 
etc.). In instances where multiple samples are collected 
from the same locality but using different treatments, some 
note of  this fact should be included on the label. It may be 
helpful to create a coding system, so that each collecting 
event has a unique identifier printed on the label. This 
identifier can reference a collecting notebook that includes 
additional notes, such as the weather, vegetation composi-
tion, and descriptions of  treatment procedures. 

Specimen Killing and Temporary  
Preservation Methods
Cyanide was a very popular killing agent, as it is fast acting, 
and the specimens stay dry (making hairs and bristles easier 
to observe). However, it is often difficult to obtain and is po-
tentially dangerous, so it has widely been replaced by other 
agents. It is still in use by researchers with remaining stores 
of  cyanide and also in developing nations, where its pur-
chase is less restricted. 
 Ethanol has become the killing agent of  choice for many 
entomologists, as it is widely available and inexpensive. The 
percentage of  ethanol is important: 70% is considered to be 
the lowest that can be used for preservation. However, if  
specimens are to be used for any type of  molecular sequenc-
ing, a higher percentage (preferably 95%) is recommended. 
Additionally, as invertebrates contain a large amount of   
water in their bodies, the concentration of  ethanol de-
creases over time. This phenomenon is most drastic when 
large-bodied invertebrates are preserved or a large number 
of  invertebrates are placed in a relatively small amount of  
ethanol (e.g., a vial is full of  specimens with only enough 
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ethanol to cover them). For this reason, ethanol should be 
changed out in a vial approximately 2 days post collection 
and in cases with large numbers of  large invertebrates again 
a week later. Care must be taken to retain all specimens in 
the transfer process and to handle specimens carefully, so 
they are not damaged. Although this procedure may require 
a lot of  time, especially in intense sampling efforts, failure 
to take these precautions can result in the ethanol concen-
tration dropping below the threshold needed for preserva-
tion. When it does, invertebrates will start decomposing, 
making identification difficult if  not impossible. Ethanol is 
used for permanent specimen storage in many soft bodied 
groups, such as Trichoptera, and for either permanent or 
temporary storage in taxa with harder bodies. There are 
some potential drawbacks, however, as killing specimens 
in ethanol may result in matted hairs or missing appendages 
(some groups often drop appendages after being submerged 
in ethanol), making identification more challenging. If  etha-
nol is used for only temporary storage, when the specimens 
are removed to be mounted for permanent storage, care 
must be taken during the drying process. Several techniques 
are used, depending on the taxa in question. Larger insects 
or those with high levels of  sclerotization can be allowed to 
air dry with little chance of  harm. However, smaller insects, 
those with regions that are less sclerotized, and those whose 
identification requires examination of  setal characters need 
to be specially dried to prevent parts of  the body from col-
lapsing or the setae from matting. Critical point drying, 
chemical drying (e.g., using hexamethyldisilazane), or even 
putting freshly mounted specimens in the freezer have all 
been used successfully with various groups of  invertebrates 
(Nation 1983, Rumph and Turner 1998, Hochberg and Lit-
vaitis 2000). 
 Ethyl acetate is another popular killing agent, especially 
for Lepidoptera. Rather than submerging the specimen in a 
liquid (which in the case of  Lepidoptera would result in 
scale loss), ethyl acetate is allowed to soak into permeable 
material, such as a card or plaster, inside an airtight jar. The 
jar is allowed to charge, and then specimens are placed in-
side. This method is easy, and specimens typically stay in ex-
cellent condition using this method, making identification 
easier. However, if  specimens are to be used for molecular 
study, ethyl acetate should not be used, as it appears to de-
grade DNA (Reiss et al. 1995, Dillon et al. 1996). 
 Freezing can be done in a variety of  ways. Some of  
these are suitable for field collecting specimens under cer-
tain conditions, whereas others are impractical. Liquid ni-
trogen has been used to preserve specimens, especially for 
use in molecular studies. Although this method is often im-
practical in field situations without much prior planning and 
extra equipment, it has been done with great success. An-
other method involves collecting insects as normal and then 
transporting them to a conventional freezer. This can be 
done prior to sorting invertebrates from accumulated plant 

material or after. There are several drawbacks with this 
method, including possible predation of  specimens by spi-
ders or predatory insects in the samples. In addition, when 
vegetation is not first removed, sorting dead invertebrates 
from vegetation can be time consuming. 

Permanent Preservation and Storage
There are many methods for permanent preservation and 
storage of  invertebrates. Each group has standard methods, 
so consulting with a curator familiar with the group of   
interest is wise. In general, minute invertebrates are slide 
mounted or stored in alcohol, whereas larger invertebrates 
are either dried (hard bodied invertebrates) and mounted or 
stored in alcohol (softer bodied invertebrates). No matter 
what method or methods are chosen, humidity, tempera-
ture, and light exposure all must be examined. Optimal 
humidity and temperature depend on the storage method 
(see Museums and Galleries Commission 1992), although in 
general, cooler and drier conditions are favored. All speci-
mens should be stored in the dark to prevent fading. 

Slide Mounting 
Minute invertebrates often must be slide mounted for 
identification, although this process is time consuming and 
impractical for studies with large amounts of  material. For 
this reason, slide mounting representatives of  each taxa and 
then preserving the rest in ethyl alcohol is recommended. 
There are many different methods of  slide mounting, some 
of  which are designed to be temporary (allowing the speci-
men to be returned to alcohol after study), whereas others 
are permanent. Noyes (1982) gives a detailed description for 
permanent slide mounting using Canada balsam. This pro-
tocol can be modified so that specimens are cleared (using 
chemicals to dissolve nonsclerotized portions of  the body) 
and DNA extracted prior to slide mounting. Depending on 
mounting technique, slides must be periodically examined 
to ensure that they have not dried out, and if  necessary, 
more mounting material should be added. If  invertebrates 
are slide mounted, storage methods include slide cabinets, 
slide boxes, and slide folders, all of  which keep specimens  
in the dark and can be organized to allow specimens to be 
found quickly. 

Fluid Preservation
Larger invertebrates with soft bodies (i.e., Ephemeroptera 
and many noninsect arthropods) should be permanently 
preserved in ethyl alcohol. Allowing these taxa to dry out 
often results in the body collapsing, making identification a 
challenge or even impossible. Specimens should be placed in 
standard sized vials with tight fitting lids (preferably screw 
tops with a Poly-Seal™ lining rather than corks). If  the vials 
are not well sealed, alcohol will evaporate over time, result-
ing in samples drying out. Even with tight fitting lids, sam-
ples should periodically be checked and on occasion the al-
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cohol topped off  or replaced. Samples should be kept in the 
dark and, if  possible, kept in a freezer, especially those sam-
ples containing specimens for molecular study, as Reiss et al. 
(1995) documented degradation of  DNA if  stored at room 
temperature for long periods of  time.

Dry Preservation
Invertebrates with higher degrees of sclerotization should 
be dried, mounted, and then placed in appropriate insect 
storage containers. There are 2 types of  dry mounting: pinned 
or pointed. Small invertebrates (or large invertebrates with 
very narrow bodies, e.g., some Mantodea or Phasmatodea) 
should be pointed. Pointing involves gluing a specimen to 
the tip of  a pointed piece of  heavy paper. Various types of  
glues can be used, although simple white glue is among the 
most common, as it is water soluble (allowing for specimens 
to be soaked and removed from the point if  need be) and 
dries clear. Shellac is another popular glue of  choice, but is 
harder to obtain. Clear fingernail polish is used for small 
specimens, but the fumes are irritating to some people. 
Whichever glue is chosen, the smallest amount possible 
should be utilized, and care must be taken to only put glue 
on the part of  the specimen that will be touching the point. 
The point should be bent to mimic the angle created by the 
upright specimen’s thorax, and then the specimen should  
be carefully placed on the bent part. The insect should be 
straight in all directions (front to back, side to side, and top 
to bottom). Heavy bodied specimens might require support 
until the glue dries. A similar method, card mounting, is 
used in some regions, but pointing is the more widespread 
method in the United States. Pinning invertebrates involves 
sticking a pin through the right side of  the thorax. Insect 
pins can be bought from a number of  distributors and should 
be used instead of  conventional sewing or similar pins. Pins 
come in a variety of  sizes, although the smaller sizes should 
be avoided, as they tend to bend. Again, care must be taken 
to ensure that the specimen is straight in all directions. 
Once the specimen has been pinned, it may be necessary to 
use paper to support the legs so they are near the body until 
they dry in position. More compact specimens are less likely 
to be damaged during handling. Some groups are easier  
to identify if  the wings have been spread. This requires a 
spreading board, wax paper, and additional pins. First the 
specimen is pinned, but rather than pinning through the right 
side of  the thorax it is pinned in the middle of  the thorax. 
Then the specimen is placed in the grove of  the spreading 
board and the wings carefully opened (use a pin to move the 
wing at the uppermost vein, the costa) and placed on the 
sides of  the board. The wings are then held down with wax 
paper tacked down with additional pins. Depending on the 
size of  the specimen, it may take days to weeks before the 
specimen had dried to the point that it can be removed. Al-
though spread specimens are more attractive than unspread 
specimens, they require more storage space and are easily 

broken. It may be more practical to spread 1 side rather than 
both to cut down on space requirements. 
 Once invertebrates are mounted, they should be placed 
inside airtight boxes. Insect drawers are available from en-
tomological suppliers, such as Bioquip Products, or can be 
built, provided the seals are airtight. Insects can either be 
pinned directly into foam on the drawer bottoms or be put 
into insect trays (thick paper boxes with foam on the bot-
tom; Fig. 14.14). Insect trays tend to be easier to work with, 
as boxes of  insects can be manipulated during processing 
rather than having to individually remove insects from a 
drawer. Trays come in a variety of  standard sizes, allowing 
for greater flexibility. Insect drawers are typically stored in 
airtight metal cabinets that keep the specimens in the dark 
(to prevent fading; Fig. 14.15). Additionally, airtight contain-
ers help keep out dermestid beetles or other insects, which 
can destroy an insect collection quickly. Commercially avail-

Fig. 14.14. Drawer of labeled insects. Pesticides can be placed 
inside the drawer or in cabinets to help prevent specimen damage.

Fig. 14.15. Insect drawers are stored in airtight cabinets.



  therese  a .  catanach

able repellents, such as moth balls, should be used to pre-
vent an infestation along with properly closing all drawers 
and cabinets. If  any signs of  an infestation are observed, the 
entire collection should be treated for beetles. Methods   
of  treatment include freezing for several days, heating for  
several hours, or applying pesticides (see Strang [1992] for  
lethal temperatures by insect pest). 

Specimen Identification
Specimen identification is the most time consuming part of  
any invertebrate study. Even an hour in the field can result 
in hundreds (or thousands) of  specimens that need to be 
sorted and identified, if  conditions are favorable for insects. 
To process specimens in the most efficient way possible, 
first the taxonomic level for identification needs to be set. It 
is often impractical to identify specimens to the species level 
due to a lack of  available keys and the tendency for many 
insect species to be delineated based on difficult to interpret 
characters, such as male genitalia or chaetotaxy (patterns of  
hairs or bristles). In studies where this level of  detail is re-
quired, such as some indicator species work, it is recom-
mended that a specialist in the group of  interest be consulted. 
In well-known groups or regions where the invertebrate 
fauna have been extensively studied, it may be possible to 
identify specimens to the genus level, but again this may  
not be practical. The majority of  invertebrates sampled for  
invertebrate–wildlife research are identified to the ordinal 
or family level. Placing invertebrates in ordinal groups is 
typically straightforward, although certain atypical taxa may 
prove more challenging. However, order may not be detailed 
enough for some research questions because of  the wide 
range of  life histories found in a single order. For example, 
in the order Hemiptera, some members posses secondary 
plant chemicals, rendering them unpalatable, whereas others 
are favored foods of  some birds. Additionally, the size of  
Hemiptera vary from 1 mm to 10 cm in length, making 
conclusions difficult to draw if  size is important to the study 
question. For this reason, the family level may be a happy 
medium. There are keys readily available to identify insect 
specimens to family, and keys are available for many other 
invertebrate groups also. Although some family level classi-

fication is in flux, most groups are stable at this level (some-
thing that is not true for lower taxonomic levels), which cre-
ates less confusion regarding the organisms encompassed by 
a name. 
 Most invertebrate keys are created for regional faunas or 
relatively small taxonomic units. Triplehorn and Johnson 
(2005) provide keys to North American insect families and 
orders or families of  noninsect arthropods along with brief  
biological accounts of  each family. Keys to invertebrates of  
specific habitats also are available (Hawking et al. 2009). With 
the advent of  easily accessible Internet access, the numbers 
of  interactive digital keys are rapidly increasing. Interactive 
keys allow users to start at any place in the key rather than 
at a predefined starting place (as found in a dichotomous 
key). This approach allows users to pick features they are 
comfortable assigning states to, and then the key returns a 
narrower list of  characters to check. Interactive keys are 
available online, with many including figures and hints to 
aid identification.

SUMMARY

Invertebrates are important components in wildlife studies 
that historically have been ignored. This chapter briefly de-
scribes important groups of  invertebrates, outlines various 
roles played by invertebrates, discusses collecting techniques, 
and then finishes with information regarding specimen han-
dling and identification. Although there are hundreds of  in-
vertebrate groups, the arthropods (specifically, insects) are 
the focus of  this chapter. Insects play numerous roles in an 
ecosystem and can be indicators of  ecosystem health. Addi-
tionally, many wildlife species rely on insects for nutrients 
during some or all of  their life cycle. Not all invertebrates 
have a positive relationship with wildlife, with many acting 
as disease vectors. Collecting methods are highly variable, 
depending on the research question, habitat, and targeted 
invertebrates. Once specimens are collected, they must be 
identified and voucher specimens permanently preserved. 
Incorporating invertebrates into wildlife studies can be time 
consuming, but they play an important, yet often under-
studied, role in wildlife ecology.
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INTRODUCTION

WILDLIFE ECOLOGISTS FR EQUENTLY ask questions about 
wildlife populations. How many individuals are there? What are esti-
mates of  vital rates (birth rate, survival rate) of  that population? And, 

ultimately, is the population increasing or decreasing? A population, defined here 
as a group of  organisms of  the same species living in a particular space at a particu-
lar time (Krebs 1985:157), involves such concepts as birth rate, death rate, sex ratio, 
and age structure (Cole 1957). These concepts lack meaning for lower levels of  bio-
logical organization (individuals) or at higher levels (communities or ecosystems). 
Populations are composed of  individual organisms; thus, the study of  population 
dynamics includes the concepts of  survival, immigration, and emigration. It is these 
topics that form the basis for this chapter.
 Population analysis also involves the study of  population dynamics: the changes 
that occur over time and the causes of  those changes. The population could be  
the number of  aphids on a plant, the number of  white-tailed deer (Odocoileus vir-
ginianus) in a woodlot, or the number of  snow geese (Chen caerulescens) in North 
America.
 Population-level questions are of  obvious interest to wildlife managers and sci-
entists. For species that are economic pests, ways of  reducing numbers are sought. 
For game species, managers desire to maintain populations at levels that provide 
surpluses for harvest. For threatened or endangered species, the goal is to increase 
their numbers to avoid extinction. To meet any of  these objectives, an understand-
ing of  the species’ population dynamics is the first priority.
 The subject of  population dynamics includes the number of  individuals in a pop-
ulation and the factors that affect that population size: (1) survival of  those individu-
als, (2) their reproduction, and (3) their movements into and out of  a population 
(immigration and emigration). If  all factors were known for a population, under-
standing its dynamics would be straightforward. This is rarely achieved, however, 
and biologists are forced to make decisions based on an incomplete understanding.
 Examples used in this chapter are based on several species, but disproportionate 
attention is given to a few, especially mallards (Anas platyrhynchos), mountain plover 
(Charadrius montanus), and white-tailed deer. This emphasis reflects our own experi-
ence and, in some cases, the amount of  work that has been done on the species. It 
is worth recalling Durward Allen’s remark that “numbers phenomena tend to be 
universal. They change only in detail as we shift from fish to fur to fowl” (Allen 
1962:36).

Population Analysis  
in Wildlife Biology
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 A single chapter can only touch lightly on the diversity 
of  techniques used in population analysis. References for 
further reading are given at appropriate places throughout. 
For general reference, 3 books stand out. Seber (1982, 1986, 
2001; the latter 2 are updates) provided near-encyclopedic 
coverage of  methods used to estimate numbers of  wild  
animals as well as their survival and related parameters. 
Caughley (1977) described his practical views on population 
analysis. Williams et al. (2002a) and Amstrup et al. (2006) 
provide detailed summaries of  contemporary population 
analysis tools, techniques, and practical applications; the  
serious student is advised to carefully study these texts.
 This chapter presents material in several sections. We be-
gin by introducing theoretical models of  population growth 
that form the basis for a discussion of  population analyses. 
We then discuss concepts of  parameter estimation and pop-
ulation modeling, population viability analyses and, ulti-
mately, how we make inferences from population data. In 
each section, we introduce the basic concepts and appropri-
ate formulas, and illustrate them with biological examples. 
The purpose of  showing simple calculations is only to dem-
onstrate them. We acknowledge that today’s population an-
alyst will rarely do these calculations by hand and will in-
stead use a computer. The material provides only a general 
overview of  the subject matter, and the reader is encour-
aged to refer to the specific references in each section for 
more detailed coverage of  that topic.

THEORETICAL MODELS OF  
POPULATION GROWTH

The growth (or decline) of  a population (Box 15.1) can be 
described by following the number of  individuals in the 
population through time. In the simplest context, the num-
ber of  individuals (N) in a population at some future time 
(time t + 1) depends on the number of  individuals present 
now (time t) and any gains (births [B] and immigrants [I]) 
and losses (deaths [D] and emigrants [E]) that occur between 
times t and t + 1. This relationship can be written as a sim-
ple difference equation: Nt+1 = Nt + Bt + It – Dt – Et. Although 
this model is simplistic, it forms an important foundation for 
building more complex models of  population growth. What 
happens if  we place constraints on the relationship between 
Nt and Nt+1? We could consider population growth that is 
density independent (unimpeded population growth) or density 
dependent (population growth depends directly on popula-
tion density). From this simple equation, we also can discuss 
concepts of  population growth as measured by lambda (λ). 
The population rate of  growth from time t to time t + 1 is
 Nt+1simply λ = ——. Is population growth always constant, or
 Ni

does it follow some other pattern?
 Population analysis increasingly requires a modeling ap-
proach, especially to bridge gaps in knowledge. A model is 

an abstraction of  a real system that enables us to think more 
clearly about the real one. Any model must sacrifice at least 
1 of  3 desiderata: generality, realism, or precision (Levins 
1966). A model may be a complex mathematical exercise, 
incorporating thousands of  variables and equations, and re-
quiring hours of  computer time to analyze. Or it may be a 
simple heuristic concept, such as barn owls (Tyto alba) lay 
larger clutches of  eggs in years when food resources are 
abundant. Which kind of  model is appropriate to a scien-
tific or management application depends on the objectives 
of  the model.
 This chapter presents a variety of  models, from simple, 
involving only a single parameter, to complex, involving nu-
merous rates and relationships. A parameter is something 
that describes a population (e.g., the annual survival rate of  
male mallards). We denote such estimates with a “hat” sym-
bol (thus, Ŝ is an estimate of  S) and calculate appropriate 
measures of  uncertainty (typically standard errors). How-
ever, we can rarely measure all individuals in the popula-
tion. Thus, a parameter is an unknown numerical character-
istic of  the entire population. There is a general trade-off  
between model complexity and realism. Simple models are 
relatively easy to interpret, but lack a sense of  realism when 
applied to actual biological situations. Conversely, complex 
models may be more realistic, but suffer because we seldom 
have sufficient data to support them.

Box 15.1. The Behavior of small 
populaTions—The allee effecT

We have assumed that density dependence will in-

crease mortality rates or decrease birth rates or both 

as populations become large. Conversely, as popula-

tions become small, mortality rates should decline 

and birth rates increase, according to the model. In 

reality, small populations may not enjoy favorable de-

mographic rates. Birth rates especially may decline, 

rather than increase, as populations dwindle. This 

decline may happen because it is difficult to find mates 

when the population is small, or because breeding 

requires social stimulation. Another possibility is il-

lustrated by colonial nesting birds, in which larger 

colonies provide greater protection from predators 

and greater reproductive success (Birkhead 1977). The 

phenomenon of increased mortality rates or decreased 

birth rates at low population levels is known as the 

Allee effect, after W. C. Allee, who documented nu-

merous situations in which it was manifested (Allee 

1931).
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 In addition to varying in complexity, models of  popula-
tions may vary in other attributes. In discrete-time models, 
events, such as births, occur only at certain times, such as a 
short breeding season within a year. In continuous-time 
models, events can occur throughout time. Or, as Starfield 
and Bleloch (1991:9) expressed it, time jumps in a discrete 
model; time flows in a continuous one. Another distinction 
is whether random components are included in a model. In 
a deterministic model, parameter values are fixed through 
time, and the result from the model depends only on the 
values of  the variables. In a stochastic model, certain param-
eters vary randomly; their statistical distributions, rather 
than exact values, are specified. If  the variation of  the sys-
tem is important, stochastic models are usually more suit-
able than deterministic ones. In the following sections we 
discuss ways of  estimating population change under these 
and other scenarios.

Populations with Unimpeded Growth
The simplest model assumes the number of  animals in a 
population (N) goes up (or down) by a constant ratio, say λ, 
during each unit of  time (which we will assume is a year). 
That is, at time t + 1, the population size is λ times its value 
at time t:

Nt+1 = λt.

 The population is increasing if  λ  1, constant if  λ = 1, 
and declining if  λ > 1. Sometimes λ is called the finite rate 
of population increase. This formulation is geared toward 
organisms that reproduce during a short breeding season 
(discrete growth; birth-pulse fertility of  Caughley [1977]). 
If  N0 is population size at some initial year, then repeating 
the above equation t times gives:

 Nt = λtN0. (1)

 Consider the natural population of  whooping cranes 
(Grus americana), which has been monitored on their win-
tering ground since 1938. Virtually the entire natural popu-
lation congregates near Aransas National Wildlife Refuge in 
Texas. The actual counts (Table 15.1) during 1938–2001 
were fitted to equation 1, where year t has been recoded, so 
that 1938 is year 0 and λ̂ = 1.0363 is an estimate of  λ (the 
hat symbol denotes an estimator of  a parameter). Thus, the 
crane population was growing similarly to a bank deposit 
with an interest rate of  3.63%, compounded annually (Fig. 
15.1). Binkley and Miller (1980, 1988), Boyce and Miller (1985), 
Boyce (1987), and Nedelman et al. (1987) have presented 
more detailed analyses of  this population.
 An alternative expression for population growth has 
some advantages. If  we replace λ by er, then λt = ert. Here e 
is the base of  natural logarithms and r is the instantaneous 
rate of increase. Among the advantages of  the exponential 
formulation (Caughley 1977:52) is the ability to convert eas-
ily between time units; for example, if  the growth rate of  a 

Table 15.1. Counts of wintering whooping cranes, Aransas 
National Wildlife Refuge, Texas, 1938–2001

Year Adults Young Year Adults Young

1938 14 4 1970 51 6
1939 15 7 1971 54 5
1940 21 5 1972 46 5
1941 14 2 1973 47 2
1942 15 4 1974 47 2
1943 16 5 1975 49 8
1944 15 3 1976 57 12
1945 18 4 1977 62 10
1946 22 3 1978 68 7
1947 25 6 1979 70 6
1948 27 3 1980 72 6
1949 30 4 1981 71 2
1950 26 5 1982 67 6
1951 20 5 1983 68 7
1952 19 2 1984 71 15
1953 21 3 1985 81 16
1954 21 0 1986 89 21
1955 20 8 1987 109 25
1956 22 2 1988 116 18
1957 22 4 1989 126 20
1958 23 9 1990 133 13
1959 31 2 1991 124 8
1960 30 6 1992 121 15
1961 34 5 1993 127 16
1962 32 0 1994 125 8
1963 26 7 1995 130 28
1964 32 10 1996 144 16
1965 36 8 1997 152 30
1966 38 5 1998 165 18
1967 39 9 1999 171 17
1968 44 6 2000 171 9
1969 48 8 2001 161 15

From Boyce (1987), W. G. Jobman (U.S. Fish and Wildlife Service, personal 
communication).

Fig. 15.1. Counts of wintering whooping cranes at Aransas National 
Wildlife Refuge, Texas, 1938–2001, fitted to an exponential curve.
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population per year is 0.10, the growth rate per day is 
0.10/365. Also, the time it takes a population to double is 
(log 2)/r = 0.69315/r (note: throughout this chapter natural 
logarithms are used). This formulation is particularly appro-
priate for continuously growing populations (birth-flow 
fertility of  Caughley [1977]), but it works as long as the 
times (t) when the population is counted represent compa-
rable times in the life cycle, such as the beginning of  the 
breeding season. Then r is log (λ), and equation 1 becomes:

 Nt = N0ert. (2)

 For the whooping crane population, we obtain r̂ = log (λ̂ ) 
= log (1.0363) = 0.03566, on an annual basis. Thus, the pop-
ulation is growing 3.566% per year and will double every 
19.4 years (0.69315/0.03566), should growth continue at this 
rate.
 This model is termed the exponential growth model, 
and it may be realistic when growth is unhindered (i.e., re-
sources are ample and competition is not a factor). Such sit-
uations often occur when a species initially invades an opti-
mal habitat, or, as with whooping cranes, when a population 
rebounds from near extinction and the habitat is not lim-
ited. It also can be useful for short-term forecasts (Eberhardt 
1987b). This approach is deterministic; that is, no allowance 
is made for variation caused by randomness or by variables 
not included in the model. It can be made stochastic (incor-
porating random events) by considering chance variations 
in births and deaths (Pielou 1969:13–16).

Estimating r from Counts
The simplest way to estimate the growth rate r in equation 
2 from population counts is to take logarithms of  both sides, 
giving:

 log(Nt) = log(N0) + rt. (3)

 Linear regression of  log (Nt) on t for a series of  years pro-
vides estimates of  the regression coefficient (slope, equal  
to r) and the intercept. These values can be transformed by 
exponentiating to provide estimates of  λ and, if  desired, N0. 
As an example, consider the whooping crane counts during 
1938–2001 (Table 15.1). A linear regression of  the logs of  
the counts (adults plus young) against year (recoded so that 
1938 = 0) provides a slope of  r̂ = 0.03880 (the estimated 
standard error [SE] = 0.00112) and an intercept of  2.7638 
(SE = 0.0408). Thus, N̂0 = e2.7638 = 15.9 (SE = 0.6471 by the 
delta method, a procedure for obtaining estimated standard 
errors of  functions of  random variables; Seber 1982:7).
 An alternative to linear regression on transformed vari-
ables is to use nonlinear regression directly on equation 2. 
Using the whooping crane data gives r̂ = 0.0421 (SE = 
0.00123) and N̂0 = 14.0 (SE = 0.9129). These estimates differ 
from those given previously, because the analytic methods 
are based on different assumptions. Because errors in esti-
mated population sizes are likely to increase with true pop-
ulation size, the assumption of  constant error variance, used 

in ordinary least squares regression, is more likely to be met 
with the linearized form of  the model represented by equa-
tion 3 than by equation 2. For this reason, the linear ap-
proach is usually preferred.

Estimating r from Changes in Population Size
The form of  the exponential growth model lends itself  to an-
other method for estimating r. Consider the ratio of  popula-
tion sizes in successive years. From equation 2, this ratio is

 Nt N0ert

—— = ——— = er = λ.
 Nt–1 N0er(t–1)

Thus, the logarithms of  the average of  these ratios can be 
used to estimate r. For the whooping crane example, counts 
for 1938–2001 provided 63 ratios Nt/Nt–1 that averaged 1.0454 
(SE = 0.0164). The logarithm of  this average gives the esti-
mate r̂ = 0.0444 (SE = 0.0157).
 In a comparison of  the 3 estimates of  whooping crane 
population growth (not shown here), the fit provided by the 
linearized model (equation 3) was second best, that of  the 
nonlinear fit (equation 2) was best, and that of  the ratios in 
successive years was worst. Eberhardt (1987b) discussed 
other estimation methods for this model, including ratio es-
timators with various weights. He also considered variance 
estimators. McCullough (1982, 1983) and Van Ballenberghe 
(1983) present a spirited discussion of  the estimation of  popu-
lation growth of  a white-tailed deer herd.

Populations with Density-Dependent Growth
Continuous-Time Formulation 
We now consider the number of  bison (Bison bison) on the 
National Bison Range, Montana, during 1909–1922, when 
no harvesting occurred (Table 15.2). Fitting the linearized 
model (equation 3) to the first 10 years of  data gives N̂0 = 
53.45 (SE = 1.53) and r̂ = 0.216 (SE = 0.00535). The ob-
served number of  bison at the end of  each of  those years 
fits the exponential curve nicely (Fig. 15.2). Projections for 
1919–1922, however, are consistently higher than actual 
numbers (Fig. 15.2). It is conceivable the slowdown in popu-
lation growth can be attributed to a density-dependent re-
sponse. The proportional annual change in population (R̂) 
is negatively correlated with population size (r = –0.77, P = 
0.001; here r denotes the correlation coefficient, not the 
population growth rate, a distinction between usages that 
should be clear from the context; Fig. 15.3).
 It is impossible for any population to continue to grow 
indefinitely at a constant rate. Most likely, growth will slow 
as the population becomes large, and some limiting factor 
exerts an influence. Density dependence is likely to operate 
(Box 15.2). How can density dependence be included in the 
model to make it more realistic and useful? In the model of  
equation 2, the population growth rate per animal,

 1 dNt— —— = r,
 Nt dt
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is constant, regardless of  population size. One way to make 
it depend on population size is to multiply it by a factor that 
has negligible effect when the population is small, but re-
duces the growth rate to zero as the population approaches 
some limit, K (which we might call the carrying capacity). 
The term (K – N)/K does just that (using this term is the 
simplest way; there are many others, reviewed by May [1973: 
80–81]). It is nearly 1 when N is small, and converges to 0 as 
N approaches K. If  we use this factor, the per capita growth 
rate becomes

 1 dNt K – Nt — —— = rm ———, (4)
 Nt dt K

where rm, the maximum rate of  growth, replaces r. Equiva-
lently,

 dNt K – Nt—— = rmNt ———,
 dt K

which can be interpreted (Krebs 1985:213) as rate of  increase
 dNtper unit of  time, ——, equals maximum rate of  population 
 dt
growth per capita, rm, times population size, Nt, times unused
 K – Nt  opportunity for growth, ———. Note the factor modifying
 K
growth rate depends both on population size (through N)
and on the environment (through K). The equation has the 
solution

 K Nt = ————, (5)
 1 + e a–rmt

which is known as the logistic equation. K is the asymptote 
or carrying capacity, and rm is the maximum rate of  popula-
tion growth, the rate that would result if  the population 
was free of  constraints caused by the density of  the popula-
tion. The value of  the parameter a depends on the time ori-
gin used; it measures the size of  the population at time 0 
relative to the asymptotic (infinite time) population size. 
Setting t = 0 in equation 5, we find a = log [(K – N0)/N0].
 The logistic equation has a rich history (Hutchinson 1978, 
Kingsland 1995) and is a mathematically convenient model 
that describes growth of  a variety of  populations. It is not, 
however, any sort of  law of  population growth. Among 
the assumptions (e.g., Pielou 1969:30, Poole 1974:63, Krebs 
1985:220) are: (1) all individuals, regardless of  age, gender, 
or genotype, are equivalent with respect to survival, repro-
duction, and susceptibility to crowding; (2) carrying capac-
ity (K) is constant; (3) growth rate of  the population re-
sponds instantaneously to population size; and (4) the effect 
of  population size on growth rate is linear. Each of  these  
restrictive assumptions can be relaxed, but with a loss of  
mathematical tractability. Models in which assumptions 1 
and 2 are eased are discussed later. Assumption 3 can be 
modified either with discrete-time formulations or by intro-
ducing time lags into the continuous-time model (e.g., May 
1973, Krebs 1985:224). One extension that overcomes as-
sumption 4 is the generalized logistic equation (Gilpin and 

Table 15.2. Counts of bison on the National Bison Range, 
Montana, 1909–1922

 Number at Number Young Number at 
Year start of  year born deaths end of  year

1909 37 11 0 48
1910 51a 19 0 70
1911 70 16 1 85
1912 85 19 0 104
1913 104 26 0 130
1914 130 34 0 164
1915 164 32 2 194
1916 194 47 1 240
1917 240 56 1 295
1918 295 73 1 367
1919 367 58 5 420
1920 420 68 9 479
1921 479 82 7 554
1922 554 85 4 635

From Fredin (1984).

a Three animals were added to the existing herd.

Fig. 15.2. Bison counts on the National Bison Range, Montana, 
1909–1922, fitted to an exponential curve.

 Nt+1 – NtFig. 15.3. Proportional change in bison population, ————, 
 Nt

versus population size, N
t
, on the National Bison Range, Montana, 

1909–1922.
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Ayala 1973, Eberhardt 1987b). Pielou (1969:22–30) and others 
have considered stochastic versions of  the logistic model.

Discrete-Time Formulation
The logistic formulation specifically applies to continuously 
reproducing organisms, although it suffices for populations 
with discrete breeding seasons if  population size is mea-
sured at the same time each year, as with the bison example. 
Otherwise, for animals with discrete breeding seasons, the 
discrete counterpart of  equation 4 is

 Nt+1 – Nt K – Nt———— =  rm
 ———,

 Nt K

with solution

 Nt Nt+1 = Nt + rm (1 – ——)Nt. (6)
 K

 This discrete version implicitly has a time delay; the pop-
ulation growth rate at time t + 1 depends on population 
size at time t. In contrast, equation 4 assumes the rate of  
population change responds instantaneously to changes in 
the size of  the population. Because of  the time delay in the 
discrete version, the behavior of  the modeled population 
depends strikingly on the values of  the parameters. The pop-
ulation can smoothly approach the asymptote, approach it 
in an oscillatory manner, cycle indefinitely, or fluctuate cha-
otically, depending on the value of  rm (May 1974, May and 
Oster 1976). That model, along with the realization that a 
simple deterministic mechanism could produce such a strik-

ing array of  random-appearing behavior, was one of  the 
early discoveries of  what has now become the study of  chaos.
 Nonlinear least squares can be used directly on equation 
5 to estimate the parameters of  the logistic equation. Using 
the bison data for 1909–1922 gave estimates of  K̂ = 1,172 
(SE = 77.4) for the asymptote, r̂m = 0.2479 (SE = 0.0078) for 
the rate parameter, and â = 3.069 (SE = 0.046) for the origin 
parameter.
 An alternative is to use the discrete form of  the logistic 
model. From equation 6, we have

 Nt –rmNt+1 = Nt + rm(1 – ——)Nt = Nt(1 + rm) + Nt
2(——), K K

and we can perform a regression of  Nt+1 on Nt and Nt
2, exclud-

ing an intercept term. The coefficient of  Nt will be an estimate 
of  (1 + rm), and the coefficient of  Nt

2 will estimate –rm/K. For 
the bison example, we obtain (1 + rm) = 1.2669 (SE = 0.0266) 
and r̂m = 0.2669 (SE = 0.0266). The estimate of  –rm/K is 
–0.000238 (SE = 0.000061) and K̂ = 0.2669/0.000238 = 1,121.43 
(SE = 183.24).
 One statistical difficulty with this regression approach is 
the assumption that explanatory variables, in this case Nt and 
Nt

2, are measured without error (Walters 1986:136). This is 
not a problem in the present case, because we believe the  
bison counts are exact, but the problem arises in most situa-
tions. We can illustrate the effect of  measurement errors by 
reanalyzing the bison data, except that we include a small 
multiplicative error (each count is multiplied by ez, where z 
is a normal random deviate with mean zero and standard 

Box 15.2. how does densiTy dependence work?

The exact role of density dependence in population regulation has long been a source of controversy (e.g., Krebs 1985:327–

347). Density may influence survival or reproduction rates only at extreme densities (e.g., Strong 1986), exact values of 

which depend on the quantity and quality of habitat available.

 Knowlton (1972) presented evidence suggesting a relation between population density and fertility when he compared 

the average number of uterine swellings per female coyote (Canis latrans), an index to fertility, with intensity of efforts used 

to control coyotes in 7 counties in south Texas. Although sample sizes were limited and levels of coyote control were not 

randomly assigned to counties, there is a suggestion of an effect of population density on this index of fertility.

   Average number of uterine  Average number of uterine 
Control effort County Sample size swellings per female coyote swellings per treatment

Intensive Zavala 8 8.9 7.2
 Dimmit 12 6.4
 Uvalde 10 6.2
Moderate Jim Wells 21 5.3 4.5
 Hildago 11 3.7
Light Jim Hogg 17 4.2 3.5
 Duval 11 2.8
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deviation = 0.1; Table 15.3). Results from this analysis give 
r̂m = 0.4295 (SE = 0.1138) and K̂ = 594.88 (SE = 72.43), val-
ues far different from estimates obtained using values mea-
sured without error (0.2669 and 1,121.43).
 Of  the 2 estimation techniques applied to the bison data, 
the nonlinear regression applied to equation 5 gave a better 
fit (higher r 2 value) than did linear regression of  Nt+1 on Nt 
and Nt

2. That superiority may not hold in general.

Some Dangers of Detecting Density Dependence
Discovering density dependence in a series of  counts of  a 
population is less straightforward than it might appear. First, 
population size and change in population tend to be nega-
tively correlated, even if  the change occurs independently 
of  population size (e.g., Maelzer 1970, St. Amant 1970). Sec-
ond, any uncertainty in estimating population size tends to 
add to the appearance of  density dependence.
 Consider a hypothetical example (Table 15.4), in which 
we started with N0 = 1,000 animals; log(N0) = log(1,000) = 
6.91. Adding a random number to the logarithm of  the pre-
vious population generated the population in each succes-
sive year gives

log(N+1) = log(Nt) + z,

where z is a random deviate with mean zero and standard 
deviation = 0.1. Although z was generated independently of  
Nt, a negative correlation between the 2 variables was in-
duced; in the example shown (Table 15.4), we have r = –0.62 
(P = 0.055). The reason for this surprising result is that, even 
in an irregular sequence of  numbers, an unusually high value 
tends to be followed by a decrease (if  it was more likely fol-
lowed by an increase, then it would no longer be an unusu-
ally high value), and vice versa (St. Amant 1970). Thus, a 
negative correlation between population change and previ-

ous population size cannot be construed as evidence for 
density dependence.
 If  the counts had been made subject to error, the situa-
tion is even worse. The appearance of  density dependence 
increases, as the following illustrates. Suppose the popula-
tion was underestimated in a particular year; this error will 
make the observed population size in that year more likely 
to be small than large. Also, it will make the change in ob-
served population size larger than it should be, unless the 
population is underestimated again the following year. Thus, 
a smaller-than-expected population size will be associated 
with a larger-than- expected population change, and a nega-
tive correlation will be induced. Consider again the hypo-
thetical example (Table 15.4), except that now the counts 
were measured with error rather than exactly (call the ob-
served counts Ot):

log(Ot) = log(Nt) + y,

where y is another random deviate, normally distributed with 
mean zero and standard deviation = 0.2. The correlation be-
tween observed population change and observed popula-
tion size is stronger (r = –0.73, P = 0.017) than the correla-
tion between true values.
 From this observation, we conclude that density depen-
dence should not be inferred from regression analysis on 
counts of  populations, even if  they are measured exactly. 
The same problem arises when performing a regression of  
log(Nt+1) on log(Nt); regression coefficients 1.0 are expected, 
even if  there is no density dependence (Maelzer 1970). Eb-
erhardt (1970), Slade (1977), Solow (1990), and especially 
Pollard et al. (1987) presented additional cautions. The con-
verse problem also arises: Gaston and Lawton (1987) found 
that methods for detecting density dependence from cen-
sus data consistently failed to do so, even for populations 

Table 15.3. Actual counts of bison on the National Bison 
Range, Montana, 1909–1922, and counts with 
multiplicative error

Year Actual count Count with error

1909 48 48
1910 70 64
1911 85 84
1912 104 100
1913 130 144
1914 164 178
1915 194 199
1916 240 227
1917 295 292
1918 367 389
1919 420 387
1920 479 496
1921 554 598
1922 635 553

Table 15.4. Hypothetical example illustrating the appearance 
of density dependence from annual counts of a population 
that varies randomly from year to yeara

Year (t) log(Nt) ∆t(N) log(Ot) ∆t(O)

0 6.91  6.76
1 7.15 0.24 6.95 0.19
2 7.18 0.03 7.58 0.63
3 7.12 –0.06 7.03 –0.55
4 7.10 –0.02 7.19 0.16
5 7.03 –0.07 7.23 0.04
6 7.06 0.03 7.12 –0.11
7 6.96 –0.10 6.94 –0.18
8 6.87 –0.09 6.89 –0.05
9 7.02 0.15 6.77 –0.12
10 7.12 0.10 7.22 0.45

a Nt is actual population size in year t, Ot is observed population size, ∆t = log (——) is 

actual change in population size, and ∆t = log (——) is observed change in popu-
lation size.

Nt

Nt–1Ot

Ot–1
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known (from independent evidence) to be subject to density-
dependent processes.

Immigration and Emigration
Dispersal is a critical process that allows individuals to per-
sist despite degradation of  the habitat they currently occupy. 
Virtually all plant and animal species exhibit dispersal dur-
ing at least 1 life stage. Caughley (1977:57) defined dispersal 
as the movement an animal makes from its point of  origin 
to the place where it reproduces. He distinguished it from 
other types of  movements, namely, local movement within 
a home range and migration (back-and-forth movements 
between discrete locations). Although dispersal is important 
in population dynamics, it is hard to detect and harder yet 
to measure. A biologist conducting a population analysis 
typically ignores dispersal, assumes it to be nonexistent, or 
hopes that immigration and emigration cancel one another.
 Several texts (e.g., Pielou 1969, Poole 1974, Caughley 
1977) have discussed models of  dispersal, but its estimation 
has received little attention. Most techniques for detecting 
or estimating dispersal rely on marking animals and observ-
ing where they go or recapturing them. Recently, other 
tools, such as genetic markers, have been used to address 
dispersal in animals (see Clobert et al. 2001).
 Observation of  marked animals has provided most of  
the evidence of  dispersal, including direction, distance, time 
of  occurrence, and length of  time between sightings. Fortu-
itous records, such as a coyote (Canis latrans) being trapped 
a long distance from where it had been marked, are interest-
ing and informative, but reveal little about the dispersal pat-
terns of  coyotes in general. For a more complete picture,  
telemetry studies are needed in which all radio-equipped an-
imals can be followed.
 Mark–recapture studies can provide estimates of  losses 
or gains to the population between trapping occasions, al-
though they ordinarily are used to estimate size of  a popula-
tion. With certain designs, losses can be partitioned into 
deaths and emigration, and gains can be separately estimated 
as births and immigration ( Jackson 1939, Krebs 1985:169, 
Manly 1985:41–43). Nichols and Pollock (1990) presented a 
procedure for separately estimating births and immigrants 
from a robust design mark–recapture study involving pri-
mary periods of  trapping (well separated in time) and sec-
ondary trapping periods (closely spaced in time). Zeng and 
Brown (1987) proposed a method for distinguishing emigra-
tion from death in mark–recapture studies, but it requires 
recapture of  all animals that are still alive and have not dis-
persed. By comparing estimated survival rates based on lo-
cal mark–recapture studies (which incorporate probabilities 
of  surviving and returning to the study area) with survival 
rates from banding studies (which incorporate only survival), 
one can estimate the return rate (e.g., Anderson and Ster-
ling 1974, Hepp et al. 1987) as 1 minus the probability of  
permanent dispersal from an area.

 Hestbeck et al. (1991) developed models for resighting  
of  individually marked Canada geese (Branta canadensis) in 
the Atlantic Flyway, United States. In 3 years, nearly 29,000 
geese were marked and 102,000 resightings were made. The 
models included survival and resighting probabilities, and 
the probability of  movement from one region to another in 
successive winters. They found that annual changes in move-
ment probabilities corresponded to variation in the severity 
of  winter. A model incorporating memory and tradition 
better fit the data, indicating that wintering location of  a 
goose depended not only on where it spent the previous 
winter, but also on where it had been 2 years before.

Birth and Death Models
We first recognize that population growth is the net result 
of  births and deaths in the population (ignoring emigration 
and immigration), and refer again to the simple difference 
equation Nt+1 = Nt + Bt + It – Dt – Et. From this equation, 
 Bt Dtbirth rate (b = ——) and death rate (d = ——) can be defined
 Nt Nt

as simple proportions. In many cases, we can analyze birth 
and death processes separately, because they may be affected 
by different environmental variables. Consider again the bi-
son example used earlier. Counts of  bison can be divided 
into young of  the year and adult age classes (Table 15.2), 
and the count of  young of  the year can be considered the fi-
nal outcome of  the birth process, birth here including not 
only parturition, but also survival until autumn. The num-
ber of  deaths of  adults also was recorded.
 Estimates of  annual birth and death rates (defined per in-
dividual in the bison population at the start of  the year) var-
ied. Birth rates were lower when the population was larger 
(Fig. 15.4), and death rates increased with population size 
(Fig. 15.5). If  birth and death rates are similar functions of  
population size, as appears to be true for the bison data, we 
can work with their difference rather than with individual 
components. It may be that only one or the other of  birth 
and death rates is density dependent, or the nature of  the 

Fig. 15.4. Bison birth rates versus population size at start of year 
on the National Bison Range, Montana, 1909–1922.
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relationship differs for the 2 processes. Thus, we should treat 
the 2 processes separately. Suppose, for example, that in-
stantaneous birth rates (logarithms of  finite birth rates) var-
ied with density, say,

b = b0 + b1N,

but that instantaneous death rates were independent of  
density:

d = d0.

Then the population rate of  increase, r = b – d, is thus

r = (b0 – d0) + b1N,

and it depends on the population size N. That is, popula-
tion growth is density dependent, but an analysis of  popu-
lation size alone would not indicate which of  the 2 pro-
cesses, birth or death, was density dependent.
 Pielou (1969), among others, provided an introduction to 
stochastic birth and death processes. De Angelis (1976) ap-
plied these models to a population of  Canada geese.

Estimating Birth Rates
The fertility of  a population is the number of  live births 
produced over some period of  time, generally a year. Be-
cause it usually suffices to study the female segment of  a 
population, fertility often is expressed as young females pro-
duced per female in the population. A related parameter is 
fecundity, the potential level of  reproductive performance 
of  a population, which is ordinarily much greater than the 
realized reproduction (fertility; the terms fertility and fecun-
dity are not used consistently). A related term, recruitment, 
refers to the addition of  new individuals (typically only 
breeding individuals) to the population through reproduc-
tion. To calculate fertility in mammals, for example, we need 
to know average litter size, average number of  litters pro-
duced per time interval (year), and the sex ratio at birth 
(Caughley 1977).

 Estimation of  fertility rate has received only scattered at-
tention. Typically, rates are based on different criteria for dif-
ferent species groups. For mammals, number of  live births 
is an appropriate measure. For fish, reptiles, and birds, num-
ber of  eggs laid or number that hatch often is used. It is or-
dinarily difficult to see newborn young of  many species. 
Thus, fertility is often assessed by the number of  young pro-
duced that attain a particular life stage or size. In waterfowl 
studies, some measures of  reproduction involve counts of  
ducklings that are nearly ready to fledge or are members of  
the autumn (hunted) population. For populations with syn-
chronized, seasonal breeding (birth-pulse fertility), we cal-
culate the number of  births for females in a given age class. 
For more-or-less continuous breeders (birth-flow fertility), 
the number of  births for females in a specified age interval 
is appropriate.
 Estimation of  birth rate, especially by age class, is diffi-
cult. Three general approaches are discussed. The first uses 
age ratios based on direct counts. The second uses mark– 
recapture methods, and the third involves a potpourri of  in-
direct measures. In addition, change-in-ratio techniques 
may be applicable in some limited circumstances (e.g., Han-
son 1963, Seber 1982:382).

Age Ratios Based on Direct Counts
With whooping cranes or bison, we could count exactly the 
young produced (and surviving until time of  census). More 
generally, biologists often relate number of  young seen to 
number of  adults seen and obtain an index to fertility. For 
example, ratios of  fawns to does may be used for white-
tailed deer, number of  placental scars in harvested fox squir-
rels (Sciurus niger), or number of  successful nests or broods 
for birds or American crocodiles (Crocodylus acutus). For 
hunted species, the age ratio in the harvest is an index to re-
cruitment that must be adjusted for differential vulnerability 
of  age classes (e.g., Martin et al. 1979). A variety of  errors 
can creep into calculations of  fertility. For example, does 
without fawns may be less conspicuous than those with 
fawns, squirrels that had borne young may be more likely to 
be shot (and fertility thus measured) than those that did not, 
or successful bird nests may be more likely found than un-
successful ones (Mayfield 1961).
 More fundamentally, all components of  reproduction 
should be considered to gain a full understanding of  the 
process. These include age at which animals first breed, inci-
dence of  nonbreeding among adults of  breeding age, num-
ber of  breeding cycles per year, size of  clutch or litter, and 
survival to adult stage. For management purposes, a consis-
tent index to reproduction, along with its standard error, 
will often suffice.

Mark–Recapture Methods
These methods have been described for both closed popu-
lations (which do not change in number during the period 

Fig. 15.5. Bison death rates versus population size at start of year 
on the National Bison Range, Montana, 1909–1922.
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of  interest) and open populations (which allow births, 
deaths, emigration, and immigration; Lancia et al. 2005). The 
primary method for open populations involves the Jolly– 
Seber model, although the more restrictive Cormack– 
Jolly–Seber model often is used in practice. This model 
yields estimates not only of  population size, but also of  the 
number of  individuals added to the population between 
trapping occasions (including births and immigrants) and 
the number removed from the population (including deaths 
and emigrants). If  one can safely assume that no immigra-
tion has occurred, the estimated number of  additions to the 
population is a measure of  births, although standard errors 
are usually large. Another approach is to estimate the re-
cruitment rate (fi) of  the population using a reparameter-
ized Jolly–Seber model (Pradel 1996) and program MARK 
(White and Burnham 1999). Here, fi is defined as the num-
ber of  new animals in the population at time i per animal in 
the population at time i – 1. It is calculated using informa-
tion about population size and apparent survival (φi; see sec-
tion below on Estimating Survival Rates) as

 Ni+1 – Niφifi = —————.
 Ni

Indirect Measures
Reproductive success of  a population often is evaluated in 
terms of  some component of  reproduction. For example, 
clutch size and nest success are commonly used as measures 
in bird studies. Among mammals, characteristics of  female 
reproductive tracts may be used (e.g., Harder and Kirk- 
patrick 1994). These measures might be perfectly adequate 
indices to reproduction, but they are only part of  the pic-
ture. Other factors must be considered, for by focusing on 
only 1 or 2 of  the components of  reproduction, we implic-
itly assume the others vary only slightly, if  at all.
 Consider how duck productivity might be monitored on 
a refuge, for example. Counts of  breeding pairs are used to 
estimate the size of  the population, and studies of  nests give 
an estimate of  nest success rate (Cowardin and Blohm 1992; 
Box 15.3). These 2 variables may be key components in re-
production, but other variables could have a major, or even 
a dominant, role ( Johnson et al. 1992). Some members of  
the population might not breed, for example. Some might 
renest after a nest failure, whereas others do not. Clutch 
size can differ, and individual eggs may be depredated from 
nests or not hatch for other reasons. Finally, of  the duck-
lings that hatch from a successful nest, the proportion that 
ultimately fledges may vary from 0 to 100%. Hence, reli-
ance on only a subset of  the components can cause mislead-
ing conclusions.

Estimating Survival Rates
In addition to recruitment, survival is an important compo-
nent of  population growth and decline. Here, we first dis-
tinguish between true survival (the real probability of  liv-

ing) and apparent survival (the product of  true survival 
and fidelity). In this context, fidelity refers to an individual’s 
availability for sampling, which naturally implies that it re-
mains faithful to a particular area and does not emigrate. 
Only if  fidelity is 100% will apparent survival equal true sur-
vival. Relative to true survival, apparent survival will be bi-
ased low when there is permanent emigration. Due largely 
to the design of  the studies we conduct, apparent survival is 
much easier to estimate than is true survival, because our 
studies are limited in space, and we may not be able to ac-
count for permanent emigrants that tend to bias survival es-
timates low. Furthermore, we seldom are able to observe 
the fates of  all individuals in a population and use this infor-
mation as a measure of  survival. Increasingly, we rely on es-
timates of  survival from a sample of  marked individuals. 
Thus, there are 5 basic approaches to estimating a survival 
rate (many involve estimating the complement of  survival, 
the mortality rate, which is equal to 1 – survival rate); each 
requires a different sort of  data.

Observed Survival
In some studies, survival can be observed directly when 
deaths in the population are known. For captive or other 
closely watched populations, survival rates can be calcu-
lated without difficulty. In other studies, markers attached 
to animals allow biologists to observe a subset of  a popula-
tion. Radiotelemetry especially affords an opportunity to 
monitor animals closely and record instances of  mortality. 
Fuller et al. (2005) describe several methods of  estimating 
survival rates from radiomarked animals. The same meth-
ods can be used for animals marked in other ways, as long 
as markers are retained and marked individuals can readily 
be found. Particularly troublesome are instances in which 
an animal’s signal or marker cannot be located, so the ob-
server is not sure whether the transmitter failed, the animal 
(along with its transmitter) was destroyed, or the animal left 
the study area. Also, radio packages (Fuller et al. 2005) or 
other markers (e.g., Brodsky 1988, Kinkel 1989) may influ-
ence behavior and survival. Further, telemetry studies usu-
ally have been limited by small samples of  animals and rela-
tively short durations.

Ratios of Population Sizes or Indices
If  no movement into or out of  a population occurs, the 
mortality between times t and t + 1 is the population size at 
time t minus the number of  those that still remain at time 
t + 1. If  those survivors can be distinguished from the 
young that were added to the population, survival can be 
computed directly. Consider the whooping crane example 
again. This is a rare example, where all individuals in the 
population are known, so there were no immigrants. Adults 
counted in one winter thus represent the survivors of  the 
total population (adults plus young) in the previous winter. 
From ratios of  these counts, survival rates can be com-
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puted. In 1938, for instance, there were 18 birds (14 adults 
and 4 young; Table 15.1). Of  these, 15 were still alive in 1939, 
giving a survival rate of  15/18 = 0.83 (SE = 0.09, as a bi-
nomial variate). Survival rates for other years can be simi-
larly calculated.
 It is unusual to have exact counts from which survival 
rates can be calculated, such as we have for the cranes. Of-
ten, however, indices to population size are available; if  they 
are representative of  a constant proportion of  the popula-
tion, they can be used equally as well. Consider as an exam-
ple results from a banding study of  female mallards in Min-
nesota (Table 15.5). In 1968, 338 adult females were banded. 
Assume that hunters took equal proportions of  the banded 
populations in the 1968 and 1969 hunting seasons (a conclu-

sion supported by a more rigorous analysis in Johnson 
[1974]; Table 15.5). Thus, the 16 recoveries in 1968 represent 
the same fraction of  the 1968 population that 9 recoveries in 
1969 represent of  the 1969 population. Based on this logic, 
we can estimate the survival between hunting seasons to be 
9/16 = 0.56, albeit with a large standard error (SE = 0.23, as 
a ratio of  2 multinomial variates). 
 Survival also can be estimated if  indices do not represent 
constant fractions of  the population, but are known to be  
in certain proportions. Such methods are based on catch-
effort models. Suppose it is somehow known that recovery 
rates of  female mallards banded in Minnesota varied during 
1968–1970 in the proportions 0.058, 0.056, and 0.100 ( John-
son 1974; Table 15.5). The numbers of  birds banded in 1968 

Box 15.3. a common Bias in esTimaTing nesT success

Among birds, one of the most important factors affecting size of a population is the percentage of nests from which 

young are successfully fledged. Fortunately, it is a parameter that managers often can influence by manipulating habitat or 

predation rates.

 Many studies and monitoring programs of nest success fell victim to a serious bias. Biologists reported nest success 

rate to be the percentage of the successful nests among the sample of nests they found. This intuitively reasonable proce-

dure is acceptable if all nests can be found at initiation, or if destroyed nests are as likely to be found as successful ones. 

Many species of birds, however, are secretive when nesting, and biologists are most likely to find nests when tended by an 

adult. Once destroyed, a nest will be abandoned by the adults and may be difficult to detect by usual nest-searching meth-

ods (e.g., Klett et al. 1986). An adult, in contrast, will tend a successful nest from initiation until the young leave. For that 

reason, it will more likely be found. This disparity in chances of detecting failed and successful nests introduces a major 

bias into the usual measure of nest success rate. Harold Mayfield (1961) was among the first to recognize this problem, 

and he proposed a solution. He recommended computing a daily mortality rate for nests, based on the number of nests 

destroyed divided by the total number of days nests were under observation. Subtracting this value from 1.0 gives a daily 

survival rate, which, when raised to a power equal to the number of days needed for a nest to proceed from initiation to 

success, gives a much better estimate of the true nest success rate. For example, Dinsmore et al. (2002) studied the nest-

ing success of mountain plovers in Montana. Their apparent nesting success estimate was 0.58. The Mayfield daily sur-

vival estimate was 0.9740 (SE = 0.0021). The incubation period is 29 days for this species, so the estimated proportion of 

successful nests was 0.974029 = 0.47. Johnson (1979b) presented a statistical model and standard errors for the Mayfield 

procedure. Johnson and Shaffer (1990) outlined situations in which the Mayfield method performed better than the appar-

ent method.

 The Mayfield method is clearly superior to estimates of apparent nest success, but it is not always biologically reason-

able. In natural settings, daily survival of nests would hardly be expected to be constant in time. Instead, nest survival 

probably varies as a result of season, habitat, experience of the incubating adult, and other factors. Johnson (1979b), Bart 

and Robson (1982), and Klett and Johnson (1982) discussed models that relax the assumption of constant nest survival. 

Additional developments in nest survival modeling include random individual nest effects (Natarajan and McCulloch 

1999); daily nest survival across nest stages (e.g., the transition between incubation and nestling stages), where the exact 

transition date between stages is unknown (Stanley 2000); and the effects of nest checks on the daily nest survival rate 

following a visit (Rotella et al. 2000). The Bart and Robson (1982) nest survival model is now incorporated into program 

MARK (Dinsmore et al. 2002) and offers greater flexibility to explore factors affecting daily nest survival rates of birds. 

Shaffer (2004) discusses how flexible models can be fit using logistic regression.
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and recovered in 1968, 1969, and 1970 were 16, 9, and 5. The 
ratios 16/0.058, 9/0.056, and 5/0.100 should represent the 
same proportion of  the population in each of  the 3 years. 
These ratios, 275.86, 160.71, and 50.00, suggest that survival 
from 1968 to 1969 was 160.71/275.86 = 0.58 (minimum  
SE = 0.24, assuming that effort is known exactly) and sur-
vival from 1969 to 1970 was 50.00/160.71 = 0.31 (minimum 
SE = 0.17). Catch-effort models are most often applied to 
fisheries problems, in which fishing effort is well known, or 
to populations of  small mammals, where trapping effort 
can be calculated.
 A similar technique produces estimates of  the survival of  
young animals from ratios of  sizes of  litters or broods at dif-
ferent ages. For example, Stoudt (1971) computed mortality 
of  canvasback (Aythya valisineria) ducklings between young 
(Class I) and older (Class II) stages to be 1.2 ducklings per 
brood, based on average brood sizes in those 2 classes. It is 
necessary, however, to account for the possibility that some 
litters or broods may have been lost completely. Further, 
among young waterfowl, it is not uncommon for broods to 
split into 2 or more groups, or for 2 or more broods to com-
bine into a larger aggregation. These processes can bias esti-
mates of  survival rate from brood counts.

Change-in-Ratio Methods
The change-in-ratio technique, usually applied to estimating 
population size, can be used to estimate the rate of  mortality 
due to exploitation (Paulik and Robson 1969:16, Seber 1982: 
380). To do so requires 2 distinguishable types of  animals 
(male and female, or young and adult) and estimates of  the 
fraction of  each type in the population before, during, and af-
ter harvest. Assumptions required to give good estimates are 
stringent, however, and should be carefully considered before 
the method is adopted (Downing 1980:251–252).

Mark–Recapture Methods
These methods are the most widely used approaches for es-
timating survival. A large class of  models exists, each em-
phasizing particular assumptions or a combination of  sur-
vival and other parameters.
 Consider a study involving  J occasions on which animals 
are captured, marked, and returned to the population. Sup-

pose that all animals are alike in having the same chance of  
being captured on a particular occasion, call this probability 
ci for the ith occasion, and in having the same probability of  
surviving from occasion i to occasion i + 1, say, Si. Define Ni 
to be the number of  animals in the population on occasion 
i. Suppose that Mi of  these animals had been marked previ-
ously. On the ith occasion, ni animals are captured, of  which 
mi had been marked already and the remaining ui had not 
been marked previously. From these values, we can estimate 
the population size on occasions 2 through J – 1, as well as 
the number of  combined births and immigrants (Bi) be-
tween occasions i and i + 1 for i = 2 through J – 2. Of  spe-
cial concern, survival rates Si, i = 1 through J – 2, can be es-
timated. They are

 M̂i+1Ŝi = ——————,
 M̂i – mi + Ri

where

 RiziM̂i = mi + ——, ri

and  Ri is the number of  the ni animals that are released af-
ter the ith sampling occasion (normally equal to ni minus 
any losses during capture), ri is the number of  the Ri animals 
released at i that are captured again, and zi is the number of  
animals that were captured before i, not captured at i, but 
captured again later. Estimated standard errors of  survival 
rates are available (e.g., Seber 1982:202, Pollock et al. 1990: 
21–22). Methods for estimating Ni, Bi, and ci are given in 
Lancia et al. (2005). Cormack (1973) presented a readable 
justification for the Jolly–Seber model. MARK can be used 
to estimate parameters of  the Cormack–Jolly–Seber model. 
Seber (1982) described a variety of  alternative models. Pol-
lock et al. (1990) discussed mark–recapture methods and de-
veloped several new models. 
 Recently, the Jolly–Seber model has been reparameter-
ized (Pradel 1996) to allow estimation of  parameters other 
than survival, including seniority (γi, the probability that an 
animal alive at time i had not entered the population be-
tween times i – 1 and i, which is useful for estimating re-
cruitment), a recruitment rate into the population ( fi), and 
the rate of  population change (λ). Estimating seniority be-
comes important because it can be used to estimate the pro-
portion of  population change that is due to recruitment 
(births and immigration) and survival (Franklin 2001). In 
the terms of  the Jolly–Seber model, seniority also can be 
written as 

 Biγi = 1 – ——,
 Ni+1

and λ can be computed as

 Siλi = ——. γi+1

Table 15.5. Recoveries of female mallards banded as adults 
in Minnesota, 1968–1970

 Number
Year banded 1968 1969 1970

1968 338 16 9 5
1969 67 6 5
1970   93 12

From Jonson (1974).

Number recovered
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 As an example, consider the data in Table 15.6, derived 
from a mark–recapture study of  meadow voles (Microtus 
pennsylvanicus). There were 6 trapping occasions from late 
June through December. From these recapture statistics, we 
can calculate estimates of  survival rate from 1 occasion to 
the next (for the first 4 occasions). We can estimate survival 
from occasion 1 to occasion 2 from

 R1z1 M̂1 = m1 + —— r1

 0 = 0 + 105 (—) 87

 = 0

 R2z2 M̂2 = m2 + ——
 r2

 5 = 84 + 121 (—) 76

 = 91.96;

thus,

 M̂2Ŝ1 = ——————
 M̂1 – m1 + R1

 91.96 = —————— 0 – 0 + 105

 = 0.88,

and likewise for the remaining values. Pollock et al. (1990: 
30) also presented estimates of  population size and the num-
ber of  births.
 It should be emphasized that births include all animals 
added to a population, whether by actual birth or by immi-
gration. Also, the survival rate reflects not only actual sur-
vival, but also permanent emigration from the study area; 

the measure is thus of  apparent survival. This method can 
be used with different kinds of  capture on different occa-
sions. Of  particular interest is marking animals on the first 
occasion and using resightings of  marked animals on subse-
quent occasions.
 There are other methods of  estimating survival rates  
using mark–recapture data; these approaches have become 
varied and sophisticated. A class of  models called multistate 
or multistrata models (Arnason 1973, Nichols et al. 1992) at 
times may be used to estimate survival rates, although they 
are more appropriate for estimating transition probabilities 
between specific stages (e.g., the rate at which individuals in 
a population transition between life stages or age classes or 
the rate of  movement between different sites).
 The robust design (Pollock 1982; Kendall and Nichols 
1995; Kendall et al. 1995, 1997) incorporates features of  
both open and closed capture–recapture models and offers 
several advantages over the traditional Jolly–Seber model. A 
limitation of  the Jolly–Seber model is that it estimates pa-
rameters associated with the general population (N1

0) and 
not with the subset of  the population that is exposed to 
sampling (Ni; Kendall et al. 1997). Consideration of  this 
sampling issue is necessary, because some individuals may 
occasionally not be exposed to sampling efforts, effectively 
making them temporary emigrants. This relationship is 
clarified by the formula

E(Ni) = (1 – γi)Ni
0,

where E represents the individuals not exposed to sampling 
efforts, γi

 is the probability that an individual is not exposed 
to capture in period i and is thus a temporary emigrant 
(note: this is not the same γ

i used earlier to indicate senior-
ity; notation used in mark–recapture models is sometimes 
confusing!). Furthermore, the relationship between the 
probability of  temporary emigration (γi) and the capture 
probabilities of  animals that are exposed to sampling (pi*, a 
pooled capture probability for each sampling period) and 
those of  all individuals in the population (pi

0) is

pi
0 = (1 – γi)pi*.

The probability of  temporary emigration is then estimated 
as

 p̂i
0

ŷi = 1 – ——.
 p̂i*

 A robust design study includes i primary sampling peri-
ods, each with li secondary sampling periods. The number 
of  secondary sampling periods in each primary sampling  
period need not be equal. Closure (no births, deaths, immi-
gration, or emigration) is assumed during the secondary 
sampling periods within each primary sampling period. The 
population is “open” to births, deaths, immigration, and 
emigration in the time interval between primary sampling 
periods. Information from secondary sampling periods is 

Table 15.6. Mark–recapture statisticsa for a population of 
meadow voles trapped in 1981, Maryland

Period Date ni mi Ri ri zi Ŝi
 SE

1 27 June–1 July 108 0 105 87 0 0.88 0.039
2 1–5 August 127 84 121 76 5 0.66 0.048
3 29 August– 102 73 101 68 8 0.69 0.049 
  2 September 
4 3–7 October 103 73 102 63 3 0.63 0.049
5 31 October– 102 61 100 84 5 
  4 November 
6 4–8 December 149 89 148

From Pollock et al. (1990:29).

a For the ith occasion, ni animals are captured, of  which mi were already marked; Ri is 
the number of  ni animals released after the ith sampling occasion; ri is the number of  
Ri animals released at i that are captured again; zi is the number of  animals that were 
captured before i, not captured at i, but captured again later; Ŝi is the estimated 
survival rate; and SE is the standard error.
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used to estimate conditional capture (pij) and recapture (cij) 
probabilities, and population size (Ni). A pooled capture prob-
ability ( i*) is then estimated for each primary sampling period 
as

 li

pi* = 1 – Π(1 – pij),
 j=1

which is the probability that an animal is captured in at least 
one of  the li secondary sampling periods in primary sam-
pling period i. The pooled capture probabilities are used to 
estimate apparent survival and temporary emigration. Tem-
porary emigration is defined by 2 parameters, γi″ and γi′. 
Here, γi″ is the probability that an animal is a temporary 
emigrant in period i, given that it was alive and available for 
sampling in primary sampling period i – 1. This probability 
contrasts with γi′, which is the probability that an animal 
that was a temporary emigrant in primary sampling period 
i – 1 remains a temporary emigrant in primary sampling pe-
riod i. This design allows estimation of  apparent survival 
(φ1, . . ., φk–1) and population size (N1, . . ., Nk) in the presence 
of  temporary emigration. By estimating capture probabili-
ties separately for each secondary sampling period, this ap-
proach is robust to heterogeneity and trap response in cap-
ture probability (Pollock et al. 1990). The advantages of  the 
robust design are many and include the ability to estimate 
temporary emigration, population size, and apparent survival 
simultaneously in a single study. Other variations of  the ro-
bust design permit use of  individual covariates (a character-
istic unique to each individual, e.g., its body mass or total 
length) that capture and recapture probabilities (Huggins 
1989, 1991).

Methods Based on Tag Recoveries
An important class of  models, called tag or band recovery 
models, is similar to mark–recapture methods, but typically 
involves recoveries of  dead, rather than live, marked ani-
mals. Many of  these models were developed to use with 
data from banding programs for game birds, although they 
also are widely used with other taxa. In banding programs, 
large numbers of  birds are captured each year and banded 
with individually identifiable bands. Hunters who recover a 
banded bird are encouraged to report the identification 
number. The situation is a mark–recapture study with many 
marking occasions (typically one per year for a series of  
years), but for an individual bird, only a single recapture is 
possible. Consider a simple example. Suppose that wood 
ducks (Aix sponsa) are banded for 2 years, just prior to the 
hunting season of  each year (Table 15.7). Define c1 to be the 
recovery rate, the probability that a bird is shot and its band 
reported during the first year. Similarly, c2 is the probability 
that a bird, alive at the beginning of  the hunting season in 
year 2, is shot and its band reported. Let S1 be the probabil-
ity that a bird survives from the beginning of  the first hunt-

ing season to the beginning of  the second; this is the sur-
vival rate we wish to estimate. If  1,603 birds are banded in 
year 1, we expect 1,603 × c1 to be shot and reported the first 
year (Table 15.8); the actual number was 127. From this we 
calculate an estimate of  c1: ĉ1 = 127/1,603 = 0.0792. We also 
calculate an estimate of  c2: ĉ2 = 62/1,595 = 0.0389. Of  the 
1,603 birds banded the first year, we expect 1,603 × S1 to sur-
vive to the beginning of  the hunting season in the second 
year, and a fraction c2 of  them to be shot and reported. The 
actual number was 44. Thus, 44 = 1,603 × S1 × 0.0389, or 
Ŝ1 = 0.7056.
 This procedure of  equating observed to expected values 
works only when the number of  parameters to be esti-
mated equals the number of  equations, but it does illus-
trate the principle behind the construction of  modern 
banding models.
 Suppose that only adults are banded and released in the 
program. It may be reasonable to assume that recovery and 
survival rates vary annually, but do not depend on the year 
when the bird originally was banded. This is Seber’s (1970) 
model, termed Model 1 in Brownie et al. (1985).
 We illustrate this procedure with an example from 
Brownie et al. (1985:14) involving male wood ducks (Table 
15.9). From the summary statistics, we obtain ĉ1 = 0.0792, 
ĉ2 = 0.0401, ĉ3 = 0.0688, Ŝ1 = 0.6512, and Ŝ2 = 0.6311. Calcu-
lated standard errors were SE (ĉ2) = 0.00674, SE (ĉ2) = 0.00415, 
Se (ĉ3) = 0.00608, SE (Ŝ1) = 0.0675, and Se (Ŝ2) = 0.0647. An 
approximate 95% confidence interval is the sample value 

Table 15.7. Bandings and recoveries of wood ducks in 1964 
and 1965

 Number
Year banded 1964 1965

1964 1,603 127 44
1965 1,595 62

From Brownie et al. (1985:22).

Number 
recovered

Table 15.8. Expected numbers of bandings and recoveries 
of wood ducks in 1964 and 1965a

 Number
Year banded 1964 1965

1964 N1 N1c1 N1S1c2

1965  N2 N2c2

a N1 is the number banded in year 1, N2 is the number banded in year 2, ci is the 
recovery rate in the ith hunting season, and Si is the probability that a bird survives 
from the beginning of  the ith hunting season to the beginning of  the next.

Expected 
number of  
recoveries



p o p u l at i o n a n a ly s i s  i n  w i l d l i f e  b i o l o g y   363

minus and plus 1.96 times the standard error. For the first-
year recovery rate, for example, we obtain 0.0792 – 1.96 × 
0.00674 = 0.0660 as a lower limit, and 0.0792 + 1.96 × 0.00674 
= 0.0924 as an upper limit. Hence, a 95% confidence inter-
val for c1 is 0.0660–0.0924.
 It is possible that more restrictive models fit a particular 
data set adequately, in which case the relevant parameters 
may be estimated more precisely. A likely candidate is the 
model in which survival rates are assumed to be the same 
each year, but recovery rates vary. This model (Model 2 of  

Brownie et al. [1985]) often fits data sets well, perhaps be-
cause true survival rates do not vary much, and the ability 
of  actual banding data to detect those differences is weak. 
The most restrictive model assumes that both survival rates 
and recovery rates are the same each year. This model 
(Model 0 of  Brownie et al. [1985]) might fit small data sets, 
but is likely actually to be true only in rare circumstances.
 Both young and adult birds are often banded in the same 
program. One cannot safely assume that birds of  the 2 age 
groups have the same survival and recovery rates, so they 
must be treated differently. Yet, if  the young birds survive 
long enough, they become adults, subject to adult survival 
and recovery patterns. Several useful models have been de-
veloped for this situation. One of  the most general is that of  
Brownie and Robson (1976), termed Model H1 by Brownie 
et al. (1985). As before, survival and recovery rates are as-
sumed to vary by year, and young have different survival 
and recovery rates for their first year only. Estimators are 
presented in Brownie et al. (1985:60) and are calculated by 
the recoveries-only model in MARK. An example is pre-
sented in Tables 15.10 and 15.11.
 More restrictive models can give more precise estimates, 
if  they fit the data adequately. Another reasonable model al-
lows survival rates for both young and adults to vary from 
year to year, but assumes that rates for the 2 age groups 

Table 15.9. Banding and recovery data for male wood ducksa

Year  
banded  Number 
(i) banded 1964 1965 1966 1967 1968 Ri

1964 1,603 127 44 37 40 17 265
1965 1,595  62 76 44 28 210
1966 1,157   82 61 24 167
  Cj = 127 106 195 145 69
  Tj = 265 348 409 214 69

From Brownie et al. (1985:22).

a Ri are row totals, Cj are column totals, and Tj are block totals of  the number of  
recoveries.

Year of  recovery ( j)

Table 15.10. Data from a banding study of juvenile and adult male mallards banded preseason in the San Luis Valley, 
Colorado, 1963–1971

 Number 
Year banded banded 1963 1964 1965 1966 1967 1968 1969 1970 1971

 Banded as adults

1963 231 10 13 6 1 1 3 1 2 0
1964 649  58 21 16 15 13 6 1 1
1965 885   54 39 23 18 11 10 6
1966 590    44 21 22 9 9 3
1967 943     55 39 23 11 12
1968 1,077      66 46 29 18
1969 1,250       101 59 30
1970 938        97 22
1971 312         21

 Banded as juveniles

1963 962 83 35 18 16 6 8 5 3 1
1964 702  103 21 13 11 8 6 6 0
1965 1,132   82 36 26 24 15 18 4
1966 1,201    153 39 22 21 16 8
1967 1,199     109 38 31 15 1
1968 1,155      113 64 29 22
1969 1,131       124 45 22
1970 906        95 25

1971 353         38

Year of  recovery
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fluctuate in parallel. This model, proposed by Johnson 
(1974), has no closed-form solution and is not included in 
program BROWNIE (Brownie et al. 1985), but it can be fit-
ted with MARK or with general maximum-likelihood pro-
grams. In addition, one can fit models that allow survival 
rates for 2 age classes to vary from year to year in parallel, 
but with recovery rates varying independently, or vice versa.
 Other restrictions include assuming that survival rates 
remain the same from year to year (Model H02 of  Brownie 
et al. 1985) or that both survival and recovery rates are con-
stant (Model H01 of  Brownie et al. 1985). Further, the proce-
dure can be generalized to 3 age classes, if  birds can be dis-
tinguished by age class, and some members from each age 
class are banded. This situation may pertain to geese, for 
example.
 Two thoughts should be considered when planning a 
banding program to estimate survival. First, adults need to 
be included. If  only young are banded, little can be esti-
mated from the resulting recovery data unless some strong 
assumptions are made (e.g., Burnham and Anderson 1979, 
Anderson et al. 1981a). Second, sample size must be large to 
obtain meaningful estimates. The program BAND2 (Wilson 
et al. 1989) estimates required sample sizes for different 
models. That program should be used, and the handbook 
by Brownie et al. (1985) carefully reviewed, prior to em-
barking on a banding program.

Populations with Age-Dependent  
Birth and Death Rates
Fertility Tables 
Both fertility and survival (Box 15.4) are known to vary by 
age for many species, and considerable effort has been 
placed in developing models with age-dependent birth and 
death rates. Consider an age-structured population with a 
maximum of  i age classes, recorded in years. Suppose females 
of  age x produce an average of  mx young females per year. 
The table giving the number of  female offspring per year per 

Table 15.11. Estimated survival and recovery rates for juvenile and adult male mallards fitted to Model H1. Estimated standard 
errors are in parentheses.

 Survival rate Recovery rate

Year Adult Juvenile Adult Juvenile

1963 0.576 (0.113) 0.471 (0.059) 0.0433 (0.0134) 0.0863 (0.0091)
1964 0.636 (0.076) 0.506 (0.070) 0.0856 (0.0092) 0.1467 (0.0134)
1965 0.666 (0.079) 0.589 (0.072) 0.0590 (0.0061) 0.0724 (0.0077)
1966 0.805 (0.098) 0.591 (0.072) 0.0628 (0.0067) 0.1274 (0.0096)
1967 0.650 (0.072) 0.478 (0.061) 0.0520 (0.0050) 0.0909 (0.0083)
1968 0.552 (0.058) 0.652 (0.072) 0.0633 (0.0055) 0.0978 (0.0087)
1969 0.572 (0.066) 0.464 (0.068) 0.0789 (0.0061) 0.1096 (0.0093)
1970 0.542 (0.129) 0.393 (0.113) 0.0888 (0.0080) 0.1049 (0.0102)
1971   0.0673 (0.0142) 0.1076 (0.0165)

Box 15.4. age variaTion in survival raTes

For vertebrate populations, it is the norm that sur-

vival (or, equivalently, mortality) rates vary by age. 

Typical patterns involve low survival of young ani-

mals, higher survival of animals in their prime, and 

decreasing survival with advancing age. Deviations 

from this pattern can occur, especially if reproduc-

tion imposes an added mortality risk. For the analy-

sis of a population, the difference in survival between 

young animals and prime-aged animals is usually 

important. The difference between prime and older 

years may be less important, especially in exploited 

populations in which few animals reach advanced 

ages.

 Consider a simple example of the age-specific sur-

vival of the mountain plover (Dinsmore et al. 2003). 

These birds have 2 distinct age classes: juveniles 

(hatch to first birthday) and adult (>1 year old). A 

simple model with no age differences produced an 

estimate of annual survival of Ŝ = 0.59 (SE = 0.02). 

When age effects were considered, the correspond-

ing estimates of annual survival were Ŝadult = 0.68 

(SE = 0.03) and Ŝjuvenile = 0.46 (SE = 0.07). The model 

with age effects received far more support than the 

no-age-effects model using Akaike’s Information Cri-

terion for model selection, suggesting that survival 

differed by age. This result was expected, and the 

large differences in annual survival by age class are 

an indication of the importance of modeling age ef-

fects in survival.
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female of  age x is called the fertility table (e.g., see Table 
15.12 for a population of  white-tailed deer in central Michi-
gan). Average fertility rates vary with age and are zero for 
young of  the year, nearly zero for yearlings, and increase up 
to age 6, after which they decline.

Life Tables 
Analogous to the fertility table is the mortality schedule, 
which describes the pattern of  deaths by age class. The 
probability of  a female surviving from the beginning of  age 
class x to the beginning of  age class x + 1 is defined to be sx. 
The survival data (Table 15.12) for the central Michigan deer 
population (Eberhardt 1969) suggested the survival rate of  
age classes 1 and above did not differ from one another and 
the average rate was 0.70.
 Consider a cohort of  animals (a group born at roughly 
the same time) that begins with 1,000 individuals at age 0. 
Thus, there will be 1,000 × s0 individuals the next year (at 
age 1), 1,000 × s0 × s1 members the following year (at age 2), 
and so forth. The number of  individuals surviving from 
birth to age class x is termed nx:

nx = 1,000s0s1 . . . sx–1.

Often, the mortality rate, rather than the survival rate, is 
expressed: 

qx = 1 – sx.

 A life table gives these and other relevant values. A life 
table is basically a summary of  the survivorship of  a popu-
lation. It also can be used to calculate or estimate mortal-
ity rates, by age, under certain assumptions. Life tables 
were developed for human populations, especially for in-
surance applications, but also have been applied to wild- 
life populations. Human life tables generally involve large 
numbers of  individuals for which exact times of  death  
can be ascertained, whereas information for wild animals 
is typically incomplete. For most animal populations, in-
formation is based on a sample; thus, a life table provides 

estimates of  relevant parameters that are less exact than 
values for humans.
 For many animals, survival and fertility rates differ more 
sharply by size or life stage than by age. Some life table 
methods can be used with size classes or stages. Lefkovitch 
(1965) developed population projection methods for such 
situations. Usher (1972), Kirkpatrick (1984), Sauer and Slade 
(1987), and Caswell (2000) provided further details and 
some applications.
 A life table consists of  several of  the following 6 basic 
columns:

•   x—age, measured in years or some other convenient 
unit or interval, (x, x + 1);

•   nx—the number of  individuals surviving to the begin-
ning of  age x from an initial cohort of  n0 members; 

•   dx—the number of  deaths in the age class (x, x + 1),
 dx = nx – nx+1

;
•  q

x—the mortality rate at age x;
•  sx—the survival rate at age x,
 sx = 1 – qx; and
•  lx—the cumulative survival rate from birth until age x,
 nx lx = s0 × s1 × . . . × sx–1 = —. n0

 The definition of  survival rates in the mortality table 
pertains to the period from the beginning of  one age class 
to the beginning of  the next. The fertility table describes re-
production per female in an age class. To use survival and 
reproductive rates in combination, one must define the age 
classes similarly in the 2 tables. That is, if  reproduction is 
categorized by number of  young produced and surviving to 
autumn, survival of  adults should be assessed from autumn 
to autumn.
 We provide an example of  a life table (Table 15.13) and 
note that examples are given only to illustrate the method, as 
sample sizes are too small to draw reliable conclusions. Note 
that dx can be computed from values of  nx by subtraction, and 
nx can be calculated by adding entries in the dx column from 
the bottom. Also, qx is based on dx and nx; conversely, the table 
of  nx for x > 0 can be constructed from qx values. Thus, there 

Table 15.12. Survival and reproduction data for white-tailed 
deer in central Michigan

Age Survival rate Fertility rate 
(yr; x) (sx) (mx)

0 0.58 0.000
1 0.70 0.047
2 0.70 0.503
3 0.70 0.663
4 0.70 0.733
5 0.70 0.743
6 0.70 0.771
>6 0.70 0.644

From Eberhardt (1969).

Table 15.13. Example of a life table based on known deaths 
of 42 gray squirrels (Sciurus carolinensis) born in 1954

Age Number in Number Mortality Survival 
(yr) population of  deaths rate rate 
(x) (nx)  (dx)  (qx)  (sx)

0–1 42 22 22/42 = 0.52 20/42 = 0.48
1–2 20 10 10/20 = 0.50 10/20 = 0.50
2–3 10 7 7/10 = 0.70 3/10 = 0.30
3–4 3 2 2/3 = 0.67 1/3 = 0.33
4–5 1 1 1/1 = 1.00 0/1 = 0

From Downing (1980:256).
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is only one independent column, and all others can be calcu-
lated from any one of  them. Depending on the type of  data 
available and the assumptions that can realistically be made, a 
variety of  life tables can be constructed.
 Graphs of  cohort size or cumulative survivorship (on a 
logarithmic scale) against age often approximate 1 of  3 char-
acteristic shapes (Fig. 15.6), but possibly with a downward jag 
reflecting lower survival of  newborns (Pearl 1928). Type I 
survivorship curves have low mortality early in life, but 
higher rates among older individuals. Female elk (Cervus 
canadensis) in the northern Yellowstone herd exemplify this 
pattern, with the exception of  a depressed survival rate of  
young (Fig. 15.7). Type II survivorship curves have mortality 
rates roughly constant with age, leading to a straight-line rela-
tion on a log scale. Adult songbirds are suggested to have 
similar patterns (Krebs 1985). The Type III survivorship curve 
involves high mortality among young and decreasing mortal-
ity as individual’s age. Many invertebrates and fish display 

Type III survivorship; they are vulnerable when they are 
young and small, but age and growth impart greater security. 
Siler (1979) and Eberhardt (1985) discuss how survivorship 
functions might be decomposed into functions representing 
3 stages of  life: early life, maturity, and senescence.

The Stable Age Distribution
The age distribution of  a population is the number of  indi-
viduals of  each age class in the population at a particular 
time. If  age-dependent survival and fertility rates remain 
constant for a fairly long period of  time, the proportion of  
animals in each age class will stabilize. This relationship is 
true even if  the population itself  is not constant in size; that 
is, a population can be expanding or declining and still have 
constant proportions in each age class. The resulting frac-
tions comprise what is termed the stable age distribution. 
The fraction of  the population in age class x will equal Cx:

 e–rxlx Cx = ———, (7)
 Σe–rili
 i

where r is the growth rate of  the population once it attains 
a stable age distribution, and lx is the cumulative survival 
rate from birth until age x.
 Suppose that a population was constant in size at N mem-
bers. The stable age distribution at any time t would contain 
members in each age class proportional to the survivorship 
(i.e., N × l0 of  age class 0, N × l1 of  age class 1, and so on). 
But, if  the population has been changing at an annual rate 
λ, the number of  members in age class x at time t would be 
the number born x years earlier (Nt–xl0) times the survivor-
ship of  those members (lx/l0). Because of  population 
growth, Nt = Nt–xe–λx. Thus, in year t the fraction of  the pop-
ulation in age class x will be Nt–xl0 × lx/l0 = Nte–λxlx, which is 
proportional to the numerator of  equation 7. The denomi-
nator is the sum of  such values over all ages, which scales 
the numbers so they total 1.0.
 Alternatively, the size of  the age class x relative to that of  
newborn (Caughley 1977:114) is:

 Cx—— = e –rxlx. C0

The value of  r can be calculated from age-dependent sur-
vival and fertility rates according to the following equation:

 1 = Σe –rxlxmx. (8)
 x

 Equation 8 is the discrete version of  Lotka’s equation 
(sometimes called Euler’s equation; e.g., Mertz 1970, Wil-
son and Bossert 1971:116, Caughley 1977:107). This equa-
tion requires that survival and reproduction schedules re-
main constant for a long period of  time, often an unlikely 
presumption. It is strictly appropriate only for a birth pulse 
population, in which births occur instantaneously and the 

Fig. 15.6. Three characteristic survivorship curves.

Fig. 15.7. Survivorship curve of female elk in the Northern 
Yellowstone herd (Houston 1982:55). Age is measured in years.
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Table 15.14. Stable age distribution calculated from 
survival and reproduction data for white-tailed deer in 
central Michigan

Age Survival to age Fraction in age 
(x) (lx) (Cx)

0 1.0000 0.3214
1 0.5800 0.1913
2 0.4060 0.1375
3 0.2842 0.0988
4 0.1989 0.0709
5 0.1392 0.0510
6 0.0974 0.0366
7 0.0682 0.0263
8 0.0478 0.0189
9 0.0334 0.0136
>9 0.58(0.70)x–1 0.0337

From Eberhardt (1969).

age structure is observed at the same time (Michod and An-
derson 1980).
 Equation 8 can be solved for r from a schedule of  age-
dependent cumulative survival rates (lx) and fertility rates 
(mx). For the white-tailed deer data (Table 15.12), the esti-
mated value of  r is r̂ = –0.026. This value suggests, because 
e –0.026 = 1 – 0.0257, the deer population was declining (since 
the rate is negative) at about 2.6% each year.
 With this estimate of  r, we can now calculate the asymp-
totic age structure of  the deer population from equation 7. 
The number in age class x is proportional to e –rxlx, which 
gives the Cx values (Table 15.14). This distribution can be 
compared to the actual age distribution, if  known, to test 
whether the underlying assumptions are met.

Projecting the Population: Leslie Matrices
If  a population has attained a stable age distribution, and we 
are fortunate enough to know the age-dependent survival 
and fertility rates, we could learn a lot about the population 
from studying those rates. Consider an age-structured popu-
lation (with M age classes) that breeds seasonally and has 
survival and fertility rates that vary with age, but not annu-
ally. Suppose the population is surveyed for several years at 
the same time each year, say, immediately after the birth 
season. Let nx,t be the number of  individuals of  age x in year 
t. The number of  1-year-olds in year t + 1 (n1,t+1) will be the 
number that were born in year t (n0,t) times the survival rate 
of  0-year-olds (s0):

n1,t+1 = s0n0,t.

Similarly, the number of  2-year-olds in year t + 1 equals the 
number of  1-year-olds in the previous year times their sur-
vival rate:

n2,t+1 = s1n1,t,

or, in general,

 ni+1,t+1 = sini,t. (9)

Consider next the number of  births, which can be allocated 
according to the different age classes that reproduce. The 
number of  0-year-olds (births) in year t + 1 (n0,t+1) represents 
the number of  1-year-olds in that year (n1,t+1) times the fertil-
ity rate of  1-year-olds (m1), plus the number of  2-year-olds in 
that year (n2,t+1) times their fertility rate, and so forth:

n0,t+1 = m1n1,t+1 + m2n2,t+1 + . . . + mMnM,t+1.

We want to express this number in terms of  the population 
in the previous year and, in light of  equation 9, we obtain:

n0,t+1 = m1(s0n0,t) + m2(s1n1,t
) + . . . + mM(sM–1nM–1,t)

 = (m1s0)n0,t + (m2s1)n1,t + . . . + (mMsM–1)nM–1,t

 = g0n0,t + g1n1,t + . . . + gM–1nM–1,t, (10)

where

 gi = mi+1si, for i = 0, . . ., M – 1. (11)

 Equation 10 expresses the production of  young (number 
of  0-year-olds) as a linear combination of  the number in 
each age class in the previous year. The values of  gi indicate 
the number of  young that are produced per individual of  
age i in year t that will be alive in year t + 1. We can com-
bine equation 9 for I = 0, . . ., M – 1 and equation 10 into a 
single equation involving matrices:

 [ n0 ]  [ g0 g1 g2 . . . gM–1 gM ]  [ n0 ]  n1      s0 0 0 . . . 0 0    n1

  n2     0 s1 0 . . . 0 0    n2

        =         ×
  .    . . . . . . . .    .
  .     . . . . . . . .    .
  nM  t+1

   0 0 0 . . . sM–1 sM    nM  
t

or, in matrix notation, nt+1 = L × nt. L is called the popula-
tion projection matrix, or Leslie matrix. The term in any 
particular row and column can be considered to be the con-
tribution of  an individual in the age class represented by 
that column in year t to the age class represented by that row 
in year t + 1 ( Jenkins 1988). Note that we assumed survival 
and fertility rates were the same each year. This formulation 
was developed by Bernadelli (1941), Lewis (1942), and Leslie 
(1945, 1948). Van Groenendael et al. (1988) reviewed the 
method and applications, and Caswell (2000) gave an excel-
lent overview of  the technique. It allows several interesting 
interpretations. For example, we can project the population 
from one year to the next or, by repeating the process, k 
years into future:

nt+1 = L × nt.

Thus,
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nt+2 = L × nt+1

 = L × L nt,
and in general,

 nt+k = Lknt.

We also can derive useful properties mathematically from 
this formulation, including the stable age distribution and 
population rate of  change (e.g., Leslie 1945, Pielou 1969).
 The population projection matrix approach has occa-
sionally been misused, generally by using fertility data as gi 
values; Wethey (1985) and Jenkins (1988, 1989) presented ex-
amples. The parameter gi is somewhat odd, incorporating 
both fertility and survival, and measuring the fertility of  a 
cohort of  age i + 1 times the survival rate from age i to age 
i + 1 (equation 11).
 We described this formulation with surveys occurring 
immediately following the birth season. If  counts are con-
ducted at another time, the definition of  gi must be changed 
to incorporate survival from birth until the time of  the cen-
sus (e.g., Michod and Anderson 1980). In practice, the esti-
mation of  gi is difficult at best (Taylor and Carley 1988).

Age- and Density-Dependent Models
Birth and death models in which the rates depend on both 
age and density can be constructed (Leslie, 1948, 1959; Wil-
liamson 1959; Cooke and Leon 1976; Caswell 2000), but 
they do not have ready mathematical solutions, and their 
properties are not well understood. Pennycuick et al. (1968) 
developed a computer program that allowed elements of  a 
Leslie matrix to be density dependent and also to have time 
lags. Little is known about how density dependence actually 
operates, however. More likely to be useful are models that 
decompose birth and death rates into meaningful compo-
nents. These components can be related to age, density, or 
environmental factors, as appropriate.

Estimating Age-Dependent Death Rates
Earlier, we discussed ways of  estimating mortality rates not 
specifically related to age. We now turn to the common 
problem of  estimating mortality rates by age. Several meth-
ods are available, based either on following a cohort of  ani-
mals or on examining the age distribution of  a population. 
The appropriateness of  estimators depends on the assump-
tions they require, how they are met by the population un-
der study, and on how the data are collected.

Estimating Survival by Following a Cohort
Knowing All the Deaths
Suppose we know the complete death history of  a cohort 
of  42 gray squirrels (Sciurus carolinensis) born in 1954 (dx col-
umn, Table 15.13). Specifically, we know that 22 died during 
their first year, 10 died during their second year, 7 died dur-

ing their third year, 2 died during their fourth year, and 1 
died in its fifth year. From this information, we can calculate 
exact mortality rates by age. If  qi is the probability of  dying 
during year i (which also is during age i), then q0 = 22/42 = 
0.52, because 22 of  the 42 squirrels died before their first 
birthday. Likewise, q1 = 10/20 = 0.50, because 10 of  the 20 
survivors from the first year died during the second. Simi-
larly, q2 = 7/10 = 0.70, q3 = 2/3 = 0.67, and q4 = 1/1 = 1.00. 
Thus, age-dependent mortality rates can be computed ex-
actly for this known population.
 If  the 42 animals can be considered a random sample 
from some larger population, statistical estimation is possi-
ble. Because q0 is the mortality rate of  animals in their first 
year of  life, the number of  animals expected to die by the 
beginning of  the second year is 42 q0. That number was ac-
tually 22, hence q̂0 = 22/42 = 0.52. Also, the number of  ani-
mals alive at the beginning of  each year is known at that 
time, and if  we assume that individual animals live or die in-
dependently of  one another, the number dying during year i 
can be treated as a binomial variate, with ni representing the 
number of  animals alive at the beginning of  the year and 
rate = qi. The standard error of  q̂i is then estimated by

 q̂i(1 – q̂i)
√————.

 Ni

In our example, SE (q̂0) = 0.52 × 0.48/42 = 0.077. Similarly, 
SE (q̂1) = 0.112, SE (q̂2) = 0.145, SE (q̂3) = 0.272, SE (q̂4) = 0.

Knowing All the Living
Suppose that instead of  knowing the age at which the indi-
vidual squirrels died, we had surveyed the cohort at the be-
ginning of  each year. This information forms the basis of  
the nx column (Table 15.13). There were 42 squirrels at the 
beginning of  year 0 and 20 at the beginning of  year 1. Thus, 
the survival rate during that year was 20/42 = 0.48, and the 
mortality rate was 1 – 0.48 = 0.52. Mortality rates for the 
other years also coincide with those calculated from the in-
formation on age of  death. Likewise, if  the sample of  ani-
mals is representative of  a larger population, we can treat 
the process as binomial and calculate the same estimates of  
standard errors.
 Life tables based on information from following a spe-
cific cohort are termed cohort, or sometimes dynamic or 
age-specific life tables. Unfortunately, only for closely mon-
itored or captive populations do we have situations with 
such ideal knowledge of  the ages at death or of  exactly how 
the size of  a particular cohort changes over time.

Following More Than One Cohort
If  more than one cohort is followed, an age-specific table 
can be generated for each of  them. Survival rates can then 
be estimated that vary both by age and by year, although 
limited sample sizes usually preclude accurate estimates. Al-
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ternatively, estimates can be pooled across years to obtain 
age-dependent estimates (e.g., Downing 1980; Table 15.6) or 
pooled across ages for year-dependent estimates. Which 
pooling is more appropriate depends on whether survival 
rates vary more by age or by year. Loery et al. (1987) pre-
sented an example of  estimating survival rates by both age 
and year for black-capped chickadees (Poecile atricapilla), 
based on a long-term mark–recapture study.

Estimating Survival from Age Distributions
Suppose that we do not have complete information from 
following one or more cohorts through time, but that we 
have the age composition of  a sample of  animals from the 
population at a particular time. That sample must accu-
rately reflect these members either dying or living. We also 
require the population to have achieved a stable age distri-
bution and to be constant in size (although the method can 
be adapted if  the population is increasing or decreasing at a 
known rate). These assumptions are stringent and must be 
carefully regarded, and the methods that follow work better 
in theory than in practice.

The Age Distribution of the Living
Suppose that we have the age distribution of  a sample from 
the living members of  the population at a particular time in 
year t. The number of  individuals of  age x in year t (nx,t) is 
the number that were of  age x – 1 in year t – 1 (nx–1,t–1) times 
the survival rate for those animals (sx–1,t–1):

nx,t = nx–1,t–1sx–1,t–1,

from which we could estimate sx–1,t–1 as

 nx,tŝx–1,t–1 = ———. nx–1,t–1

This calculation can be done only if  we have accurate age 
distribution data for successive years. By assuming the pop-
ulation is stationary, however, we can obtain estimates from 
a sample in a single year. Stationarity implies that survival 
rates (and fertility rates) are constant from year to year (sx,t is 
independent of  t) and that population size and age structure 
are the same from year to year. That is, nx,t is independent 
of  t. (This is a critical assumption.) Hence, we have

 nxŝx–1 = ——. nx–1

Chapman and Robson (1960) recommended adding 1 to the 
denominator to reduce bias. Life tables formed this way are 
called time- specific life tables and represent a cross-section 
of  ages at a specific time.
 A statistical model for these data can be developed. In a 
sample of  n* animals in a particular year, the number of  in-
dividuals of  age x can be considered a multinomial variate. 
The probability φx that an individual will be in age class x 

is proportional to n0s0s1 
. . .

 sx–1. This proportion depends 
on sampling intensity. These probabilities are estimated by
 nx  φ̂x = —. Also, due to the multinomial nature of  the data, the n*

estimated (E) probability is 

E(φ̂x) = φx,

and the variance of  the probability φx that an individual will 
be in age class x is

 φx(1 – φx)Var(φ̂x) = ————, n*

and the covariance between 2 survival rates is

 φxφyCov(φ̂x,φ̂y) = – ——. n*

Survival rates are estimated by the ratio of  successive φ̂x

 φ̂x+1ŝx = ——,
 φ̂x

with standard error estimated from

 φx+1(φ̂x + φ̂x+1)SE2(ŝx) = ——————
 n*φx

3

 ŝx(1 + ŝx) = ————.
 n*φ̂x

The mortality rate, q̂x, will have the same standard error as 
the survival rate, ŝx.
 We illustrate the procedure with the age distribution of  
male white-tailed deer on the George Reserve in Michigan, 
just before the 1956 hunting season (nx, Table 15.15). These 
values (nx) can be used to generate a life table with estimated 
survival rate (Table 15.15). These estimates appear unrealistic, 
especially the higher survival rate for younger animals than for 
older individuals. These aberrancies might in part reflect large 
sampling errors due to small sample sizes, but more likely 
they result from the population not being stationary because 
of  year-to-year variation in reproduction (McCullough 1979).

Table 15.15. Life table based on age distribution of male 
white-tailed deer alive in 1956a 

Age (x) ns d̂x ŝx SE(ŝx)

0 40 17 0.575 0.150
1 23 17 0.261 0.120
2 6 2 0.667 0.430
3 4 3 0.250 0.280
4 1 1 0.000 0.000
>4 0

Data from McCullough (1979:36).

a nx is the number of  animals of  age x, d̂d is the number of  deaths of  animals of  age x, 
x̂x is the estimated survival rate, and SE is the standard error.
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The Age Distribution of the Dying
Consider the example (Table 15.16) representing ages of  
white-tailed deer found dead in surveys of  carcasses. These 
data reflect the age distribution of  dying members of  the 
population. Suppose the studied population is stationary; the 
age distribution can then be used as the dx column of  a life 
table (Table 15.16). From these values, we can estimate the 
nx column by adding the dx entries from the bottom up. The 
ratio of  dx to n̂x gives an estimate of  qx, the age-dependent 
mortality rate (Table 15.16). Note the mortality rate for the 
last age class will always be 1.0.

Is the Sample of the Living or the Dying?
Surprisingly, the age composition of  dead animals may not 
provide a suitable estimate of  the age structure of  animals 
dying (Caughley 1966). For example, if  animals are shot un-
selectively with respect to age, the resulting sample will re-
flect the population alive at the beginning of  the collection 
period and will not reflect the age structure of  all animals 
that died (unless the shooting was the only mortality source). 
Such data would most appropriately be used in the nx col-
umn of  a life table. In contrast, if  carcass pick-ups were 
made of  all animals that died during a year (Table 15.16), 
the resulting data would truly reflect mortality and could be 
used in the dx column.
 The 3 main kinds of  data (Seber 1982:401–402) that can 
be used to construct a time-specific life table are (1) number 
of  animals of  each age for a representative sample of  live 
animals, used as the nx column; (2) number of  animals of  
each age at death for a representative sample of  animals 
killed by an agent independent of  age (nonselective collec-
tion, natural catastrophe), also used as the nx column; or (3) 
number of  animals of  each age at death for a representative 
sample of  carcasses, used as the dx column. Biased estimates 
can arise if  younger age classes are less vulnerable to sam-

pling, possibly because when they are alive, they are less de-
tectable than older animals, and when they die, their softer 
bones do not persist as long. Survival estimates for older  
age classes are unaffected by this bias (Caughley 1966, Seber 
1982:402).

Is the Population Stationary?
We indicated that age distribution data can be used to esti-
mate survival if  the population has a stable age distribution 
and is constant in size (i.e., the population is stationary). 
The method can be modified if  the population is increasing 
or decreasing at a known rate (Caughley 1977:92, Eberhardt 
1988). Knowing this rate requires independent information, 
such as estimates of  population trend. The requirement of  
stable age distributions remains. Survival rates also can be 
estimated from data for a stable age distribution if  appropri-
ate fertility rate are available (Michod and Anderson 1980).
 One cannot examine a single age distribution and learn 
whether the population is stationary or not (Caughley 1966, 
Seber 1982:403). However, Tait and Bunnell (1980) provided 
a possible exception if  the age at death is known for a large 
number of  animals. A series of  age distributions at different 
times may be used to examine whether a population is stable.
 It is tempting to assume a population is stationary and to 
estimate survival rates from age structure data, concluding 
from those results the population is stable. Despite warn-
ings to the contrary about this circular argument (Caughley 
and Birch 1971), the practice has persisted (Lancia and Bishir 
1985, Jenkins 1989). 

Pooling Ages for Survival Estimation
Because of  variation due to small samples, it is often neces-
sary to smooth either the observed age frequencies or the 
resulting estimators; Caughley (1977:96–97) illustrated the 
former, and we mention the latter.
 If  we believe that mortality is constant for ages in a spec-
ified interval, pooled estimates of  the rate can be obtained. 
Eberhardt (1985) noted that pooled mortality estimates are 
biased high if  older animals survive at a lower rate than do 
animals of  prime age. For example, it seems reasonable the 
mortality rate of  the deer in Table 15.16 is roughly constant 
for individuals 1 year of  age. A pooled estimator of  that 
adult mortality rate is:

 d1 + d2 + . . .
 —————— n1 + n2 + . . .

 (n1 – n2) + (n2 – n3) + . . .
= —————————— n1 + n2 + . . .

 n1 = ———,
 Σnj
 j≥1

which in the present example is

 18 + 14 + . . . + 8 92———————— = —— 0.240.
 92 + 74 + . . . + 8 383

Table 15.16. Life table based on age distribution of female 
white-tailed deer found deada 

Age (x) n̂x dx q̂x

0–1 198 106 0.535
1–2 92 18 0.196
2–3 74 14 0.189
3–4 60 18 0.300
4–5 42 9 0.214
5–6 33 5 0.152
6–7 28 6 0.214
7–8 22 8 0.364
8–9 14 4 0.286
9–10 10 2 0.200
>10 8 8 1.000

Data from Eberhardt (1969:488).

a n̂x is the estimated number of  animals of  age x, dx is the number of  deaths of  animals 
of  age x, and q̂x is the estimated age-dependent mortality rate.
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Average, rather than pooled, estimators also can be formed 
(Seber 1982:397). More importantly, the unbiased estimator 
of  adult survival rate with smallest variance (Chapman and 
Robson 1960, Robson and Chapman 1961) is

 TŝCR = ————,
 n + T – 1

where

n = Σnj
 j≥1

and

T = Σ jnj
.

 j≥1

Its standard error can be estimated from:

 T – 1SE2(ŝCR
) = ŝCR (ŝCR – ————). n + T – 2

In the example (Table 15.16), we have n = 92 + 74 + . . . + 8 
= 383, T = 1 × 92 + 2 × 74 + 3 × 60 + . . . + 11 × 8 = 1,365, 
so ŝCR = 1,365/(383 + 1,365 – 1) = 0.781, and q̂ = 1 – ŝ = 
0.219. Its standard error is calculated from

 1,365
SE2(q̂) = SE2(ŝCR) = 0.78134 (0.78134 – ——————) 383 + 1,365 –2

 = 0.0000983,
so

 Se = √0.0000983 = 0.0099.

Comments on Life Tables
Because age composition is typically measured from sam-
ples rather than from entire populations, the entries in the 
life table are estimates, subject to sampling variation. Caugh-
ley (1977:95) suggested that life tables based on 150 age de-
terminations were unlikely to be sufficiently accurate for 
any purpose. Polacheck (1985) found with simulation that 
analyses based on even larger samples often provided mis-
leading estimates of  survival rate.
 McCullough (1979:221) analyzed one of  the best avail-
able sets of  data on age structure of  white-tailed deer and 
concluded: “Although numerous attempts have been made 
to apply life-table methods to the analysis of  kill data, . . . 
most of  these methods have not proven to be useful at the 
practical level.” The major problem he identified was meet-
ing the assumption of  a stable age distribution, as variable 
environmental factors had differential effects on different 
age classes. He suggested that time-specific life tables, al-
though clearly not meeting the assumptions necessary to es-
timate survival rates, are valuable to the manager of  ex-
ploited populations, because they show the existence of  strong 
year classes, indicative of  good reproduction in a particular 
year. Seber (1982:393) cautioned that life tables may give an 
overall picture of  a population, but have limited accuracy 
and should be supported by other methods of  estimation. 

Jenkins (1989) also cautioned about the limited value of  age 
distribution data, in light of  the ease with which they can be 
obtained, especially by wildlife management agencies that 
monitor harvests.

Estimating Population Growth from  
Birth and Death Rates
Knowing the birth and death rates of  a population should 
allow us to examine whether the population was increasing, 
holding steady, or declining. We can indeed calculate the 
growth rate of  the population from such information. We 
discuss 2 approaches, a simplified one applicable when birth 
and death rates are not segregated into many age classes, 
and the Lotka equation for when they are segregated. The 
population projection matrix also can be used to measure 
the growth rate of  a population (Leslie 1945, Pielou 1969).

A Direct Method
Consider, following Martin et al. (1979), the female segment 
of  the North American population of  mallards. For 1961–
1974, the average survival rate for adult females was 0.555, 
and the average survival rate for immature females was 
0.563. Survival was estimated between anniversary dates of  1 
September in successive years. Suppose the recruitment rate, 
measured as young females per adult female on this anniver-
sary date, averaged 1.03. From these survival and fertility 
rates, we can estimate the average annual change in the pop-
ulation of  female mallards. The number of  adult females on 
1 September of  year t + 1 represents the adults from the pre-
vious year that survived plus the immatures that survived:

At+1 = At(0.55) + Yt(0.563),

where At is the number of  adult females in year t and Yt is 
the number of  young females in year t. We also have from 
the recruitment rate:

 Yt = At(1.03),

so

At+1 = At(0.555) + At(1.03)(0.563),

or

 At+1 = At(1.135).

 From this equation we can conclude 1 of  3 things: (1) the 
female segment of  the mallard population was growing at a 
rate of  13.5% per year (λ = 1.135), (2) the estimates of  sur-
vival and/or recruitment are wrong, or (3) the model is in-
correct. Evidence from annual surveys of  mallards during 
1961–1974 led Martin et al. (1979) to reject the first possibil-
ity, and the simplicity of  the model argues against the third. 
Thus, the authors concluded that certain estimates of  sur-
vival or recruitment were the problem. In fact, they used 
this approach as a check on the consistency of  their parame-
ter estimates.
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Lotka’s Equation
If  age-dependent schedules of  survival (lx) and fertility (mx) 
are available, the growth rate implied by those schedules 
can be computed from Lotka’s formula (equation 8) in an it-
erative procedure. Caughley (1977:215) presented a short 
Fortran computer program to perform the necessary calcu-
lations. We illustrate use of  this equation with the white-
tailed deer data (Tables 15.12, 15.14). Using a value of  r = 0, 
indicative of  a steady population and values of  lx (Table 
15.14) and mx (Table 15.12) in the right-hand-side of  equa-
tion 8, we obtain (because e0 = 1)

1.000 × 0 + 0.5800 × 0.047 + 0.4060 × 0.503 + 
 . . . + 0.0974 × 0.771,

which sums to 0.89. This value is <1, indicating that r = 0 is 
too high. Using r = –0.10 in equation 8 gives 1.44, which 
also is too large. The value of  the sum that we want is 20% 
of  the way between 0.89 and 1.44. We then try a value for r 
that is 20% of  the way between 0 and –0.10, that is, r = –0.02. 
Use of  r = –0.02 gives 0.97, which is too small, but r = –0.026 
results in a sum of  0.9995; close enough to stop the iteration. 
Because e–0.026 = 1 – 0.0257, this value suggests the deer pop-
ulation was declining at about 2.57% each year.
 This approach also could be used with the mallard data 
of  Martin et al. (1979). Age-dependent survival and fertility 
rates give:

 l0 = 1,

lx = 0.563(0.555)x–1, x > 0,

and

 m0 = 0,

 mx = 1.03, x > 0.

Using these values with r = log λ = log(1.135) = 0.1266 in 
the right-hand side of  equation 8 yields 0.99987, negligibly 
different from 1.0.
 Another useful statistic is the net reproductive rate, the 
average number of  young produced by an individual during 
its lifetime:

R0 = Σlxmx.

Values of  R0 < 1 indicate that members of  the population 
are not replacing themselves and the population is declin-
ing. Conversely, R0 > 1 denotes an increasing population, 
and R0 = 1 indicates a stable population.
 For the deer population, we obtain R0 = 0.89, indicating 
a declining population. For the mallard example, we have

R0 = 1 × 0 + 0.563 × 1.03 + 0.563 × 0.555 × 1.03 + . . .

 = 0 + 0.580 + 0.322 + 0.179 + 0.099 + 0.055 + 

 0.031 + 0.017 + 0.009 + 0.005

 = 1.300,

adding through age class 10 (note that terms become small 
for older age classes, indicating the few old individuals have 
little effect on the size of  the population). This value also 
suggests an increasing population.

Models with Components of Survival or Birth
The models presented thus far are rather simple, as they re-
ally depend only on time. Given the features of  a model and 
the current status of  a population, we can predict exactly 
what will happen at any future time (if  the model was cor-
rect). This is unrealistic, but simple models have nonetheless 
proven useful. Their major advantage lies in the way they 
can be treated mathematically. We now turn to models that 
are more complex, but are actually often simpler to con-
struct and analyze. The trade-off  is that as we gain realism 
and complexity, we lose the ability to analyze the model 
mathematically, requiring use of  a computer. For that rea-
son, most of  these models are simulation models. Some of  
the most useful population analyses today are based on sim-
ulation models.
 A population goes up or down during a year, depending 
on its annual survival and birth rates. The annual survival 
rate is an overall measure, encompassing the risks encoun-
tered by a population, that may vary season to season, day 
to day, among individuals in the population, and from place 
to place (Box 15.5). It is often worthwhile to examine sur-
vival rate in closer detail, such as by parts of  the year. Like-
wise, fertility rates incorporate a multiplicity of  compo-
nents that may be treated individually. For example, the 
measure of  births for our whooping crane example (Table 
15.1) is the number of  young recorded in the winter popula-
tion. This measure reflects the number of  adult birds that 
are paired, the proportion of  those that successfully lay 
eggs, clutch size, proportion of  eggs that hatch, survival of  
young until fledging, and survival from fledging until the 
winter survey.
 By subdividing survival and fertility rates into finer com-
ponents, we gain several advantages. First, we can consider 
environmental and other factors, beyond the density of  con-
specifics, that influence individual components. For exam-
ple, clutch size of  mallards depends primarily on age of  the 
female and date the clutch is initiated. Thus, it can be mod-
eled as a function of  those factors. Nest success, however, 
depends mostly on nesting habitat and predator numbers, 
and these features can be used to model nest success. The 
second potential advantage is that we can often obtain bet-
ter estimates of  individual components and the factors  
that influence them. For example, clutch size can be studied  
either passively or experimentally, and studies that manipu-
late clutch size might give good insight into that parameter, 
but poor information about overall nest success. A third ad-
vantage is that we may gain a clearer understanding of  the 
relationships involved in each component by their separate 
study. This understanding is especially important for man-
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agement applications, in which one or more components 
may be altered; the effect on the entire system needs to be 
understood, or else the population response may not be the 
one desired.
 We illustrate this procedure with a model of  the produc-
tion of  mallards in the prairie pothole region (area of  the 
northern Great Plains and midgrass and tallgrass prairies 
containing thousands of  shallow wetlands extending from 
north-central Iowa to central Alberta, Canada; Johnson et al. 
1992). Only females are considered, and 2 age classes of  
breeding females, yearling and older, are identified. Let Fi 
(i = 1, 2) be the number of  yearling females and older fe-
males, respectively, in the breeding population, and F0 be the 
number produced. F0 can be apportioned according to age 
class of  the adult:

F0 = F1R1 + F2R2,

where Ri is the production rate for females in age class i. 
This value can be further decomposed according to nesting 
attempts, giving

Ri = Di(Qi1 + Qi2 + Qi3 + Qi4 + Qi5),

where Di is the proportion of  females of  age class i that at-
tempt to breed, and Qij is the production from the jth nest-
ing attempt of  females in age class i. This equation allows a 
maximum of  5 nesting efforts in a breeding season.
 The production from a particular nesting attempt itself  
involves several factors and can be expressed as

Qij = AijCijHEB,

where Aij is the probability that a female of  age i will make 
the jth nesting attempt in a breeding season, Cij is the aver-
age clutch size of  the jth nesting attempt by a female of  age 
i, H is the nest success rate, E is the survival rate of  eggs in 
successful nests, and B is the survival rate of  young.
 Most parameters are indexed by age of  the female and 
nesting attempt, because age and attempt are known to in-
fluence them. Effects of  age and attempt on nest success 
rate (H), survival rate as eggs (E), and survival rate as young 
(B) have not been demonstrated clearly. The rates of  inci-
dence of  breeding (Di) vary most strongly with wetland con-
ditions. Nesting probabilities were formulated to be higher 
for older females than for yearlings, to be higher when wet-
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Box 15.5. esTimaTing populaTion Trends using life hisTory TraiTs

In many situations, the biologist is ultimately interested in answering the question, “is the population stable, increasing, 

or decreasing?” To fully answer this question, the trend in the population must be estimated. We can use a wide range of 

tools to estimate population trends, from simple changes in observed count data to complex models that attempt to ex-

plain temporal patterns in populations. The figure illustrates one approach.

 Using capture–recapture data, Franklin et al. (2000) built models to explain variation in life history traits (e.g., annual 

survival) that ultimately affected the rate of population change. They then estimated the annual rate of population change 

(λ) as a function of annual rates of survival and recruitment, and they further suggested that yearly weather changes best 

explained annual variation in this species. The study focused on understanding the processes that influence annual popu-

lation changes in this species and provided a template for how wildlife biologists should model life history traits and in-

corporate this information into estimates of population change.

An example of a contemporary approach to modeling 
population changes is that of Franklin et al. (2000),  
who estimated trends in annual population counts of 
the northern spotted owl (Strix occidentalis caurina) 
in California. The annual rate of population change is 
indicated by λ.
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land conditions were good, to decline with nesting attempt, 
and to be lower when nest success is high (because nests are 
more likely to be destroyed later, when the female is in 
poorer condition). Clutch size was modeled to decline with 
nesting attempt and to be 1 egg smaller for yearling females 
than for older females.
 Nest success of  mallards is highly variable and is a com-
ponent amenable to management. It varies according to the 
condition of  the nesting habitat and predator abundance. 
Egg survival is generally high and in the model does not 
vary as a function of  any environmental variable. Survival 
of  young after hatch is lower, however, and likely depends 
on weather, predators, and food supplies for ducklings, and 
possibly on disease; some of  these factors may operate in a 
density-dependent manner.
 Johnson et al. (1992) executed the model described above 
by allowing the parameters to vary about as widely as they 
seem to do in natural populations. They contrasted results 
from the model for mallards with results for other species. 
They concluded that recruitment of  mallards was most de-
pendent on wetland conditions and predation. Similar mod-
els (e.g., Johnson et al. 1987, Cowardin et al. 1988) have been 
used to evaluate management options in terms of  expected 
production of  mallards anticipated by manipulating various 
parameters.
 Simulation models have been applied to many wildlife 
species, often to assess the effect of  harvest strategies. Use-
ful references on the construction of  models for wildlife 
management include texts by Starfield and Bleloch (1991), 
Grant et al. (1997), and Williams et al. (2002a).
 It is easy to build models—perhaps too easy in this day 
of  ready access to computing power. It is harder to evaluate 
them ( Johnson 2001a). One should compare model results 
with real data, independent of  information used to con-
struct the model and preferably obtained by direct experi-
mentation. If  that test is not feasible, a comparison with 
other models, built on different assumptions, is worthwhile, 
as is a comparison to analytic solutions.

Competition Models
Let us briefly consider populations not of  a single species, 
but of  2 species that interact. Here we assume they com-
pete for some resource, such as food. If  that resource is lim-
ited, the habitat will support fewer of  species 1 when spe-
cies 2 is common than when species 2 is rare. Let α (α > 0) 
be the relative impact of  an individual of  species 2 on the 
population growth rate of  species 1. That is, αN2 individuals 
of  species 2 have the same effect on species 1 as do N1 indi-
viduals of  species 1, or N1 = αN2 in terms of  effect on spe-
cies 1. Then, generalizing the logistic model of  equation 5 
and writing N1(t) and N2(t) as the sizes of  the 2 populations 
at time t, the per capita growth rate of  population 1 is mod-
ified, not just by 

 K1 – N1(t)————,
 K1

but by

K1 – N1(t) – αN2(t)————————,
K1

where K1 – αN2(t) can be considered the carrying capacity 
for species 1, as reduced by the presence of  N2 animals of  
species 2. From this expression we have

 1 dN1(t) K1 – N1(t) – αN2(t)—— ——— = r1 ————————,
 N1(t) dt K2

where r1 and K1 are the parameters of  logistic growth for 
species 1 in the absence of  species 2. Analogously, if  β (β > 
0) is the relative effect of  an individual of  species 1 on the 
population growth rate of  species 2, we obtain

 1 dN2(t) K2 – N2(t) – βN1(t)—— ——— = r2 ————————,
 N2(t) dt K2

where r2 and K2 are defined correspondingly. Many of  the re-
sults can be obtained without recourse to logistic formula-
tion (Maynard Smith 1974:62), but it is a convenience. Pa-
rameters α and β are termed the competition coefficients 
of  the model developed by Lotka (1925) and Volterra 
(1926). This system has been the basis of  substantial theo-
retical work in competition (e.g., Levins 1968; MacArthur 
1968, 1972; Vandermeer 1972; Pianka 1974; Berryman 
1981), but has received little use in wildlife studies, in part 
because of  the inherent difficulty of  estimating the relevant 
parameters. 
 Mathematical results from the equations above follow 
from the values of  K1, K2, α, and β. Only if  K1/α > K2 and 
K2/β > K1 is it possible for the 2 species to coexist. Basically, 
then, coexistence is possible only if  the growth rate of  each 
species is inhibited more by a member of  its own species 
than by an individual of  the other species. Their own den-
sity-dependent controls must cause growth to stop before 
they eliminate the competitor. One way this can happen is 
if  the 2 species do not overlap completely in resource use. 
Although such results as these are useful theoretically, most 
actual populations probably do not exhibit similar behavior 
developed from this simple competition model, but are af-
fected by a variety of  other phenomena. For example, 
patchiness in resources reduces competition by favoring the 
first species in one kind of  habitat and the second species in 
another kind. Also, because the environment changes with 
time, the relative competitive abilities of  the species may 
vary.

Predator–Prey Models
A second kind of  interaction involves predation. Predator–
prey models in a variety of  forms have seen extensive use in 
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wildlife studies. Suppose that species 1 serves as a prey for 
species 2, and the population growth rate of  species 1 is in-
hibited in direct proportion to the number of  predators. 
Then

 1 dN1(t)——  ——— = r1 – γN2(t), N1(t) dt

where the predation coefficient, γ, indicates the removal 
rate of  prey per predator. This model includes no inhibitory 
effects of  the population of  species 1; that is, in the absence 
of  predators, the prey population would grow exponentially. 
Also, each predator consumes a number of  prey propor-
tional to the abundance of  the prey. For predators (species 
2), the per capita population growth rate is assumed to be

 1 dN2(t)—— ——— = δN1(t) – d2, N2(t) dt

where d2 is the death rate of  predators, assumed to be inde-
pendent of  the population of  prey. The coefficient δ repre-
sents the conversion rate of  prey to predators. This model 
also was developed by Lotka (1925) and Volterra (1926).
 The model assumes (e.g., Ricklefs 1979:602): (1) expo-
nential growth by the prey species in the absence of  preda-
tors (i.e., numbers of  prey are limited only by predation), 
(2) exponential decay by predators in the absence of  prey 
(mortality is independent of  the density of  predators), and 
(3) the rate at which prey are consumed is directly propor-
tional to the product of  the 2 species’ densities (which can 
be construed as the chance of  encountering one another if  
movements are random). The first 2 assumptions indicate 
that population growth of  each species is controlled by the 
other species; these assumptions can be relaxed by including 
a logistic-type self-inhibitory restraint on population growth 
rates. The third assumption can be replaced by any of  a vari-
ety of  choices (May 1973:81–84, Maynard Smith 1974:25–33).
 This model can be analyzed mathematically under the 
assumption there is no random variation. Depending on the 
values of  the parameters, 2 outcomes of  the model are fea-
sible: either the populations of  both species reach an equi-
librium point and remain there, or populations of  both  
species oscillate over time, with increases in the predator 
species lagging behind increases in the prey species. Most in-
vestigations of  actual populations of  predators and prey in-
volved invertebrate species in controlled laboratory situa-
tions; Tanner (1975) offered an exception that dealt with 
vertebrates. He concluded that vertebrate predator–prey 
systems were stable only if  the prey species limited its own 
population or if  it had lower (intrinsic) growth rate than  
the predator species. Populations of  snowshoe hares (Lepus 
americanus) and Canada lynx (Lynx canadensis), which have 
roughly equal growth rates, oscillate in a cyclic fashion. 
Caughley and Krebs (1983) provided a more general view of  
this issue.

 Powell (1979) applied predator–prey modeling to a com-
munity involving fisher (Martes pennanti) and its primary 
prey, the porcupine (Erethizon dorsatum). He prudently ex-
amined 5 variations and extensions of  the basic predator–
prey model, so the conclusions he drew would be less sus-
ceptible to assumptions underlying any single model. He 
also considered the effects of  2 alternative prey species. Al-
though space does not permit a detailed treatment of  the 
models here, Powell’s results suggested the community was 
stable, but that only small increases in fisher mortality could 
cause local extinction of  that predator.
 These general predator–prey models, like other models, 
are unrealistically simplistic. Nonetheless, they offer useful 
insight into the general behavior of  predator–prey systems, 
lead to more realistic models, and form the foundation for 
managing populations for optimal yield. Connelly et al. 
(2004) discuss situations where the predator is human.

PARAMETER ESTIMATION

In the previous discussion, we introduced theoretical mod-
els of  population growth under a range of  conditions and 
assumptions. Once a model is chosen for an analysis, it is 
necessary to estimate the parameters of  the model. In the 
discussion of  theoretical models, we illustrated some simple 
calculations of  parameter estimates, but in practice, these 
calculations are complicated and require the use of  a com-
puter for all, but the simplest models. How do we use a 
computer to estimate the parameters of  a particular model?
 To estimate a population parameter, say, a survival rate 
S, we first sample the population of  interest and then use 
statistical procedures to derive the estimate. Parameter esti-
mation has seen considerable recent growth, evolving from 
simplistic and often inflexible computer programs to more 
comprehensive ones. Several computer programs are avail-
able to aid parameter estimation, and new developments  
occur regularly. In this section, we outline a general ap-
proach to parameter estimation, briefly discuss how to ex-
amine whether a model “fits” the data, and introduce the 
reader to key computer programs used to estimate certain 
parameters.

Key Steps to Parameter Estimation
Once an underlying theoretical model is chosen for an anal-
ysis, there are several steps needed to obtain estimates of  
parameters. Modeling logically precedes the process of  pa-
rameter estimation, because it can identify important vari-
ables. Earlier, we introduced the concept of  a population 
model. Because we often are interested in predicting popu-
lation responses to one or more variables, we often develop 
and evaluate competing models to describe a population 
process, although a single model that included all covariates 
could be used.
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 Modeling is an iterative process in which multiple mod-
els (a model set) to explain the same phenomenon are com-
pared and a decision is made regarding the appropriateness 
of  one or more of  these models to describe the process 
(Williams et al. [2002a] provided a thorough review). The 
first and arguably most important step involves thinking 
about the process and developing a short list of  a priori 
biological hypotheses (Lebreton et al. 1992, Anderson and 
Burnham 2001, Burnham and Anderson 2002). These hy-
potheses should be based on the biological information 
available, should address the specific factors of  interest, and 
will form the basis for specific models in the model set. The 
building of  meaningful models should be guided by the de-
sire to answer “Why?” questions about the population of   
interest, rather than simpler “What?” questions that seek 
answers without much understanding of  the underlying 
processes. For example, it might be relatively easy to esti-
mate an annual survival rate for a particular species (a 
“What?” question). It is more difficult to understand factors 
that might influence annual survival, such as the health or 
condition of  the animal, its age, or the habitat where it re-
sides (the “Why?” questions). Ideally, model development 
should be guided by these questions, and analyses should 
seek to understand processes rather than simply describe 
patterns.
 Once a list of  hypotheses is formulated, we rely on com-
puters to help us choose one or more of  these models for 
inference and generate parameter estimates. Many models 
used in population analyses are based on the multinomial 
distribution and use such procedures as the method of  max-
imum likelihood to estimate the parameters (Williams et al. 
2002a), although other distributions and estimation proce-
dures are sometimes used (e.g., a Bayesian approach is espe-
cially useful for estimating variance components). Finally, 
the parameter estimates, whether survival rates or rates of  
population change, are obtained. Because different models 
often result in different parameter estimates, key questions 
are: Which model do I use for inference? Should the esti-
mates come from a single (best) model, or from a number 
of  potential models?
 The process of  deciding which model or models to use 
for inference is known as model selection. Model selection 
in itself  is a complex process (Franklin et al. 2001, Burnham 
and Anderson 2002). Model selection methods vary from 
traditional hypothesis-testing approaches (e.g., likelihood 
ratio tests) to more complex methods based on information 
theory (e.g., Akaike’s Information Criterion [AIC]; Akaike 
1973). The most popular model selection tool in wildlife sci-
ence currently is probably AIC (Burnham and Anderson 
2002), which optimizes the trade-off  between model fit and 
parsimony. In some cases, a “best” model may be chosen for 
inference, and parameter estimates from that model are 
used. However, in many situations, it may be desirable to 
use parameter estimates that reflect the uncertainty associ-

ated with selecting the “best” model. In such cases, parame-
ter estimates may be weighted by the strength of  evidence 
for each model, followed by computation of  the parameter 
estimates (Buckland et al. 1997, Burnham and Anderson 
2002). This practice is termed model averaging and is used 
increasingly often to present parameter estimates that in-
corporate the uncertainty in the model selection process 
(Box 15.6). Regardless of  the approach used, the estimates 
are reported along with a measure of  precision or uncer-
tainty (standard error or confidence interval).

Factors Affecting Parameter Estimates
Biologists should not be satisfied with simply estimating a 
parameter without gaining some understanding of  why the 
parameter varies and what it means. We are particularly in-
terested in answering the question: what affects the parame-
ter? There are several types of  factors, called covariates, that 
can affect a parameter, and these should be incorporated 
into an analysis if  possible.
 Some covariates are characteristics that apply at a group 
level. Gender (male versus female) or geographic location 
(site A versus site B) are examples of  group variables that 
may influence some parameters, such as survival rate. Some 
factors can vary in time, such as weather or day of  a nesting 
season. If  rainfall is believed to influence survival, then mod-
els incorporating some measure of  precipitation (e.g., total 
annual rainfall or daily rainfall) could be used to address this 
question. Both group and temporal sources of  variation can 
be easily incorporated into a population analysis using 
MARK and certain other software.
 In addition to group covariates, some factors that vary 
among individuals may influence a parameter of  interest, 
such as survival or reproduction (Franklin 2001, Pollock 
2002). The possible types of  these variables, called individ-
ual covariates, is almost endless, including measures of  body 
condition, size metrics, breeding history, genetic characteris-
tics, and many more. Each of  these captures some of  the in-
herent variation among individuals in any population and 
can be used to model the parameter of  interest. MARK 
handles individual covariates easily. The inclusion of  indi-
vidual covariates allows a more thorough exploration of  
mechanisms affecting the dynamics of  a population (Frank-
lin 2001).

Goodness-of-Fit Tests
Another key step in population analysis involves answering 
the question: does the model fit the data? To properly an-
swer this question, we must somehow test to see whether 
the statistical model is appropriate for the data. Generally, 
this check is done using a goodness-of-fit test. There are 
many goodness-of-fit tests available, each suited for a partic-
ular class of  models. The general procedure with any of  
these tests is to compare the data against the expectations 
under a particular model. For example, a band recovery study 
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would include releases and recoveries of  birds in multiple 
years. The underlying band recovery model (described ear-
lier) can be used to compute the expected number of  recov-
eries each year, given the assumptions of  the model. The 
expected recoveries are compared to the actual recoveries 
using a chi-square goodness-of-fit test. The model is judged 
to fit the data adequately if  the test result is clearly non- 
significant (e.g., the P value associated with the test statistic 
is much greater than a critical value of  α = 0.05); there is 
lack of  fit otherwise. If  the model fits, the analysis can pro-

ceed. If  there is a lack of  model fit, the analyst should scruti-
nize study design and model assumptions, try to uncover 
the source of  the lack of  fit, and make adjustments to the 
data to conform to model assumptions.
 Methods for testing model goodness-of-fit are limited to 
the simpler population models; there are no goodness-of-fit 
tests for complex models, such as the robust design. Com-
puter programs can compute goodness-of-fit tests for band 
recovery models (ESTIMATE, Brownie et al. [1985]) and the 
Jolly–Seber model (RELEASE, Burnham et al. [1987]; U-CARE, 

Box 15.6. The process of modeling and parameTer esTimaTion

To illustrate the concept of population modeling, we refer 

to a simple example: modeling the daily nest survival of 

the mountain plover (Dinsmore et al. 2002). The moun-

tain plover is a ground nesting bird of the Great Plains 

and has a mating system in which males and females in-

cubate separate nests. The nesting season spans mid-

May to early August. Of primary interest was whether 

male- and female-tended nests had different patterns of 

daily nest survival. Researchers also were interested in de-

scribing the within-season variation in nest survival, ex-

pecting that early nests survived better, because they were 

tended by older, more experienced adults. This a priori 

knowledge formed the basis for a set of 4 competing mod-

els: (1) daily nest survival of male- and female-tended nests 

differs (Sgender model); (2) daily nest survival of male- and 

female-tended nests differs, and within-year variation fol-

lows a linear time trend (Sgender+T model); (3) daily nest sur-

vival of male- and female-tended nests differs, and within-

year variation follows a quadratic time trend (Sgender+TT 

model); and (4) daily nest survival is constant, both within 

years and between genders (S. model).

 Each of these competing models was fitted using the 

nest survival model in program MARK (see table below), 

including model ranking by Akaike’s Information Criterion 

(AIC), delta AIC, the AIC weight (wi), number of parame-

ters (K), and deviance for each model (see Burnham and 

Anderson 2002).

Model AIC Delta AIC wi K Deviance

Sgender+TT 1,132.50 0.00 0.65 4 1,124.46
Sgender+T 1,134.96 2.45 0.19 3 1,128.94
Sgender 1,136.40 3.90 0.09 2 1,132.39
S. 1,137.02 4.52 0.07 1 1,135.02

On the basis of these results, what can we conclude 

about nest survival? Gender appears to have an effect, be-

cause the 3 best models contain this effect, and their AIC 

weights sum to 0.93. There also appears to be evidence 

of within-year variation in nest survival, and the form of 

that variation appears to be quadratic (this model has 

most of the weight: wi = 0.65). There does not appear to 

be strong evidence supporting similar nest survival rates 

by gender or constant rates over the nesting season.

 We are also interested in estimates of the daily nest 

survival rates. What is the probability that a nest will sur-

vive a day? Because the 2 best models contain temporal 

variation, it makes sense that daily nest survival rates vary 

over time. In the best model (Sgender+TT), daily nest survival 

rates begin at about 0.977 at the beginning of the nesting 

season, slowly decrease to a low of about 0.966 in mid-

season, and then gradually climb to peak at about 0.995 at 

the end of the nesting season. In the model with only gen-

der effects (Sgender), the daily nest survival rates are 0.971 for 

female-tended nests and 0.977 for male-tended nests. The 

model with neither gender effects nor temporal variation 

(S.) produces an estimate of daily nest survival of 0.975.

 How are we to choose which parameter estimate is 

best? In this example, we would be reasonably safe in 

basing inference on the best model, although a better ap-

proach would be to “average” the daily nest survival rates 

by allowing each model to influence the estimate pro- 

portional to its AIC weight. In this example, the model- 

averaged estimate of the first daily survival rate is Ŝ1 = 

0.974, which compares to the estimates generated from 

each model: Sgender+TT(Ŝ1 = 0.977), Sgender+T(Ŝ1 = 0.963), Sgender

(Ŝ1 = 0.971), and S.(Ŝ1 = 0.975). The model-averaged esti-

mate is close to the estimate from the best model, reflect-

ing the influence of its large model weight.
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Choquet et al. [2009a]). For other models, either goodness-
of-fit tests are lacking, or fit must be assessed using ad hoc 
methods or by such techniques as bootstrapping.

Computer Programs for Population Analyses
Computer programs to estimate population parameters have 
become more sophisticated, providing biologists with tools 
to estimate parameters, such as population size and rates of  
survival, fecundity, immigration and emigration, and popu-
lation change. There have been major advances in computer 
programs to facilitate these complex analyses. Formerly, bi-
ologists might have been responsible for learning multiple 
computer programs (e.g., JOLLY, JOLLYAGE, SURVIV, and 
others) to complete a population analysis. Many of  these 
programs are now unified in MARK (White and Burnham 
1999, White et al. 2001). MARK is a powerful and flexible 
program that allows most population parameters to be esti-
mated, provided the study is designed well and includes a 
sufficient sample of  marked individuals. This program re-
quires knowledge of  basic mathematical and statistical con-
cepts, and the serious population analyst should carefully 
study the user’s guide (Cooch and White 2009).
 MARK offers a wide range of  modeling features, includ-
ing (1) the ability to model group (e.g., gender or age classes) 
effects, (2) the ability to include individual (e.g., a measure 
of  body mass) or time-varying (e.g., daily precipitation) co-
variates (see Pollock 2002), (3) model selection using AIC 
(Akaike 1973), (4) the ability to model average parameter es-
timates across competing models to reflect model-selection 
uncertainty (see Burnham and Anderson 2002), (5) good-
ness-of-fit testing for some models, and (6) a Bayesian (Mar-
kov-chain Monte Carlo) modeling tool. MARK is available 
free at http://www.cnr.colostate.edu/~gwhite/mark/mark 
.htm. The detailed user’s guide for MARK also is available 
from the same link.
 MARK is certainly the most comprehensive computer 
program for population analyses, although other programs, 
such as POPAN (Arnason and Schwarz 1995, 2002; useful 
for the analysis of  open populations), M-SURGE (Choquet 
et al. 2005), and E-SURGE (Choquet 2007, Choquet et al. 
2009b), are widely used.

POPULATION VIABILITY ANALYSIS

A culmination of  our knowledge of  population biology is 
the ability to predict future population viability (Lande 1988, 
1993; Noon et al. 1999). The process of  making such predic-
tions using available population data is called population vi-
ability analysis (PVA; Boyce 1992). Two general approaches 
are used to make predictions: (1) the probability is estimated 
that a population of  a specified size will persist for a certain 
time period (PVA), or (2) the minimum viable population 
(MVP) needed for a population to persist for a certain time 

period is estimated (Shaffer 1987). In either case, an under- 
lying population model is used to make predictions about 
future behavior of  the population.
 Although appealing to biologists, good PVAs present 
many challenges (see White 2000). Making meaningful pre-
dictions requires a thorough knowledge of  the population 
processes, including detailed information on survival, repro-
duction, and other facets of  population dynamics, all based 
on studies that are replicated in space and time. Given ex-
pense and time requirements, few such studies exist. Most 
studies are hampered by sparse data, collected for only a 
few years and at one or a few sites. Should these types of  
studies form the basis for PVAs? The answer depends on the 
desired predictions. If  only a general idea about population 
persistence is sought, then predictions based on simpler 
studies might be useful, but only for planning purposes. If  
detailed predictions are sought (e.g., the conservation of   
an endangered species), then only data from long-term,  
replicated studies should be used. Computer programs, 
such as RAMAS Metapop 5.0 (Akçakaya and Root 2005) and 
VORTEX, are available commercially and can perform many 
of  the calculations associated with a PVA.
 As with all analyses discussed in this chapter, a thorough 
understanding of  assumptions is necessary to do a PVA. In 
PVAs, the behavior of  the population is influenced by de-
mographic parameters of  the population (e.g., survival rate), 
variation in those parameters (temporal and spatial varia-
tions), and individual heterogeneity (e.g., the genetic makeup 
of  an individual). These sources of  variation collectively 
constitute process variance, which refers to the real under-
lying variation in the population growth process. Making 
predictions about population persistence would be much 
easier if  such analyses were not confounded by another 
source of  variation (sampling variation). Sampling varia-
tion results from stochasticity (random events) in our mea-
sures of  these sources of  variation and from having only 
samples, not entire the population, measured.
 To realistically model population persistence, all these 
sources of  variation must be included in the population 
model. In addition, the underlying statistical distribution of  
demographic parameters (e.g., annual survival rate) across 
all individuals in the population must be included (White 
2000), resulting in increased persistence times for most pop-
ulations. This omission is common in many PVAs and yields 
results that are often too pessimistic. Another problem is 
that estimates of  process variation also typically include 
sampling variation that causes variances to be positively bi-
ased and PVA projections to be too pessimistic.
 As interest in making long-term population predictions 
increases, use of  PVA is likely to increase. The models them-
selves are appealing and offer useful predictions necessary 
for management decisions. However, many PVAs are plagued 
by too few data and a lack of  rigorous estimates of  demo-



p o p u l at i o n a n a ly s i s  i n  w i l d l i f e  b i o l o g y   379

graphic, environmental, and individual variation, thus re-
ducing their real utility to managers and conservationists 
(Boxes 15.7, 15.8).

INFERENCE

Once a population analysis is complete, we often desire to 
draw conclusions from the data. The process of  formulating 
hypotheses, testing those hypotheses against data, and then 
making conclusions based on the study results is a logical 
scientific process. Typically, we use inductive inference to 
use the results from localized studies to make broader state-
ments about a larger population of  interest. For example, 
we may estimate the annual survival of  mallards from a lo-

Box 15.7. an example of populaTion 
viaBiliTy analysis

A population viability analysis (PVA) is used to pre-

dict the future behavior of a population, usually re-

lated to specific management or conservation goals. 

As an example, consider the PVA for the California 

gnatcatcher (Polioptila californica), an endangered 

songbird of the Pacific Coast (Akçakaya and Atwood 

1997). Using multiple field studies, the authors gath-

ered information on vital rates (survival, dispersal, 

fecundity, etc.), habitat use, known range of the spe-

cies, and characteristics of the habitat patches the 

species occupied to build a detailed model for pre-

dicting future population behavior. The metapopula-

tion model incorporated spatial and stochastic varia-

tion and predicted sharp population declines and a 

high risk of extinction for this species. However, 

some parameters were poorly understood, leading to 

variation in estimates of persistence and uncertainty 

in the interpretation of some results. Modeling re-

sults could be used to suggest possible conservation 

strategies, and the authors suggested that such an 

exercise may prove useful for evaluating future man-

agement activities and conservation measures.

 This example provides a template for thinking 

about PVAs. Emphasis should be placed on estimat-

ing demographic parameters well, including multiple 

sources of population variation in the PVA model, 

and on a careful interpretation of the results. Models 

built in this manner can be informative and will pro-

vide useful tools for wildlife biologists.

Box 15.8. meTapopulaTions

Many animals occur in distinct patches of suitable 

habitat, rather than in a large continuous area. If they 

move freely among patches, we can treat them as a 

single population, because the dynamics are likely to 

be similar in all patches. If there is virtually no move-

ment among patches, the population in each patch 

should be treated separately, because they can display 

completely different dynamics. If there is limited move- 

ment among patches, the dynamics of the patches 

may differ, and extinction of a population in a patch 

can be overcome (rescued) by immigration from an-

other patch. This is the situation in which metapopu-

lation theory applies. A metapopulation is basically a 

population of populations.

 Richard Levins coined the term metapopulation 

around 1970 (Levins 1970). Interest in the topic has 

flourished, as exemplified by 2 edited volumes (Mc-

Cullough 1996, Hanski and Gilpin 1999). Metapopula-

tion dynamics clearly apply to populations that oc-

cupy naturally occurring patches of habitat. Moreover, 

increasing human-induced fragmentation of once- 

continuous habitats has made metapopulation theory 

more generally applicable. What used to be large ex-

panses of forest, for example, have been reduced to 

smaller stands of trees, surrounded by a landscape 

matrix of habitats unsuitable for many forest-dwelling 

species. Metapopulation theory has largely replaced 

island biogeography as a theoretical framework for 

thinking about fragmentation (Wiens 1996).

 Metapopulation theory resides at the intersection 

of numerous topics of interest to modern wildlife biol-

ogists, including landscape ecology, corridors that 

connect habitat patches, and source–sink population 

dynamics (Pulliam 1988). Further, it is key to popula-

tion viability analysis; an important consequence is 

that, because the dynamics of populations in separate 

patches may differ, metapopulation structure may en-

hance the viability of populations (Wiens 1996).

 Unfortunately, empirical studies involving metapop-

ulations, and methods to analyze them, lag far behind 

the theory. Acknowledging that many populations may 

occur as metapopulations, it is important to consider 

this topic and recognize that conclusions based on 

treating a population as continuous may be flawed.
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calized study in the Great Plains, but really desire to infer 
those results to all mallards in the Great Plains. How, then, 
do we correctly interpret the results of  a population analysis?
 In a population analysis, emphasis is typically placed on 
modeling one or more parameters of  interest, and different 
hypotheses about how the population behaves are imbed-
ded in different (competing) models. We then use model se-
lection procedures to come to some conclusion(s) about the 
system, whether it is that adult and juvenile survival differs 
or that improved body condition results in greater survival. 
We seldom use controlled experiments, although such stud-
ies offer more reliable results and increase the scope of  
inference.
 Results of  a population analysis can be interpreted in sev-
eral contexts, each directed at answering a different ques-
tion. How, for example, could we infer that improved body 
condition resulted in greater survival in male mallards? Ide-
ally, we would conduct a manipulative experiment in which 
body condition was experimentally controlled (keeping all 
other factors constant), and then measure the resulting 
effect(s) on survival. This experiment might allow us to in-
fer causation with some confidence; we could then say that 
improved body condition does result in greater survival in 
male mallards. But what happens if  we cannot conduct a 
manipulative experiment? In this example, we would proba-
bly attempt to mark a sample of  male mallards of  known 
body condition and then estimate survival in the presence 
of  that variable. We could build models with and without a 
body condition effect on survival and then compare those 
models to see which receives better support. In this exam-
ple, we could not infer causation, but would instead demon-
strate a correlative relationship between body condition and 
survival, the strength of  which would depend on sample 
size, study design, and the actual relationship itself.

SUMMARY

This chapter introduces numerous methods for analysis of  
wildlife population data. From the simplest (but often biased) 
estimate of  observed survival to complex models to esti-
mate survival as it relates to biological processes, today’s 
wildlife biologist has many tools to estimate parameters of  
interest. We began by introducing theoretical models of  
population growth, including such concepts as exponential 
and logistic growth, birth and death processes, and age ef-
fects. We considered situations in which population growth 

also depended on numbers of  another species, either a com-
petitor, or a prey or predator. Next, we discussed parameter 
estimation. Given data and a set of  models, how do we gen-
erate an estimate of  a parameter of  interest? We empha-
sized computer-based modeling of  population processes 
and the need to model complex biological processes as 
functions of  a variety of  variables, including environmental 
factors, age or gender, and variables particular to an individ-
ual. We briefly covered methods for predicting the long-
term viability of  a population and concluded with a section 
on inference, or how we draw conclusions from data. Each 
of  these components is vital to a proper analysis of  popula-
tion data, and the entire process is intended to contribute to 
our collective scientific knowledge.
 Given the diversity of  approaches that can be taken, how 
is a wildlife biologist to choose? The choice ultimately depends 
on the specific objectives of  the study. An analysis should in-
clude those relationships and variables suspected of  being 
most influential on the dynamics of  the population under 
study. Parameters are of  interest because they can help de-
scribe complex population processes and lead to a better un-
derstanding of  factors that influence the population. The 
trade-off  between simple and complex models is difficult: 
simple models are tractable, but may overlook key processes, 
whereas a complex model may satisfy only its builder.
 Wildlife management in essence is based on only 2 pri-
mary tools, manipulation of  habitat and control of  harvest. 
These activities are effective only if  they influence in the de-
sired manner the population dynamics of  the target species. 
To evaluate their actions and know they are doing the right 
thing, managers must understand those dynamics.
 Methods for analyzing population data continue to change 
rapidly, and they will likely continue to do so into the fu-
ture. The past decade has seen rapid advances in such topics 
as model selection, numerical approaches to parameter esti-
mation, the handling of  covariates in an analysis, and model 
averaging, to name a few. But other topics, such as individ-
ual heterogeneity, how to handle missing data, and goodness-
of-fit testing, still await the development of  rigorous ap-
proaches. Still other topics, among them Bayesian approaches 
to capture–recapture modeling and the use of  genetic capture–
recapture methods, are seeing widespread application to 
contemporary population analyses. With frequent method-
ological and technological advances, approaches to popula-
tion analysis continue to evolve rapidly to make this an ex-
citing and important discipline of  wildlife biology.



kenneth f. higgins, 
kurt j. jenkins,  
gary k. clambey, 
daniel w. uresk, 
david e. naugle, 
robert w. klaver, 
jack e. norland, 
kent c. jensen, and 
william t. barker

16

INTRODUCTION

WH AT IS THE UTILITY of  vegetation measurements for wildlife 
managers? In the prairie, savanna, tundra, forest, steppe, and wetland 
regions of  the world, mixtures of  plant species provide wildlife with 

food, cover, and in some circumstances, water; the 3 essential habitat elements nec-
essary to sustain viable wildlife populations. Habitat refers to use of  a vegetation 
type by an animal (e.g., deer habitat), and vegetation type refers to differences in 
vegetation stands (e.g., marsh vegetation type versus tall grass prairie vegetation 
type; Hall et al. 1997). The variety of  wildlife using plants ranges from snails and 
voles to bison (Bison bison) and elephants (Loxodonta spp.) in uplands and from mos-
quitoes and ducks to muskrats (Ondatra zibethicus) and manatees (Trichechus mana-
tus) in wetlands. Through evolutionary processes, some wildlife species are totally 
dependent on vegetation for all annual life requirements, whereas other species use 
vegetation only for cover or food. Regardless of  the role of  vegetation in the suste-
nance of  wildlife, any management or research project that requires evaluation of  
wildlife and vegetation type relationships on a unit of  land will necessitate some 
form of  vegetation measurement.
 The term vegetation can refer to a single plant or species on a specific site or a 
community in the landscape. Vegetation may occur naturally or be introduced, and 
it may be live or dead. Uses of  vegetation measurements are many: (1) evaluation of  
vegetation response to management, (2) estimation of  carrying capacity, (3) charac-
terization of  cover and habitat components for an endangered species, or (4) long-
term monitoring of  the general trend of  plant vigor or vegetation type condition.
 Surveying and measuring quantity and quality of  vegetation in habitats are ba-
sic to wildlife research and management. Grassland, shrubland, and woodland veg-
etation types are comprised of  populations in which individual plants are usually too 
numerous to inventory completely. Consequently, wildlife biologists usually use 
sampling techniques to make inferences about the total plant population in a given 
vegetation type.
 Vegetation sampling methodologies have evolved in several ecological disci-
plines (e.g., plant ecology, forestry, and range science) and for a variety of  manage-
ment or research objectives (e.g., estimating forage for ungulates and describing 
habitat use by passerine birds). Description of  every method that has been used to 
sample vegetation is beyond the scope of  this chapter. We describe how to measure 
vegetation structure, which Dansereau (1957) defined as the spatial organization 
(distribution) of  individuals that form a stand. We have organized this chapter into 

Vegetation Sampling  
and Measurement
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a description of  basic methods of  vegetation sampling, with 
examples of  how those methods have been applied or modi-
fied in wildlife research and management. We assume the 
investigator has adequate knowledge of  the concepts of  wild- 
life ecology, primary habitat requirements of  wildlife spe-
cies under study, and ability to systematically identify the 
species of  wildlife and vascular plants in the geographic area 
of  the investigation.

INITIAL STEPS IN SAMPLING VEGETATION

Development of Objectives
The critical element of  any project, whether management 
or research, is defining objectives. Data should not be col-
lected if  a project has neither an objective for vegetative 
measurements nor a defined use for each type of  measure-
ment. Collecting vegetation data is time consuming and of-
ten difficult, and that time should be used to meet well- 
defined objectives. It is important to review management or 
research plans to ensure the information being collected  
fulfills the objectives and that critical information is not 
neglected.
 Objectives must be specific. They should include what 
will be sampled, when it will be sampled, and where it will 
be sampled. Although these factors often are taken for 
granted, their identification requires the investigator to 
make a thorough analysis of  the biology of  the wildlife spe-
cies to be studied, factors that relate to the study, and man-
agement or research needs. Elzinga et al. (1998) elaborate 
on components of  vegetation sampling objectives and pro-
vide examples of  effective measurement objectives.

General Aspects of Vegetation
After listing the objectives of  the study and primary habitat 
requirements of  the wildlife species under study, one then 
may identify which aspects of  the vegetation to sample. 
Some or all of  the following may be important in describing 
primary wildlife habitat requirements:

1. species composition,
2. vertical and/or horizontal spatial distribution,
3. temporal variation in structure,
4. biomass,
5. overall stand structure, and
6. surrounding environment (landscape structure).

 A reconnaissance survey of  an area is usually sufficient 
to provide the investigator with an overview of  vegetation 
structure. Reconnaissance can be done on the ground or 
with aerial photography. In either instance, the objective of  
a preliminary survey is to decide whether to sample, iden-
tify what to sample, and determine which environmental 
factors will influence how and when to sample.
 Consider the following example. Suppose the goal of  a 
study is to inventory potential natural nesting sites for wood 

ducks (Aix sponsa). The wood duck nests only in cavities in 
trees. Because nesting cavities within a reasonable distance 
of  water are a primary habitat requirement of  wood ducks, 
3 objectives are to

1. quantify the number of  wood duck nesting cavities, 
2.  identify the species of  trees containing the cavities, 

and
3. calculate the age-distribution of  trees with cavities.

 Assume that a reconnaissance survey has revealed the 
study area is a riparian system with a permanent stream, ri-
parian vegetation bordering the stream, and farmland bor-
dering the riparian vegetation. Because wood ducks nest in 
trees, one would not sample the area with crops, but would 
sample the riparian vegetation. A sample would be designed 
to randomly select a number of  trees for examination. The 
objectives require identifying the species of  trees in which 
wood duck cavities occur. Because we are interested in esti-
mating the number of  potential nest cavities, our sample 
will need to provide an estimate of  tree density, one aspect 
of  horizontal spatial distribution. We are not, however, in-
terested in heights of  cavities; thus, vertical distribution will 
not be of  interest. Cavities often are present in older and 
larger trees and in dead trees, and the age distribution of  
trees is important. In addition, dead trees are likely to be 
blown over in windstorms, and we may decide to mark cav-
ity trees and follow them over time to measure the rate of  
loss. Biomass of  trees is not of  interest; however, if  a mast 
crop is produced by the trees, we would be interested in bio-
mass of  mast, a food item of  wood ducks.

Study Site Selection
Study site selection is a critical phase of  any vegetation 
study and is directly related to the objectives. If  the objective 
is to describe vegetation conditions in relation to patterns of  
animal distribution or abundance, location of  vegetation 
plots may be influenced by locations of  animal observations 
or by wildlife population sampling objectives. If  the objec-
tive is to describe vegetation conditions of  selected habitats, 
the first issue is to define the targeted sample population 
and develop an appropriate sampling frame, following sam-
pling principles described by Garton et al. (2005). Elzinga et al. 
(1998) provide a thorough overview of  the step-by-step pro-
cedures for vegetation surveys.
 A variety of  factors influence selection of  study sites (e.g., 
topography, elevation, slope, aspect, soil type, management 
history, distance to human-caused disturbances, and vegeta-
tion). Generally, one is interested in selecting sites that are 
similar to one another, and care must be taken to select sites 
so the intersite variation is natural and not affected by some 
factor not accounted for in the objectives and design of  the 
study. This step may require mapping of  the project area, 
so that all vegetation types, their locations, and their sizes 
are enumerated. The objectives may require that samples be 
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taken in all or in only several sites containing a certain habi-
tat type.
 The size of  the study site must be sufficiently large, so 
that vegetation characteristics being measured are not influ-
enced by adjacent habitat types (often called edge effect). 
Edge effect may increase the variation in the sample. Unless 
such variation is explained by the sampling design (Garton 
et al. 2005), the results of  the sample will be biased with re-
gard to the objectives of  the study. For example, if  one were 
to sample browse production in a 100-ha stand of  upland 
willow (Salix spp.), one would avoid sampling adjacent to 
the edge of  a vegetation type that offered resting cover for 
moose (Alces alces), because those plants measured in close 
proximity of  resting cover likely would have higher use (and 
perhaps lower levels of  production) than plants measured in 
the middle of  the willow stand.
 Visualizing how vegetation sampling plots, or plots along 
a transect, will appear in field applications can be difficult. 
Many layout designs are possible (Figs. 16.1–16.3), and the 
final choice of  a design also will depend on the objectives 
and requirements of  the statistical analysis. For those not fa-

miliar with statistical principles of  sampling, it is important 
to consult a biometrician before committing project resources 
to vegetation sampling. 

PREPARATIONS AND GETTING STARTED

Leadership
Vegetation sampling is time consuming and demanding  
(Table 16.1). Good leadership is essential to maintaining en-
thusiasm and quality of  data collection. The principal inves-
tigator can demonstrate leadership by (1) being enthusiastic 
and knowledgeable about the study area, research design, 
equipment, plant identification, and data collection; (2) be-
ing organized and efficient during all aspects of  vegetation 
sampling; (3) explaining to other team members how the 
data will be used to make decisions on resource manage-
ment; and (4) doing his or her share of  the data collection. 
The principal investigator also should listen to suggestions 
from team members. They often have ideas that make data 
collection more efficient. Explaining the entire project, an-
swering questions, and incorporating appropriate sugges-

Fig. 16.1. Random (left) and systematic (right) 
distribution of quadrats with and without use of 
transect lines on a site with 3 different vegetative 
cover types.

Fig. 16.2. Systematic and random placement of quadrats with grid 
coordinates.

Fig. 16.3. Examples of patterns of quadrat placement along per-
manent transect lines.



Table 16.1. Representative times to complete a transect or a number of plots for different vegetative sampling techniques in 
various habitats or for different purposes. The numbers are relative, so they may not apply to a specific project; however, they 
should help the investigator during initial planning. The times were derived from published literature, personal communication, 
and personal experience.

Sampling technique Vegetation type Estimated timea Numberb Reference

Grassland
30.5-m transect, line intercept method for   1.8–2.5 hr/transectc  Johnston 1957
 basal area  
30.5-m transect, point quadrat for basal area  0.5–0.8 hr/transectc  Johnston 1957
30.5-m transect, loop method for basal area  0.3–0.4 hr/transectc  Johnston 1957
0.30-m2 clipped plots California annual grasses 7 min/plot  Reppert et al. 1962
2.9-m2 circular plots, clipped all species Southeastern U.S. 32 min/plot, one person  Hilmon 1959
Single-point basal hit sampling Tallgrass prairie 7 hr/3,000–4,000 points/3 persons ∼25 ha Owensby 1973
Foliage density readings (Robel et al. 1970) Any grassland 8 hr/1,000 readings/2 persons 10 sites J. M. Callowd

Nudds-board foliage density readings  Any grassland 8 hr/100–200 readings/2 persons  L. D. Flaked

 (Nudds 1977) 
10-pin point frame (Smith 1959) Mixed and tallgrass 8 hr/4,000–6,000 points/2 persons  L. L. Mansked

10-pin point frame (Smith 1959) Wet meadow wetland 8 hr/2,000–3,000 points/2 persons  L. L. Mansked

Shrubs
Shrub dimension/production estimates Boreal forest 2 hr/25 plants/2 persons  Peek 1970
3-m × 5-m clipped plots Boreal forest 24.7 hr/17 plotsc  Bobek and Bergstrom 1978
Height × diameter measurements in 3-m ×  Boreal forest 2.3 hr/21 plotsc  Bobek and Bergstrom 1978
 5-m plots 
Clipped plots Southern forest 10–50 plots/2 person-days 28–158/site Harlow 1977
Twig length method to measure browse use Montane shrub 50 min/50 plants/2 persons 50/site Jensen and Scotter 1977
30.5-m2 plot, weight estimation for twig  Eastern deciduous forest 1.5 hr/41 plots/2 persons  Shafer 1963
 production 
30.5-m2 plot, twig count for twig production Eastern deciduous forest 1.5 hr/39 plots/2 persons  Shafer 1963
30.5-m2 plot, clip and weigh for twig  Eastern deciduous forest 6.5 hr/37 plots/2 persons  Shafer 1963
 production 
30.5-m transect, sample every 0.30 m for  Chaparral 7 min/transectc 4–26/site Heady et al. 1959
 shrub cover 
30.5-m line intercept for shrub cover Chaparral 16 min/transectc 9–13/site Heady et al. 1959
0.1-m × 0.5-m quadrats for shrub cover Shrub steppe 15–30 min/80 quadrats/2 persons  Hanley 1978
1.2-m × 7.6-m plot for shrub cover mapping Shrub steppe 12 plots/day/2 persons  Pickford and Stewart 1935
1-m × 5-m quadrats for shrub density Boreal forest (postburn) 50 quadrats/dayc  Oldemeyer and Regelin 
     1980 
Trees
0.1-ha circular plots Upland forest 10–15/dayc 5–20/site Lindsey et al. 1958, James 
     and Shugart 1970
Point-centered quarter method Upland forest 20–50/day 10–50/site Lindsey et al. 1958, James  
     and Shugart 1970
Bitterlich variable radius sampling Upland forest 40–75/dayc 10–50/site Lindsey et al. 1958, James 
     and Shugart 1970
Camera on stick to analyze cover from  Grassland 36 scanned images in 2.5 hours  Bennett et al. 2000 
 33-mm slides 
Visual obstruction readings Grassland 20 stations/transect in 25 minutes  Benkobi et al. 2000
Clipped quadrats Grassland 6 (0.25-m2 circular) in 45 minutes  Benkobi et al. 2000

a Estimated time necessary to complete a plot, a practicable number of  sample plots, or a transect by 1–3 persons.

b Minimum number or range of  plots usually necessary to characterize the community’s vegetative structure.

c One or two persons were used to collect data in specified time.

d Personal communication; J. M. Callow is biologist with U.S. Fish and Wildlife Service, Woodworth, North Dakota; L. D. Flake was former biologist with South Dakota Fish and 
Game Department; and L. L. Manske is with North Dakota State University, Dickinson.
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tions will make team members feel they are an integral part 
of  the project (and they are!).

Initial Planning and Preparation
Considerable office preparation is required before the team 
goes into the field to conduct a vegetation study. The devel-
opment of  a list of  supplies and equipment necessary to 
complete the task (Table 16.2) is an important first step. 
Equipment lists will vary, depending on sampling objectives 
and whether sampling is in grasslands, wetlands, shrub-
lands, or woodlands. These lists should be all-inclusive and 
should include everything from the number of  pencils, 
color of  data sheets and plot markers, and size and shape of  
the sampling frame to calipers, photometers, seed traps, and 
field vehicles.

Data Forms
Develop forms for recording the field data. Major advances 
have been made with entry of  field data directly into laptop 
computers at the time of  sampling. Remember to electroni-
cally download and store information daily and backup digi-
tal data to avoid costly loss of  information. Alternately, field 
data forms can be developed to facilitate simple mathemati-
cal analysis with conventional calculators or entry onto a 
personal computer for detailed and complex analysis. In  
either situation, a set of  instruction codes defining what is 
represented by each number or letter entry should accom-
pany each field data form. Team members must understand 
the meaning of  zeros and blank spaces. Although a blank 
space usually means no value was available to measure or 
no attempt was made to make a measurement, we have 
found that a hash mark rather than a blank space reduces 
confusion about whether the blanks were accidental or in-
tentional. We suggest use of  different color forms for differ-
ent sampling tasks to aid organization and recording effi-
ciency. For example, one color might be used for sampling 
shrub density and another for herbaceous cover when both 
were measured at a site and required use of  2 different sam-

pling techniques. White paper reflects direct sunlight, and 
the investigator may want to use colored paper to reduce 
eyestrain. Waterproof  or water-legible paper is more conve-
nient and reliable than regular bond in regions with fre-
quent rainfall or snow.

Preliminary Field Test
It is important and useful to conduct a small-scale prelimi-
nary field test of  a site before initiating full-scale sampling 
with the entire team. This field test provides the investigator 
with an opportunity to identify and collect plants for field 
mounts (Burleson 1975) for technician use, evaluate and test 
equipment and sampling methods, evaluate and adjust ex-
perimental design, and make final estimates of  the time re-
quired to complete the work. Many research projects and 
surveys that were designed in the office have been completely 
abandoned after the first day of  fieldwork, because the in-
vestigator failed to test the procedures and equipment un-
der field conditions.

Training the Field Crew
An important step to maximize field efficiency is to properly 
train field assistants. Field assistants should have a thorough 
understanding of  the safe and proper use of  equipment, be 
familiar with the plants and study area, understand the cor-
rect methods for collecting and recording the data, and 
thoroughly understand the rationale of  the study so that, in 
the principal investigator’s absence, they can make an intelli-
gent and informed decision when an unforeseen situation 
arises. We have found that several questions and concerns 
arise during the first week of  data collection even when  
the crew is adequately trained. We suggest that each day 
end with a short meeting of  the entire field crew to answer 
questions, inspect data forms for completeness and legibil-
ity, and discuss problems encountered in collecting data. We 
suggest that experienced members be teamed with those 
less experienced and that membership rotate daily if  the 
field crew is divided into smaller teams for collecting data. 
Daily rotation of  field teams increases the number of  ques-
tions that arise early in the project, and the prompt settle-
ment of  problems results in more uniform collection of  
data and builds better rapport among crew members.
 The principal investigator or field team leader is respon-
sible for quality control of  the project. We recommend the 
principal investigator spend at least one day working with 
each crew member early in the field season. This practice 
provides the opportunity to discuss the project more fully, 
provide assistance and guidance in field methodologies, dem-
onstrate enthusiasm about the project, and learn more about 
the background and interests of  the individual crew mem-
bers. These recommendations all contribute to building a 
quality field team and improving the quality of  data col-
lected. An important point is to make sure all crew mem-

Table 16.2. Supplies and equipment needed in the field for 
vegetation sampling

Data forms and notebooks Camera and film or digital camera
Pencils and ink pens Hammer, hatchet, and knife
Rulers and tape measures Transect markers
Plant identification guides Shovel and hand trowel
Plant press Global Positioning System unit
Tags and plastic bags Metal tags and wire
Quadrat frames Sunscreen lotion
Cover board or poles Insect repellent
Point frame Hand gloves
Hand magnifying lens Backpack on frame
Maps and aerial photos Compass
Laptop computer or data logger Batteries and chargers
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bers have a personal stake in the quality of  data collected. 
Emphasize creating a sense of  ownership in the outcome of  
the project.

TECHNIQUES FOR SAMPLING VEGETATION

Frequency of Occurrence
Frequency is the proportion of  sample units in which a spe-
cies occurs (Bonham 1989). If, for example, 50 small plots 
were examined in a study site and bitterbrush (Purshia tri-
dentata) occurred in 20 of  those plots, the frequency of  
bitterbrush would be 20/50 × 100, or 40%. Frequency is an 
easy attribute to estimate, because the plant either occurs in 
the sample unit or it does not (Fig. 16.4). Frequency is a use-
ful characteristic for describing distribution of  plants in a 
community, and it is a measure that is related to plant den-
sity (Mueller-Dombois and Ellenberg 1974). It also is useful 
for monitoring changes in the plant community over time 
or comparing different communities (Bonham 1989). If  fre-
quency is low (15%), plants have an aggregated distribu-
tion (occur in clumps) in the community. When frequency 
is high (>90%), plants are uniformly distributed. Most sta-
tistical procedures rely on plants being randomly distrib-
uted, (i.e., having a frequency of  63–86%; Bonham 1989:92). 
Wild plants generally have an aggregated distribution that is 
related to the morphological characteristics of  the species in 
the community, the extent and nature of  competitive inter-
action among individuals and species, and environmental 
patterns (e.g., differences in soil characteristics, fire history, 
or herbivory; West 1989). Thus, each species may have its 
own distributional pattern, and the pattern of  the plant 
community may be different from those of  component spe-
cies. Sampling methods to deal with complex plant distribu-
tion patterns are not adequately developed (West 1989). In 
an attempt to identify a best method for sampling complex 
communities, Etchberger and Krausman (1997) evaluated 5 

methods for measuring plant species occurrence in complex 
desert vegetation communities, where they had a complete 
census of  the vegetation. They found that using a line-
intercept method, whereby the plants that intercept the line 
are counted as hits rather than measuring the length of  veg-
etation canopy intercepting the line, most closely estimated 
the true vegetation census. 
 Frequency varies with size and shape of  the sample unit 
when compared over time or among communities. Conse-
quently, sample unit size and shape must remain constant, 
because it is difficult, if  not impossible, to compare frequency 
data among sampling sites when different sizes and shapes 
of  quadrats have been used. The size and shape of  the sam-
ple unit is a function of  whether one is sampling herbaceous 
vegetation, shrubs, or trees. Cain and Castro (1959:146) rec-
ommended sample unit sizes for herbaceous vegetation 
(1–2 m2), tall herbs and low shrubs (4 m2), tall shrubs and 
low trees (10 m2), and trees (100 m2)
 When the total vegetation of  a community is sampled, 
one size of  sample unit will not adequately sample frequency 
for each form of  vegetation. The mean frequency of  the 
several species in a given vegetation form should not be 5% 
or >95% (Hyder et al. 1965). Nesting plots of  different sizes 
within each other can solve this problem. Preliminary sur-
veys of  vegetation may be made using the size recommen-
dations of  Cain and Castro (1959). Further refinements of  
sample unit size may then be made by use of  the relation-
ship between density and frequency suggested by Hyder et al. 
(1965).
 Plots may be square, rectangular, or round. Ordinarily, 
plot boundaries are either marked or measured to size with 
a ruler or tape measure, or they are defined by the inside di-
mensions of  a frame (Fig 16.4). Frames may be of  perma-
nent shape and made of  welded steel rod or some other 
rigid material, or they may be collapsible and made with 
hinged wood products or jointed polyvinyl chloride (PVC) 

Fig. 16.4. Color demarcation and subplot frame 
attachments (bottom) also are used to provide 
quick representation of percentage of frame 
coverage by vegetation.
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pipe. Collapsible frames are useful when they enhance effi-
ciency of  placement on the ground or travel to remote ar-
eas that are inaccessible to vehicle use. We have found that 
frames with one open end are useful for placing the plot 
around shrubs or other obstructions in shrubby terrain.
 Frequency also may be measured with points. A pin 
(knitting needle or pointed, small-diameter steel rod) is low-
ered to the ground over herbaceous cover and will either hit 
or miss a plant part (Fig. 16.5). The percentage of  hits gives 
an estimate of  the frequency of  a species. A single pin may 
be used to measure frequency (or cover; Owensby 1973), or 
commonly, a frame containing several (usually 10) pins is 
used, and pins may be positioned vertically or at an inclined 
angle. Spacing of  the pins in the frame is dependent on the 
vegetative type, but it is commonly 4–15 cm (Hays et al. 
1981). Although the point frame can be placed in random 
locations, pins are usually spaced systematically. Single point 
sampling is self-descriptive. Cook and Stubbendieck (1986) 
provided useful suggestions for making a 10-pin frame. 
Along a 10-pin frame (Fig. 16.5), the same plant may be in-
tercepted more than once in communities with large or 
clumped plants. This duplication can result in overestimates 
of  cover for those species (Bonham 1989). 
 Sample size is a consideration when frequency is esti-
mated. Frequency data have a binomial distribution, and 
confidence limits are wide for small samples. Grieg-Smith 
(1964:39) recommended that >100 sample units be read 
to obtain estimates that provide reliable comparisons from 
one community to another or over time. With a 10-point 
frame, data from 1,000 (100 frames) points (hits) are usually 
sufficient to describe grassland vegetation at one location, 
whereas fewer points (200–500; 20–50 frames) usually will 
provide data similar to those from a single-point method 
(Goodall 1952).

Density
Density is the total number of  objects (e.g., individual 
plants or seeds) per unit area. One advantage of  the density 
parameter is that count data are straightforward to obtain 
and interpret, and results obtained from different methods 
are directly comparable (Gysel and Lyon 1980). A disadvan-
tage of  measuring shrub density is that data are tedious to 
obtain and often are excessively variable. Such variability re-
quires an often prohibitively large sample size for statistical 
reliability. Density is a useful and often important measure-
ment for evaluation of  wildlife habitat for bunchgrasses,  
annual grasses and forbs, some shrubs, and trees. However, 
by itself, density is not an adequate descriptor of  a plant 
community, because it does not provide information about 
how plants are distributed in the community. Combined 
with frequency, density provides a good description of  a 
plant community. Combined with biomass of  individual 
plants, density may provide estimates of  total biomass in a 
plant community.

 

The definition of  an individual plant poses a problem when 
density is sampled. For perennial grasses and forbs, and 
shrubs that produce several stems from below ground, defi-
nition of  an individual plant may be impossible or not suf- 
ficiently important to warrant the effort or the potential  
error. However, individual plant identity may be necessary 
in studies of  plant succession, whereas counting the number 
of  stems, etc., may be sufficient when the objective is to 
quantify cover or food availability. In these situations, fre-
quency combined with some other measurement, such as 
cover, may provide more useful descriptions of  the plant 
community. For shrubs, the problem is best resolved either 
by counting stems at ground level, thereby eliminating the 
need to define an individual shrub, or by establishing a dis-
tance criterion to define individuals arbitrarily. For example, 
Lyon (1968a) considered stems rooted ≤15 cm of  one an-
other to represent a single shrub, whereas those sprouting 
≥15 cm apart were counted as separate individuals.

Quadrat Methods
Density can be measured with either quadrats or plotless 
methods. Quadrats are frames made of  materials with fixed 
boundaries and are placed over vegetation to demarcate an 
area in which plants are counted, whereas plotless methods 
make use of  ocular estimates. If  quadrats are used, the in-
vestigator must distribute quadrats of  uniform size repre-
sentatively throughout each experimental unit and then 
count each individual in each quadrat. Quadrats require 
that 3 characteristics be considered (Bonham 1989): (1) dis-
tribution of  the plants, (2) size and shape of  the quadrat, 
and (3) number of  observations needed to obtain adequate 
estimates of  frequency and density.
 Sample frames typically are rectangular, square, or circu-
lar. Rectangular plots have the largest perimeter per unit 
area and hence the most edge, where decisions must be made 
about including or excluding a plant. Circular quadrats of-
ten are more efficient to use than square or rectangular 

Fig. 16.5. An inclined 10-pin frame for frequency estimates.
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quadrats. Sampling in circular quadrats also is effective for 
characterizing the vicinity around a point of  interest, such 
as a nest, a den location, or a feeding or resting site. A re-
view of  recent wildlife habitat studies reveals frequent use 
of  circular quadrats, that are typically in the range of  0.01–
0.1 ha (e.g., Hirst 1975, Pierce and Peek 1984, Ratti et al. 
1984, Wiggers and Beasom 1986, DeGraaf  and Chadwick 
1987, Edge et al. 1987, Bentz and Woodard 1988). For these 
areas, the radius of  a quadrat would range from 5.6 to 
17.8 m. Increasing the size of  a quadrat generally results in 
lower variance and reduces the perimeter:area ratio (Bon-
ham 1989). Numerous studies have evaluated quadrat size, 
and no consistent recommendation has been made about 
the size to use for herbaceous vegetation, shrubs, or trees.
 For herbaceous vegetation, 1-m × 1-m quadrats frequently 
are used (Bonham 1989). However, in dense vegetation, 
smaller quadrats, such as 20 cm × 50 cm, may be appropri-
ate (Daubenmire 1959). Eddleman et al. (1964) compared 
quadrats of  4 sizes and several shapes in alpine vegetation. 
They recommended against using 100-cm2 plots because 
of  high standard deviations and highest frequencies of  50%. 
Even though plot sizes >400 cm2 provided similar esti-
mates of  density, they favored 400-cm2 rectangular plots, be-
cause the chance for counting error was reduced and fewer 
rectangular plots were required (compared to square plots 
of  the same area) to obtain a 10% standard error of  the 
mean.
 Quadrats sufficiently large to contain an average of  4 in-
dividuals have been recommended in shrub communities 
(Curtis and McIntosh 1950, Cottam and Curtis 1956). Al-
though quadrats as small as 1 m2 have been used to measure 
shrub density (Alaback 1982), 4–10-m2 plots are more com-
monly selected (Irwin and Peek 1979). Oldemeyer and Rege-
lin (1980) recommended a 1-m × 5-m quadrat over a 2-m × 
5-m quadrat in an Alaskan shrub community, because the 
smaller one provided nearly the same precision and required 
only one-half  the sampling time as the larger quadrat. Rect-
angular plots have advantages over square and circular plots 
in aggregated shrub communities, because they have the 
greatest chance of  overlapping individual clusters of  shrubs. 
A rectangular quadrat 1-m wide of  any length may be delin-
eated easily by marking one long side of  the rectangle with 
2 chaining pins and a chain, and using a meter stick to de-
fine the remaining boundaries while one counts shrubs along 
the strip as the meter stick passes over them.
 Quadrats must be quite large when trees are sampled, 
typically in the range of  0.01–0.1 ha. Curtis (1959) used 
square quadrats 10 m on a side (0.01 ha) in deciduous and 
coniferous forests of  Wisconsin. Mueller-Dombois and El-
lenberg (1974) concluded that forest quadrats typically 
should be squares of  10 m or 20 m on a side (0.01 ha or 
0.04 ha). Quadrats can be positioned with tape measures or 
other measuring devices and surveyor’s pins after sampling 
points are located. This measurement might require consid-

erable time and effort in dense vegetation or in some types 
of  terrain. To reduce that time, Penfound and Rice (1957) 
proposed using an elongated 0.0004-ha quadrat established 
by measuring the width of  one’s outstretched arms and 
then, knowing the average pace length, walking the appro-
priate number of  paces along a compass line and recording 
the trees within reach. It is important to realize that, al-
though this method is faster to implement under natural 
forest conditions, the area sampled is approximate, and ac-
curacy is sacrificed without careful attention. Further, the 
advent of  laser rangefinders now favors use of  circular 
plots as an alternative, relatively quick method of  estimat-
ing tree density. From any established plot center, the field 
biologist using a laser rangefinder may quickly estimate dis-
tances of  trees from plot center. Thus, the biologist may 
quickly count all trees present within a predetermined fixed 
radius. The method has the added advantage of  minimizing 
the perimeter:area ratio of  the sample plot, but care must 
be exercised to ensure the laser rangefinder being used is 
both accurate and precise.
 The number of samples measured varies from commu-
nity to community and among the different vegetation forms 
in a community. Because many species are not randomly 
distributed, variation normally is quite high, and number of  
samples required is quite large. To calculate sample size, 
one can use results from the preliminary field test to obtain 
an estimate of  the variance for use in the sample size equa-
tion (Garton et al. 2005). Frequently, less common species 
require a larger number of  samples than do the more com-
mon species. For example, to obtain a 10% standard error 
of  the mean in a 10-cm × 40-cm plot, Eddleman et al. (1964) 
concluded that 816 plots would be required for a species 
with a density of  0.13 (no area units given), whereas 69 
plots would be required for a species with a density of  5.6. 
Oldemeyer and Regelin (1980) reported that 50 1-m × 5-m 
quadrats produced estimates of  shrub density within 2 stan-
dard errors of  actual (counted) shrub densities. Lyon (1968a), 
however, reported that >400 1.5-m × 6.1-m quadrat samples 
would be necessary to obtain an estimate of  shrub density 
within 10% of  the true mean 95% of  the time. Sample sizes 
in the hundreds are not an uncommon result. As an alterna-
tive, one may plot the running mean density against the 
number of  samples taken (Kershaw 1964). One may stop 
sampling when the density of  the target, or more abundant, 
species does not significantly change with additional quad-
rats. Mueller-Dombois and Ellenberg (1974:77) suggested 
that sampling stop when the running mean of  a sample is 
within 5–10% of  a “maximum” sample. Clearly, one must 
critically evaluate the objectives of  a project and the end 
product of  the data when designing a study of  plant density. 
It may not be necessary to have the density (or frequency or 
cover) estimate be within 5% of  the true value; however, it 
is a waste of  time and effort to undersample a community 
and obtain totally unreliable estimates.
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Plotless Methods
Plotless methods of  sampling density have been in use since 
the 1950s. These methods do not use boundaries and are 
based on the premise that density may be estimated from 
the mean area occupied per tree; that is, density (trees/m2) 
= 1/mean area (m2/tree). The challenge then becomes esti-
mating the area occupied per tree from distance measure-
ments that can be obtained in the field. 
 Cottam and associates (Cottam and Curtis 1949, 1956; 
Cottam et al. 1953) pioneered research on plotless methods. 
These methods included the closest individual method, 
nearest-neighbor method, random-pairs method, and 
point-centered-quarter method. Of  these, the point-
centered-quarter method has been widely used in many 
vegetation types throughout North America. Using this 
method, one randomly or systematically selects a number 
of  points in a community and measures the distance to the 
nearest plant in each of  4 quadrants around the point (Fig. 
16.6). Mean area is calculated by squaring the mean distance 
d between points and individual stems: density = 1/d2.
 This method may be used to calculate density of  all spe-
cies collectively. Or, density of  individual species can be esti-
mated by measuring distances to each species in every quad-
rant around each point. A reliable estimate of  an individual 
species’ density cannot be obtained by using only those dis-
tances for an individual of  the species that was the closest 

plant in a sample and the distance was measured to the 
nearest plant regardless of  species. That is, if  25 points were 
sampled, and distances to 100 plants of  several species were 
measured, the density of  all plants can be estimated based 
on the 100 distances. The density of  one of  the several spe-
cies from the sample cannot be estimated reliably, because 
the distance measured to the plant when it was the closest 
plant in a particular quadrant may not be the least distance 
when all plants of  that species within the entire circle around 
the point are considered (e.g., species A in Fig. 16.6).
 The point-centered-quarter method has been criticized, 
because it provides reliable estimates of  density only when 
plants are distributed randomly and not when plants are 
clumped or uniformly distributed. Studying stands of  known 
density, Oldemeyer and Regelin (1980) concluded this method 
accurately estimated density of  white spruce (Picea glauca) 
saplings, which were more randomly distributed, but under-
estimated density of  paper birch (Betula papyrifera) and as-
pen (Populus tremuloides) saplings, which had clumped distri-
butions. The point-centered-quarter method overestimates 
density in communities with regularly distributed plants 
(Mueller-Dombois and Ellenberg 1974). This method likely 
provides reliable estimates of  density when total plant 
density in a community is the only concern. However, Lay-
cock and Batcheler (1975) reported that evaluating composi-
tion from the proportion of  times each species occurred  
in the total measurements resulted in biased composition 
estimates.
 Methods have been developed to correct for density esti-
mates in nonrandom plant populations (Morisita 1957, Batch-
eler 1973). The angle-order method (Morisita 1957) mea-
sures the distance from the point to the center of  the third 
nearest plant in each quadrant around the point. This 
method is based on the assumption the area may be divided 
into several smaller units in which the plants will be distrib-
uted randomly or uniformly, even though they are distributed 
nonrandomly over the larger area. The method was tested 
on known populations of  grasses, forbs, and shrubs (Lay-
cock and Batcheler 1975, Oldemeyer and Regelin 1980) and 
provided estimates of  density that were more accurate than 
those of  the point-centered-quarter method. Oldemeyer 
and Regelin (1980) reported the method provided density 
estimates closest to the true density in shrub stands and that 
its coefficient of  variation was lower than other accurate  
estimators. However, because of  the time required, Laycock 
(1965) recommended against using the angle-order method 
when density is measured for each species in a community. 
Bonham (1989) provided a detailed description of  the pro- 
cedures for calculating density and the variance when the 
angle-order method is used.
 The corrected-point-distance (Batcheler 1973) is a mod-
ification of  the point-centered-quarter method that uses 
measurements to the second and third nearest plants to cor-
rect for nonrandomness. That is, from a sample point, one 

Fig. 16.6. Point-centered quadrat sampling: the point-to-plant 
distance is measured for the individual of each species nearest 
the point in each of the 90° quadrants around the point. Species 
A is being sampled in this figure.
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measures the distance to the nearest plant, the distance from 
that plant to its nearest neighbor, and the distance from the 
nearest neighbor to its nearest neighbor, exclusive of  the 
first plant measured. In aggregated populations, the distance 
between the nearest plant and its nearest neighbor is gener-
ally less than the distance from the point to the nearest 
plant. Density is calculated by the equation

 am = —————————, π[Σri
2 + (N – 1)R2]

where N is sample size or number of  points used, m is den-
sity, R is the maximum distance over which a search is made 
for a plant at any point, a is the number of  points at which 
a plant is found at a distance ≤R, and ri is the ith distance 
measured. As R decreases, m approaches the true density; 
however, variance generally will increase, because fewer 
measurements are included (Bonham 1989). Although this 
equation is designed for random and nonrandom distribu-
tions, densities will be biased in nonrandom populations 
(Bonham 1989). This problem may be corrected by using a 
factor based on distances from the nearest plant to its near-
est neighbor. Laycock and Batcheler (1975) recommended 
use of  the corrected-point-distance method over other dis-
tance methods, because the density estimate was within 12% 
of  the true density, and the method is relatively fast and 
easy to use.
 Engeman et al. (1994) reviewed 24 plotless density esti-
mators and compared the relative biases among methods in 
relation to simulated differences in plant aggregation pat-
terns. These simulated results verified field results described 
above, indicating that when plant distributions are clumped, 
the point-centered-quarter method produces biased results 
compared to angle-order methods. The authors observe, 
however, the added effort of  measuring several plants per 
quarter complicates the method and results in fewer sample 
points. Generally, for any fixed amount of  effort, it is better 
to sample more independent points than to invest more ef-
fort at individual points. Based on this practical consider-
ation and the evaluation of  bias under simulated conditions, 
Engeman et al. (1994) recommend using ordered-distance 
(Morisita 1957, Pollard 1971) or variable area transect (Parker 
1979) sampling methods for estimating density. The ordered-
distance estimator involves measuring distance to the third 
closest tree to sampling points. The variable area transect 
involves measuring the distance along a fixed-width strip 
transect (generally, 1–2 m in most field applications) until 
the gth individual tree is encountered (usually, g = 3). The 
review paper by Engeman et al. (1994) or the original au-
thors cited above should be consulted for the analytical 
formulas.
 The choice of  using a plotless method over a quadrat 
method will depend on the objectives of  the study. If  the 
density of  1 or 2 species is required, plotless methods ap-

pear to be faster than quadrat methods. If  the density of  all 
species in the community is desired, the quadrat method is 
recommended.

Cover
Cover is defined as the vertical projection of  the crown or 
stem of  a plant onto the ground surface. Canopy cover 
serves as a criterion for relative dominance in a community 
and is of  practical importance because of  its influence on 
interception of  light or precipitation and on soil tempera-
ture (Hanley 1978). It may be used by plant ecologists to de-
scribe total vegetation cover, by range managers to define 
cover of  forage for livestock, or by foresters to describe 
basal area of  merchantable timber. Cover can be an estima-
tor of  biomass when height structure of  a community is 
known. Daubenmire (1959) suggested that canopy cover is 
the surface area over which a plant has influence; thus, 
cover provided by seedlings and seed stalks might not be 
measured, because they have little influence in the eco- 
system. Although canopy or crown cover may vary in a sea-
son or over years, basal cover is relatively stable. Basal cover 
is a reliable measurement for bunchgrasses, tussocks, and 
trees. Cover is frequently measured at a height of  about 2 cm 
on bunchgrasses and tussocks (Bonham 1989:98), whereas 
on single-stemmed trees, it is measured at 1.5 m above 
ground (Mueller-Dombois and Ellenberg 1974:88). This lat-
ter measurement is referred to as diameter at breast height 
(DBH). Basal cover is measured at the ground surface on 
trees with multiple stems or on trees with buttressed trunks. 
Cover often is expressed as a percentage, and in a dense or 
multilayered community, total vegetation cover may exceed 
100%. Cover can be measured directly with quadrat-charting 
(Gibbens and Beck 1988) or pantographic methods (Muel-
ler-Dombois and Ellenberg 1974, Fehmi and Bartolome 
2001), an ocular estimation technique (Daubenmire 1959, 
Mueller-Dombois and Ellenberg 1974), or line-intercept (Can-
field 1941) and point-intercept methods (Levy and Madden 
1933, Owensby 1973).

Quadrat-Charting Method
This method has its greatest utility in low herbaceous vege-
tation, where one can stand and look over the vegetation. 
Cover is mapped to scale on graph paper from a small quad-
rat (e.g., 1m2). The idea is to map the crown area or the 
basal area onto the graph paper. This process may be facili-
tated by subdividing the larger quadrats into smaller ones. 
Quadrat charting is useful generally only in long-term stud-
ies, when quadrats are permanently marked at each corner 
and can be exactly relocated for each measurement (Gib-
bens and Beck 1988). Rather than charting indirectly from 
what the observer sees on the ground, the observer may use 
a pantograph (Mueller-Dombois and Ellenberg 1974) or 
take photographs (Wimbush et al. 1967).
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Ocular Estimate Method
Ocular estimates of  basal and canopy cover can be obtained 
with relative ease in grasslands because of  their low profile 
and height. However, the task becomes more difficult in wet- 
land vegetation because of  the combination of  water depth 
and plant height, often requiring use of  scuba equipment or 
a ladder.
 Cover can be estimated to the nearest percentage point, 
or to the nearest 5th or 10th percentile; however, most com-
monly it is estimated according to some form of  cover class 
(Brown 1954, Daubenmire 1959, Braun-Blanquet et al. 1965, 
Mueller-Dombois and Ellenberg 1974, Floyd and Anderson 
1987).
 A cover-class scale (Box 16.1) often has been used in grass-
lands (Daubenmire 1959). Division of  class range (%) is facili-
tated by painting lengths on the frame in different colors. 
Zero has been used separately as a data integer by some 
users.
 A variety of  plot sizes has been used to estimate vegeta-
tion cover (Brummer et al. 1994). Daubenmire (1959) rec-
ommended using 20-cm × 50-cm quadrats for both shrubs 
and herbaceous vegetation, because cover is more easily es-
timated in small quadrats. However, data from a transect, 
generally having 20–30 quadrats, are summed into one mean 
for each variable. The transect is the basic unit of  sampling. 
Meter-square frames also have been commonly used to esti-
mate shrub cover. Cook and Bonham (1977) suggested di-
viding 1-m2 frames into 5-cm × 5-cm cells, each correspond-
ing to 0.25% cover. One may estimate cover with a gridded 
quadrat by counting the number of  grid cells covered by 
shrubs and adding the number of  obstructed cells to calcu-
late the total percentage. Although ocular estimation is a 
rapid method of  estimating data on basal or canopy cover, 
there are drawbacks. Ocular estimates are subject to per-
sonal bias; thus, estimation error among investigators may 
add unnecessary variability to the data. Hence, these meth-
ods require consistent training and calibration among inves-
tigators. Dimensions of  plant cover, even on permanently 

marked plots, also are subject to the influences of  precipita-
tion, heat, and sunlight on plant growth. Consequently, care 
must be exercised in data interpretation, because a reduc-
tion in the cover of  a species on the same plot in different 
years may be a result of  drought as much as of  interspecies 
competition for the same site.

Line-Intercept Method
The line-intercept method is particularly suited for measur-
ing basal area of  bunchgrasses or tussocks and canopy cover 
of  shrubs, particularly in arid or semiarid lands (e.g., sage-
brush [Artemisia spp.]; see Connelly et al. 2003b). The identi-
fication of  intercept can be quite difficult and prone to error 
in less clumped forms of  vegetation. In this technique, a line 
or tape measure is placed between 2 stakes, and basal width 
or canopy width of  all plants touching the line or tape is 
measured, even if  only a small part of  the plant is in contact 
with the tape. Cover is expressed as a percentage of  the to-
tal length of  tape intercepted by vertical projections of  the 
canopy. Keeping a tape line taut and straight may be diffi-
cult in tall, dense vegetation. Canfield (1941) reported that a 
minimum of  16 15–30-m transects was necessary to ade-
quately describe shrub vegetation in Arizona rangelands. A 
15.2-m transect was adequate in shrub fields with 5–15% 
shrub cover, whereas a 30.4-m transect was necessary on 
sites with 5% cover.
 The principal advantages of  the line-intercept method 
are the high levels of  accuracy and precision that result 
from direct measurement rather than estimation of  vegeta-
tion (Cook and Stubbendieck 1986, Connelly et al. 2003b). 
The main limitation of  the method is the time required to 
measure intercepts compared to estimating cover in quad-
rats. Of  the 2 methods, the line-intercept method was more 
precise, whereas the quadrat method was quicker. Hanley 
(1978) concluded the line-interception method is preferable 
to 0.1-m2 quadrats in scientific research, when precision of  
the cover estimate may be more important than cost effi-
ciency. Based on comparisons of  several techniques, Floyd 
and Anderson (1987) and Etchberger and Krausman (1997) 
found the line-intercept method was equal to or better than 
alternative methods. Wambolt et al. (2006) recently stan-
dardized line-intercept methods for estimating shrub cover 
to ensure that vegetation measures yield reliable results for 
use in rangeland management.

Point-Intercept Method
Basal and canopy cover also may be measured as the per-
centage of  points whose vertical or angled projections inter-
cept vegetation. The point-intercept method is best suited 
for estimating cover of  herbaceous and low shrub vegeta-
tion, but it also has been used to estimate leaf-area index in 
sagebrush steppe communities (Clark and Seyfried 2001). 
For relatively large-scale surveys of  plant cover, points may 

Box 16.1. Scale of cover claSSeS for a 
2-dm × 5-dm quadrat

Data integer Class range (%) Midpoint (%)

1 0–5 2.5
2 5–25 15.0
3 25–50 37.5
4 50–75 62.5
5 75–95 85.0
6 95–100 97.5
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be defined by putting a V-shaped notch or line in the tip of  a 
boot and using the notch or line as a single point (Evans and 
Love 1957, Etchberger and Krausman 1997) while walking 
over a tract of  grassland. This method offers rapid assess-
ment or survey of  cover, but it may be prone to observer 
bias and is less repeatable than other point-sampling meth-
ods. When more precision is required, generally at a smaller 
scale of  study, points may be defined with a multiple point 
frame (Levy and Madden 1933, Cook and Stubbendieck 
1986) or a single point frame (Owensby 1973). With either 
method, a single pin is lowered toward the ground. The first 
strike of  any part of  the vegetation canopy becomes a can-
opy cover hit; if  it strikes the basal area of  a plant, it is a 
basal hit. Often a pin will miss all vegetation in its line of  
travel. Percent canopy or basal cover is calculated as the to-
tal number of  hits divided by the total number of  pin place-
ments times 100. The diameter of  the pin and the point  
affect the accuracy of  cover estimates. Because a mathemat-
ical point does not have a diameter, but the pin point does, 
cover is generally somewhat overestimated (Winkworth 
1955). The point-intercept method is frequently used along 
transect lines. The user should be aware the line is the sam-
ple unit and that it is better to have fewer points per line and 
more lines than vice versa (Bonham 1989).
 Heady et al. (1959) reported that line-intercept and point-
intercept procedures produced comparable estimates of  shrub 
cover when ground cover was 3%; however, the point-inter-
cept procedure was quicker and thus preferable. Species 
with ≤3% cover required extremely large samples with the 
point-intercept method. Thus, the line-intercept procedure 
should be used in sparse shrub communities. 

Bitterlich Variable Radius Method
The Bitterlich variable radius method is a modified point-
sampling method developed for use in forestry (Bitterlich 
1948, Grosenbaugh 1952) to measure basal area of  trees. 
The method was subsequently modified for use in range 
habitats to measure canopy cover of  shrubs (Cooper 1957). 
Hyder and Sneva (1960) recommended the method for sam-
pling basal cover of  bunchgrasses. Shrubs or trees are viewed 
with one of  several types of  sighting devices (angle gauges) 
that delimit a certain sighting angle from randomly located 
sampling points (Cooper 1957, Mueller-Dombois and Ellen-
berg 1974:102). The sighting device must be held as nearly 
horizontal as possible. Shrubs with widths or trees with 
trunks larger in diameter than a specified angle when seen 
through the sighting device are reported. To be included in 
the count, small shrubs or trees must be relatively close to 
the observer, but larger ones can be farther away and yet ex-
ceed the viewing angle. The probabilities of  species being 
sampled are proportional to their size, and the correction 
factor needed to calculate cover depend on size of  the view-
ing angle. Percentage cover is defined as

P = [(n × W2)/L2] × 25,

where P is percentage cover, W is the width of  the cross-
piece of  the sighting device, L is the distance of  the cross-
piece from the observer’s eye, and n is the number of  plants 
counted. Using a sighting device with a width:length ratio 
of  1:50 gives a viewing angle of  1°10′, and the count of  
trees within that angle is numerically equal to the tree basal 
area in square meters per hectare (Mueller-Dombois and El-
lenberg 1974). Generally, a ratio of  1:7.07 is most acceptable 
for shrub communities (Fisser 1961, Cooper 1963), and the 
average count per plot is divided by the correction factor 2. 
Correction factors for different width crosspieces used for 
sampling shrubs were given by Cooper (1957).
 Clear-glass prisms have largely replaced wooden sighting 
sticks as a means of  measuring basal areas of  trees (Dilworth 
1989). The prism is a wedge-shaped piece of  glass that re-
fracts light rays to establish the critical angle used to estimate 
basal area of  tree stems. In using the prism, the observer 
holds the prism immediately over the sample point while 
viewing tree stems both through the glass and over the top 
of  the prism. Distance of  the prism from the viewer’s eyes is 
not a factor, as long as tree stems appear clearly when viewed 
through the glass. Viewed through the prism, tree trunks 
appear displaced to one side, due to refraction of  light pass-
ing through the glass. Basal area is calculated by recording 
the number of  trees whose trunks, when viewed through 
the prism, appear displaced within the trunkline of  the  
actual tree. The tree is not recorded if  the trunk viewed 
through the prism is completely displaced beyond the trunk- 
line. Trees whose displaced trunklines are even with the  
actual trunk are counted as a half  tree. Prisms are readily 
available through most forestry equipment suppliers and 
come in a variety of  metric and English “basal area factors” 
that are used to convert stem counts to basal area per hect-
are or acre, respectively. The stem count per sample point 
multiplied by the basal area factor gives the total basal area 
of  stems (m2 or ft2) per unit of  area (ha or acre). Generally, a 
basal area factor should be chosen that gives a count of  4–8 
trees per point (Dilworth 1989).
 The utility of  the variable radius method for sampling 
shrub stands is influenced by several factors. The method 
assumes the plant is round. Thus, the estimate of  cover will 
be overestimated for species or stands with shrub crowns, 
particularly of  irregular shape. Individual shrubs or trees 
that should be counted, but are shielded from view by an-
other plant may be missed in dense stands. Cooper (1957) 
reported the method could be used in desert shrub stands 
when cover was 35% and Fisser (1961) observed that shorter 
investigators underestimated cover compared to taller inves-
tigators. The chief  advantage of  the variable radius method 
is that it is quick and requires counts rather than measure-
ments in the field. Several studies have shown this method 
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produced estimates of  cover comparable to those of  the 
line-intercept method in shrub fields with 30% shrub cover 
(Cooper 1957, Kinsinger et al. 1960, Fisser 1961). Kinsinger 
et al. (1960) reported that readings from only 3–6 variable 
plots were required to produce the same precision as esti-
mates obtained from 20 30-m long line transects that re-
quired considerably more time to measure. Cooper (1963) 
reasoned this precision, and the lower coefficients of  varia-
tion, from the variable radius method was because of  the 
larger area covered than that with point or line-transect 
methods. Kinsinger et al. (1960) concluded that within the 
stated constraints, the variable radius method was faster and 
more precise than the line-intercept method, but it could 
not be used as effectively to study subtle changes in shrub 
cover.

Tree Canopy Cover
At times, tree canopy cover is an adequate, perhaps even 
preferred, measure of  overstory structure and composition. 
In this situation, line or point sampling or ocular estimates 
in plots can be used to estimate canopy cover. Many work-
ers prefer to use a spherical densiometer (Lemmon 1957; 

Fig. 16.7. A spherical densiometer used to estimate percentage 
overstory cover in woodlands.

Fig. 16.8. A moosehorn densiometer used to estimate percentage 
overstory cover in woodlands.

Fig. 16.7) for making these estimates. The spherical densi-
ometer uses a curved, gridded mirror that reflects the over-
story at a point and provides estimates of  relative amounts 
of  the area covered. Although there are variations (Cook  
et al. 1995), usually the observer levels the densiometer at 
about chest height and counts the proportion of  quarter cells 
(etched in the mirror) obscured by the reflected vegetation. 
Because the mirror is curved, the spherical densiometer 
measures canopy in a 30–60° angle of  view projected up-
ward through the canopy (Cook et al. 1995). Lemmon (1957) 
concluded that (1) there was no difference in overstory esti-
mates between the spherical densiometer and other instru-
ments used to estimate overstory, (2) variation among repli-
cated measurements increased as overstory cover declined, 
and (3) reliability was greater when the actual grid count 
was used rather than broader overstory classes obtained 
from grouping the counts. 
 Alternative ocular methods of  estimating forest over-
story cover include sighting tubes (Ganey and Block 1994), 
moosehorns (Cook et al. 1995), and photographic fisheye 
lenses (Chan et al. 1986). The moosehorn (Fig. 16.8) is a 
sighting tube with a 25-point grid etched in glass on one 
end. The observer sights through the tube and counts the 
proportion of  dots obscured by overhead vegetation. Because 
the moosehorn samples a narrower (10°) angle of  view than 
does the densiometer, it produced a truer estimate of  the 
vertical projection of  canopy on the ground (Bunnel and 
Vales 1990, Cook et al. 1995). Although the moosehorn pro-
vides the most accurate assessment of  vertical projection of  
overstory canopy, spherical densiometers also may measure 
biologically relevant influences of  tree canopies on an area 
(i.e., light interception or angular canopy cover; Nuttle 
1997). The appropriate measurement tool depends on study 
objectives and consideration of  how tree canopy influences 
the environmental properties of  interest (Nuttle 1997).
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Biomass or Standing Crop
One of  the best indicators of  species importance in a plant 
community is composition based on dry weight (Dauben-
mire 1968). Wildlife and land managers frequently require 
data on biomass or standing crop rather than on density or 
cover, because biomass is closely related to forage availabil-
ity and habitat carrying capacity (Bonham 1989). Here, we 
use the term biomass to include both live and dead vegeta-
tion and synonymously with the term standing crop. Woody 
biomass and size structure are required to estimate fuel 
loading, a necessity for formulating fire prescriptions and 
predicting fire behavior in wildlands. Wildlife managers of-
ten are interested in measuring biomass of  edible compo-
nents of  browse, such as current annual growth, foliage, or 
twigs. Total biomass and biomass of  edible components 
may be estimated directly by clipping and weighing or indi-
rectly by dimension analyses or through the use of  capaci-
tance meters (Gonzalez et al. 1990).

Clipping Techniques
Plant biomass can be measured directly by removing all veg-
etation in a sample plot to ground level and measuring its 
mass immediately (wet mass) or after air- or oven-drying 
the sample (dry mass). Clipping, drying, and weighing plant 
material directly is accomplished with minimal variation in 
results among investigators; however, proper implementa-
tion of  methods necessary to obtain good data is both labor 
and time intensive. For consistency, herbage should be 
clipped at a specific height or location on the plant and may 
be separated into edible and inedible portions, depending 
on the objectives. Mean biomass per unit area then may be 
estimated as the product of  mean biomass per plant (e.g., 
g/plant) and mean density of  plants (e.g., plants/m2). Sam-
ple variance may be computed as the variance of  a product 
(Goodman 1960). Data from a site or transect is pooled into 
a mean. Variances are calculated from across sites or tran-
sects from which harvesting was conducted in each quadrat. 
Because clipping is a destructive sampling method, new 
plots must be selected in subsequent sampling periods to 
avoid the effects of  previous sampling activities.
 In wetlands, biomass samples of  macrophytes may be 
obtained by harvesting all vegetation in a quadrat frame 
placed above the sediment level (Whigham et al. 1978). Har-
vesting consists of  clipping plants in floating (Tanner and 
Drumond 1985) or submerged metal rod frames or in an 
open-ended cylinder or box enclosures (Sefton 1977, Ander-
son 1978). Water depth also should be measured near the 
center of  each quadrat and recorded. Clipping can be done 
easily in conventional waders in shallow (1 m) wetlands. 
However, deeper wetlands (>1 m) may require sampling with 
specialty gear, such as swimmer’s goggles, wetsuits, dredg-
ing equipment, modified rakes (Rodusky et al. 2005), or 
even scuba equipment. Vegetation samples should be dried 
to a constant weight. Drying temperature is dependent on 

the purpose of  the plant materials; if  one is interested only 
in dry weight, then 80° C for 48 hours may be used. If  the 
plants are to be analyzed for nutritional analysis, lower tem-
peratures (e.g., 60° C for 48 hr) are required to avoid volatil-
izing nutritional components. If  drying and weighing can-
not be done onsite, vegetation samples should be frozen or 
kept at 4° C to stop further respiration activity.
 The “clip-and-weigh” method also may be used to esti-
mate twig biomass in plots. Clipping all twigs in plots is a 
highly accurate yet laborious means of  measuring browse 
biomass (Shafer 1963). Several investigations have reported 
that total browse collection may require 10–120 times as 
long as estimating browse biomass from dimension analysis 
or twig count methods (Shafer 1963, Uresk et al. 1977, Bobek 
and Bergstrom 1978). This time requirement is an impor-
tant consideration, given high sampling variation inherent 
in browse estimation.

Ocular Estimations
Herbage biomass also may be ascertained by ocular estima-
tion techniques (Pechanec and Pickford 1937, Ahmed and 
Bonham 1982, Ahmed et al. 1983, Stohlgren et al. 1998). Re-
quirements of  biomass estimation techniques include inten-
sive training of  investigators. This may be facilitated by in-
corporating double sampling procedures into the activity. 
Double sampling requires that ocular biomass estimates be 
made in each quadrat or for each plant and that a subset of  
quadrats or plants be clipped and weighed after the esti-
mates are made. Weighing the plants helps the observer de-
velop more accurate ocular estimates. Regression of  the  
estimates and actual weights provides an estimator for the 
plots or plants for which only estimates were made. Proce-
dures to calculate an adequate ratio of  clipped to estimated 
samples were provided by Ahmed and Bonham (1982), Ahmed 
et al. (1983), and Reich et al. (1993).

Dimension Analyses
Dimension analysis has been used in forestry for timber at-
tributes and in wildlife and range management for estimat-
ing shrub biomass. The technique assumes that plant attri-
butes are related and that one attribute can be predicted 
from another that is more easily measured (Whittaker 1965). 
Because clipping, drying, and weighing require so much 
time, and yet biomass frequently is a critical attribute of  a 
plant community, numerous investigators have developed 
regression equations of  biomass and some more easily mea-
sured attribute. Biomass of  individual grass plants has been 
estimated from volume as measured by height and basal di-
ameter ( Johnson et al. 1988). Biomass estimates of  individ-
ual shrubs have been obtained with, as independent vari-
ables, measures of  basal stem diameter (Telfer 1969b, Brown 
1976); maximum plant height (Ohmann et al. 1976); and 
various crown dimensions, including diameter, area, volume, 
and height × circumference (Lyon 1968b, Rittenhouse and 
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Sneva 1977, Uresk et al. 1977, Murray and Jacobson 1982). 
Common forms of  the predictive equations include linear  
(y = a + bx) and power (y = abx) curves. Traditionally, re-
searchers have linearized the power curve with logarithmic 
transformations (log[y] = log[a] + x⋅log[b]), but such trans-
formations may introduce bias (Baskerville 1972). There is 
little reason to transform the nonlinear relationships with 
nonlinear regression procedures commonly available in sta-
tistical software packages. Several independent variables may 
provide satisfactory estimates of  shrub biomass (Oldemeyer 
1982), but care must be taken to select those variables that 
provide the best predictive accuracy and are not correlated.
 Generally, one measures stem and crown dimensions 
from a sample of  individual shrubs in the field. The plant 
material then is clipped, taken to the laboratory, oven-dried, 
and weighed. A sample of  25 plants per species is usually ad-
equate for calculating predictive equations for total shrub 
weight (Peek 1970). Care must be taken in the field to ade-
quately sample the full range of  plant sizes present, because 
one may not estimate biomass of  plants that fall outside the 
size range of  plants used to develop the regression. We be-
lieve more reliable regression equations may be developed if  
one stratifies the plants in the community into size classes, 
measures the variance of  biomass in each size class, and cal-
culates the number of  plants to measure in each size class 
on the basis of  the variance. For example, if  the relative 
variance of  the largest size class was 20% and if  25 plants 
were to be measured for the regression analysis, then 5 plants 
(0.2 × 25) would be measured from the largest size class.
 Weight–dimension relationships of  shrubs vary among 
sites and years (Oldemeyer 1982), making it necessary to 
test the influence of  site factors on the regression parame-
ters if  predictive relationships are to be applied to a broad 
area. Developing separate predictive equations for each 
shrub species in each vegetation community of  the study 
area is often necessary. Once satisfactory predictive equa-
tions have been developed, biomass can be estimated from 
data on shrub density and shrub biomass estimates without 
destroying shrubs. Dimension analysis represents a substan-
tial savings in time and expenditure over traditional clip-
and-weigh methods when only one, or at most a few, pre-
dictive relationships need to be developed for use for a 
variety of  site conditions. Because the method is nonde-
structive, plants can be measured annually in the permanent 
plots.
 Dimension analysis has been used to estimate twig and 
foliage production of  individual shrubs in the same manner 
as described above for total aboveground standing-crop bio-
mass. Production estimates for individual shrubs are ob-
tained by measuring a sample of  shrubs in the field; the 
shrubs then are harvested, and all current annual growth of  
twigs and foliage is clipped, sorted, and dried. Sampling and 
analytical considerations are the same as for estimating total 
shrub biomass.

 Lyon (1968b) and Peek (1970) reported that total twig 
production was related linearly to crown volume and crown 
area, with the resulting equation explaining >80% of  the 
variation in twig production. Oldemeyer (1982) used multi-
ple regression procedures to estimate twig production as a 
function of  shrub circumference, shrub height, crown length, 
and number of  current annual growth twigs. Despite the 
high predictive accuracy of  the equations, Lyon (1968b) and 
Peek (1970) warned that production–dimension relation-
ships of  shrubs were influenced strongly by site factors, and 
they varied among species, which necessitated developing 
unique predictive equations for each shrub species on each 
distinctive site type. Dimension analysis is a convenient, 
nondestructive alternative to the traditional clip-and-weigh 
methods, once predictive equations are developed for a par-
ticular site type.
 The twig-count method (Shafer 1963) for measuring 
browse biomass is based on the simple conversion of  twig 
counts to browse weight by using an average weight per in-
dividual twig. In its basic form, an average browsing diame-
ter of  a particular shrub species is calculated from a random 
sample of  100 browsed twigs. An average weight per twig 
then is calculated by weighing 50 unbrowsed twigs clipped 
at the average browsing diameter. Shafer (1963) suggested 
counting twigs in 9.3-m2 circular plots. Twig densities then 
were converted to biomass estimates from a mean twig 
weight. Irwin and Peek (1979) observed that it was faster 
and easier to count twigs in 1-m × 1-m or 1-m × 4-m belt 
transects. Shafer (1963) reported the twig-count method was 
nearly as accurate as the clip-and-weigh method. The twig-
count method also is nondestructive, making it suitable for 
repeated measurement of  permanent plots. Additionally, in-
dividual twigs are easily counted and recorded in different 
height categories, permitting easy assessment of  the influ-
ence of  snow depth and browsing heights on available browse 
(Potvin and Huot 1983).
 A commonly used modification of  Shafer’s (1963) twig-
count method involves development of  weight–diameter 
or weight–length equations to estimate mean twig weights 
(Basile and Hutchings 1966, Telfer 1969a, Halls and Harlow 
1971). This method is based on the principle that average 
twig weights may be estimated by regressions of  twig diam-
eters or twig lengths. Predictive equations relating twig 
weight to twig diameter or length may be developed by clip-
ping a number of  unbrowsed twigs (50 are recommended), 
measuring twig length and basal diameter, oven-drying, and 
weighing to the nearest 0.01 g. Care must be taken to col-
lect the full range of  twig sizes from several shrubs and to 
stratify the sample among lower and upper portions of  each 
shrub (Basile and Hutchings 1966). Because twigs are often 
elliptical in cross-section, it may be necessary to estimate 
twig basal diameter as the average of  2 perpendicular mea-
surements. Linear regression produces acceptable predictive 
equations if  the range of  twig diameters or lengths is not 



  kenneth f.  h iggins  et  al .

great (Basile and Hutchings 1966, Halls and Harlow 1971); 
however, curvilinear regression may be required if  twig sizes 
vary widely (Telfer 1969a). Peek et al. (1971) reported there 
might be considerable site variation in length–weight and 
diameter–weight relationships of  twigs that would require 
developing a separate regression equation for each shrub 
species and each site type under investigation.

Other Attributes
Visual Obstruction
Visual obstruction caused by vegetation may be functionally 
important to wildlife both as hiding cover (i.e., cover neces-
sary to escape a sense of  danger) and as thermal cover (i.e., 
cover that creates a beneficial thermal environment). The 
measurement of  horizontal cover of  vegetation has been 
used extensively by wildlife managers and researchers in  
assessing wildlife habitat suitability, habitat preference, and 
impacts of  land use practices on wildlife habitats (Griffith 
and Youtie 1988, Reece et al. 2001, Vermeire and Gillen 2001, 
Uresk and Juntti 2008). Some measure of  horizontal ob-
struction also has been used by researchers to examine the 
relative influence of  visibility biases associated with wildlife 
surveys in different vegetation classes. Further, measures of  
horizontal obstruction have been used reliably in many in-
stances as a relatively rapid surrogate measure to estimate 
standing crop biomass of  grassland vegetation (Harmoney 
et al. 1997, Volesky et al. 1999, Benkobi et al. 2000, Vermeire 
and Gillen 2001).
 A variety of  devices has been used to measure horizontal 
visual obstruction caused by vegetation. Wight (1939) first 
proposed use of  a density board, a 1.83-m tall board, each 
30.48-cm mark labeled 1 to 5 (Fig 16.9). Horizontal cover is 
assessed by placing the board in cover, viewing the board from 
a distance of  20 m, and adding the numbers unobstructed 
by vegetation. The method produces an index of  horizontal 

cover that ranges from 0 (no obstruction) to 15 (complete 
obstruction), but it provides no means of  describing the ver-
tical distribution of  the obstructing vegetation.
 Nudds (1977) devised a vegetation profile board that en-
ables the investigator to assess visual obstruction of  shrub 
vegetation in 5 0.5-m vertical intervals above ground. The 
board is 2.5-m high and 30.48-cm wide and is marked in al-
ternate black and white colors at 0.5-m intervals. Horizontal 
cover is assessed in each interval by viewing the board from 
15 m in a randomly chosen direction. The percentage of  
each interval concealed by vegetation is recorded as a single-
digit score, ranging from 1 to 5, corresponding to 0–20,  
21–40, 41–60, 61–80, and 81–100% estimated concealment. 
Although the vegetation profile board has been widely used, 
its size, weight, and inconvenience associated with use in re-
mote areas are drawbacks of  the technique. The board may, 
however, be reproduced on thin vinyl or nylon material that 
is easily rolled and transported in the field; it can be held in 
place conveniently by a single pole or by a field assistant. 
Griffith and Youtie (1988) modified the Nudds-type checker-
board into standing and bedded deer silhouettes. Values of  
the height and percentage of  the silhouette blocks covered 
by vegetation was estimated by eye from the 4 cardinal di-
rections and at 4 0.5-m levels. Haukos et al. (1998) reported 
sample size, power, and other analytical considerations when 
using profile boards in wetland plant cover. Naugle et al. 
(2000) used a profile board to investigate black tern (Chlido-
nias niger) nest site selection in wetland vegetation.
 Robel et al. (1970) used a pole-shaped cover board (3 cm 
× 150 cm) that could be read from a standard distance (4 m) 
and height (1 m) in any direction (Fig. 16.10). The pole was 
marked in decimeters, and the height of  total visual ob-
struction was recorded. For example, if  the pole was not 
visible until the fifth decimeter, the reading was 4. Addition-
ally, all vegetation was clipped, dried, and weighed from a 
2-dm × 5-dm quadrat next to the pole, and regressions were 
developed from the average obstruction reading and bio-
mass of  30 transects. The R2 = 0.95 indicated the obstruc-
tion reading could be used as a method of  estimating bio-
mass in tall grasses to assess prairie-chicken (Tympanuchus 
spp.) habitat. Benkobi et al. (2000) modified the Robel pole 
with alternating gray and white 2.5-cm rings and clipped 
vegetation around the pole. Their modified pole greatly im-
proved the precision and accuracy for mid- and short-grass 
prairie. Sample size for number of  pole stations and tran-
sects are presented, as are monitoring or sampling protocols 
for small areas (≤259 ha) to large landscape areas of  1,215–
46,560 ha. Uresk and Juntti (2008) further modified the pole 
with 1.27-cm bands. This modification greatly improved the 
precision and accuracy of  measures of  short and sparse veg-
etation. More importantly, with this modification, critical 
cover structure can be detected for wildlife before a major 
change occurs caused by livestock grazing and other factors. 
Resource guidelines may be developed to meet wildlife ob-

Fig. 16.9. Cover boards used to index or quantify cover or to 
provide visual records of changes in cover when photographed 
from the same reference point.
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jectives to maintain habitat structure. The tool is fast, easy 
to use, highly accurate, and cost effective. This modified pole 
provides an assessment of  standing crop on grasslands, can 
be used to monitor livestock grazing, and provides status of  
vegetation structure for wildlife habitat.
 Alternatively, Griffith and Youtie (1988) reported that a 
2.5-cm × 200-cm cover pole, easily transported in the field, 
produced measures of  horizontal shrub cover indistinguish-
able from those produced by the vegetation profile board. 
The cover pole was painted with alternating 0.1-m black 
and white bands, and 3 red bands divided the board into 
0.5-m zones. Visual obstruction in each zone is recorded as 
the number (1–5) of  0.1-m bands that are ≥25% concealed 
by vegetation in each 0.5-m level.
 Collins and Becker (2001) developed a new point sam-
pling method, the staff-ball method (Fig 16.11), to charac-
terize horizontal cover and compared time and precision of  
use among observers and with 3 other methods (cover pole, 
profile tube, and checker board). Their results indicate the 
staff-ball method provided estimates of  horizontal cover 
from 5.1 to 14.3 times faster than other methods and with 
greater precision, because observers only needed to make 
yes/no decisions rather than subjective estimates and/or 
counts. The staff-ball method also can be used in a variety 
of  vegetation types. Staff-ball point cover readings are taken 
at the point where the ball meets the pole (one side only); 
the reading consists of  determining whether this point is or 
is not obscured. The ball or balls are positioned at set heights 
on the pole, depending on vegetation type.
 Marlow and Clary (1996) and Dudley et al. (1998) used 
photography in combination with cover boards to assess 
vegetation differences. Although the technique enables vi-
sual assessment of  cover changes through time, it does not 
provide measurable differences. To ensure comparisons from 
year to year, photographs must be taken annually from the 
same point (height, distance, and direction) with similar film, 

date, and time of  day. At times, the date is adjusted to phe-
nological characters of  specific plant species.
 Users of  visual estimation techniques to characterize 
vegetation structure should be aware of  the potential for in-
terobserver judgments and associated biases (Schultz et al. 
1961). In studies comparing visual estimation data sets to 
those obtained using instrument measurements, Gotfryd 
and Hansell (1985) and Block et al. (1987), using univariate 
and multivariate analyses, found significant differences be-
tween observer estimates and measurements for many veg-
etation variables. Thus, studies that rely solely on visual (oc-
ular) estimation techniques may forfeit accuracy to save on 
labor and sampling costs.

Herbage Height
Height of herbage is probably the easiest attribute of  vege-
tation to measure in grasslands, but it has received little at-
tention in published literature. Plant height can be esti-
mated with high precision in many grasslands. Plant height 
correlates well with other structural attributes of  herbage 
important to the management of  grasslands. For example, 
Higgins and Barker (1982) reported that herbage height ex-
plained 63% of  the foliage density values that were taken 
concurrently with the use of  a modified visual obstruction 
pole (Robel et al. 1970). Herbage height in grassland habi-
tats has an important role in predator deterrence and prey 
security. Average plant (stubble) height also can be used to 

Fig. 16.10. Estimating visual obstruction from a specific height 
and distance.

Fig. 16.11. Estimating horizontal cover using the staff-ball method 
of Collins and Becker (2001).
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evaluate the impact of  livestock grazing on a pasture (re-
viewed by Clary and Leininger 2000, Turner and Clary 2001).
 Herbage height can refer to the tallest portion of  a plant 
or the effective cover height (generally the upper limit of  
vegetation leafiness), or to the area-height of  herbage (where 
a 30-cm diameter plastic disk is lowered slowly, until it 
touches the vegetation). Maximum plant height can be mea-
sured readily with a calibrated ruler or tape placed next to a 
plant. Multiple measurements (≥10) usually are expressed as 
an average height.
 Effective plant height usually is measured as the maxi-
mum height of  leafy cover for grasses and forbs; however, 
effective plant height of  a forb (e.g., alfalfa [Medicago sativa]) 
may be equivalent to its maximum height. Effective herbage 
height also may be measured by holding a pole or meter 
stick parallel to the ground and reading the effective height 
at the point where leafy plant parts touch the horizontal 
pole in a minimum of  3 places along its length. Bakker et al. 
(2002) found that effective plant height was associated with 
savannah sparrow (Passerculus sandwichensis) use of  grassland 
habitats in eastern South Dakota.
 The height of  herbage per unit area can be measured 
with a disk or plate in combination with a ruler (Higgins 
and Barker 1982, Gonzalez et al. 1990). Clear or lightly col-
ored plastic allows plant parts to be seen beneath the disk. 
Maximum area-height measurements are made at the point 
where the plastic disk is first touched by a plant part. If  a 
weighted disk is used, measurements are made at the lowest 
point where the disk settles on the vegetation (Bransby et al. 
1977, Gonzalez et al. 1990).
 Rangeland canopy height also can be measured by count-
ing the number of  laser measurements by 1.3-cm height cat-
egories and dividing by the total number of  laser measure-
ments for a line transect (Ritchie et al. 1992). The laser 
transmits and receives reflected wavelength signals, and at 
4,000 pulses/sec with an aircraft altitude of  about 150 m 
and a speed of  60 m/sec, a vertical measurement is taken at 
1.5-cm intervals along the flight line. These data can be ob-
tained with a laser profiler mounted in a fixed-wing aircraft 
that measures the distance between the aircraft and the de-
fined surface material to be sampled (e.g., vegetation) with 
this method.

Tree Dimensions and Structural Characteristics
The size and characteristics of  individual trees affect the 
physiognomic structure of  forested wildlife habitats. In 
many forested habitats, large trees provide critical structures 
necessary for nesting, reproduction, or survival. For exam-
ple, studies of  nesting sites of  northern owls (Strix occidenta-
lis caurina) and California spotted owls (S. o. occidentalis) in-
dicate that presence of  large old-growth trees or snags is a 
key characteristic of  nesting habitat in western forests (Mills 
et al. 1993, North et al. 2000). In other situations, a variety 

of  tree sizes, age classes, and structures contributes to habi-
tat complexity and overall diversity of  wildlife species inhab-
iting the forest. Choosing which characteristics of  trees to 
measure depends on study objectives and biological charac-
teristics of  the species under study. Morrison et al. (1998:139–
167) provides a complete discussion of  measuring forest 
habitat structure. Here we describe a few of  the most com-
mon measurements.
 Three common, interrelated measures of  tree size are 
height, crown volume, and trunk diameter. Height of  tall 
trees may be measured using trigonometric functions based 
on the horizontal distance of  the observer from the tree and 
angle measurements made to the base and top of  the tree 
(Woodward et al. 2009). Although angle measurements may 
be made using a standard clinometer, a wide variety of  laser 
rangefinders and hypsometers, available from many forestry 
outfitters, simplifies the task of  measuring tree heights and 
eliminates the need for subsequent computations. Crown 
volume may be measured from similar measurements of  
minimum and maximum canopy heights and canopy diame-
ters measured horizontally (Sturman 1968; reviewed in 
Morrison et al. [1998]).
 Trunk diameter and cross-sectional area are the most 
common measurements of  tree size because of  ease of  
measurement and high correlation with height and volume. 
Diameter can be measured with a diameter tape (calibrated 
to give diameter from a measure of  circumference) placed 
around the circumference of  a tree trunk or with calipers 
(Fig. 16.12). By convention, the measurement (DBH) is made 
1.4 m above ground level (Spurr 1964) and above the en-
larged base of  some trees; DBH also is a representative 
height where measurements can be made consistently and 
rapidly. Such data often are summarized as numbers of  indi-
viduals of  species per size class per unit of  land area. If  ex-
act diameter measurements are not needed, a forester’s Bilt-

Fig. 16.12. Calipers used to measure tree diameter at breast 
height.
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more stick (Avery 1959) can be used to estimate diameters 
in size classes.
 Trunk cross-sectional area, calculated as A = π r2 (r is the 
radius of  the tree at breast height), also is measured at 
breast height, and the results (commonly identified by the 
misnomer “basal area”) are given as area units of  trunk per 
unit land area. Individual tree areas can be computed from 
diameter measurements or measured directly with a tape 
scaled with area equivalent units. Data can be presented as 
the value just described or as a relative value (percentage of  
the total contributed by a single species).
 In addition to describing dimensions of  trees, assessing 
the presence or frequency of  trees with unique structural 
characteristics also may be important to wildlife managers 
or biologists in judging habitat suitability or studying wild-
life habitat relationships. For example, the presence of  trees 
with broken tops, nesting platforms, or snags of  a particular 
decay class may be important for wildlife with specialized 
nesting requirements. Until recently, guidelines for assessing 
the many unique structures of  trees were distributed broadly 
throughout the forestry and wildlife literature. The recent 
focus of  the U.S. Forest Service on describing forest health 
at the national scale has led to the standardization of  many 
protocols for describing such diverse characteristics of  indi-
vidual trees as live crown ratios, crown dieback, and decay 
classes of  standing dead trees, as well as many other struc-
tural characteristics. The biologist concerned with measur-
ing specialized tree characteristics may find it useful to 
study protocols available on the website of  the U.S. Forest 
Service Inventory and Analysis National Program (http://
fia.fs.fed.us/library/field-guides-methods-proc/; e.g., see Bate 
et al. 2008).

Tree Age
For many wildlife studies, it is sufficient to obtain one or 
more expressions of  tree size, without age, although at times 
the latter also has value. Age data are beneficial in forest his-
tory and dynamics, including predictions of  future status. 
For instance, knowledge of  the approximate life span of  a 
tree species aids in assessment of  the current tree popula-
tion age structure and of  regeneration success. Past events 
influencing the forest and its wildlife inhabitants can be re-
vealed by the presence of  fire scars or periods of  reduced 
growth.
 Some wildlife species have tree-size and age-specific re-
quirements. For example, in longleaf  pine (Pinus palustris) for-
ests of  the southeastern United States, trees >95 years old 
have been judged important for red-cockaded woodpeckers 
(Picoides borealis; Hooper 1988). Ruffed grouse (Bonasa umbel-
lus) in northern forests do best in a mosaic of  aspen stands of  
various ages (Sharp 1963, Dessecker and McAuley 2001).
 Age classification of  trees is possible, because trunk lat-
eral growth occurs in annular increments related to the sea-

sonality of  temperate zone climates (Raven et al. 1986). The 
increments are especially evident in so-called ring-porous 
species. Large-pored vascular tissue is formed early in the 
growing season, followed by small-pored tissue and then 
termination of  growth that year, followed by the onset of  
obvious spring growth as another growing season begins. 
Examples of  these species include oaks (Quercus spp.), ashes 
(Fraxinus spp.), and elms (Ulmus spp.). Diffuse-porous angio-
sperm species, e.g., maples (Acer spp.), aspens, and birches, 
have less apparent growth rings. Conifers, unlike angio-
sperms, have a somewhat different anatomical structure, yet 
they, too, typically have easily recognized growth rings. Ex-
tra treatments of  the wood, such as applying light oil, cer-
tain stains, or water; sanding; or shaving with a razor blade 
can help make growth rings more evident.
 Growth rings can be seen on trunk or stump cross-sec-
tions. Vegetation sampling in concert with timber harvest or 
removal of  damaged and/or dead trees is an easy way to 
collect such data. Where destructive sampling is not in or-
der, small cylindrical cores can be collected with a wood in-
crement borer. Cores can be analyzed onsite or stored, for 
example in soda straws, until they are viewed in the labora-
tory. They also can be affixed to a grooved board and kept 
for future reference. Together with classifying age, tree ring 
analysis can be used to measure growth rate and to date dis-
cernable past events, such as fire (resulting in scarred tissue) 
or varied climatic or competitive regimes (revealed by var-
ied growth ring widths).

Plant Use
Quantification of  plant use and its effect on the ecosystem 
are important for estimating the number of  herbivores that 
can use the land without deterioration of  the soil base and 
plant community (Bonham 1989, Clary and Leininger 2000, 
Turner and Clary 2001). Maintenance of  adequate plant and 
litter cover retards water runoff  and reduces erosion. Early 
methods to evaluate use of  range grasses were developed 
during 1930–1950 (Stoddart 1935, Pechanec 1936, Lommas-
son and Jensen 1938, Canfield 1944, Roach 1950), and with 
some modification, they are still used today. Many of  the 
methods of  estimating shrub use are modifications of  those 
used for grasses, and we discuss methods for each in the fol-
lowing paragraphs. To avoid confusion, we use the term 
stems to refer to stems of  grasses and twigs to refer to 
shrubs and saplings.
 As with estimation of  biomass, plant use may be esti-
mated with ocular methods. These methods require train-
ing with ungrazed plants that are clipped to simulate differ-
ent intensities of  grazing. Such estimates vary by individual 
investigator and may be inconsistent from year to year. 
Commonly accepted methods of  measuring use vary from 
simply counting used or unused stems, to obtaining “before 
and after” measures of  stem lengths, to regression methods.
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 The stem-count method (Stoddart 1935, Cole 1956) is a 
minor modification of  the range survey method described 
above, in which used and unused stems are counted rather 
than estimated. Stems may be counted in plots or along 
transect lines. Pechanec (1936) observed that stem counts 
did not compare favorably with other methods for estimat-
ing grass use. Stickney (1966) and Jensen and Scotter (1977) 
reported that proportion of  shrub twigs used correlated 
well with proportions of  lengths removed, but the method 
was insensitive under heavy use. Stickney (1966) observed 
that virtually all shrub twigs received at least minor brows-
ing at use levels 55% of  length for black chokecherry 
(Prunus virginiana) and 60% of  length for Saskatoon service-
berry (Amelanchier alnifolia). Those wishing to compare among 
sites that receive >50% use will need to select a method that 
remains sensitive under a wider range of  use.
 Use may be estimated by measuring height of  grass stems 
or length of  shrub twigs before and after use by herbivores. 
Relationships are calculated for height/length removed and 
biomass used (Lommasson and Jensen 1938, Stickney 1966, 
Jensen and Scotter 1977). For both grasses and shrubs, the 
relationship is not linear, so curvilinear relationships must 
be developed. Jensen and Scotter (1977) reported the twig-
length method provided a sensitive measure of  shrub use 
across a range of  use levels (0–100%). A primary disadvan-
tage of  the method is that it requires 2 trips to the field, one 
prior to and one following the browsing season, yet it pro-
vides no estimate of  production. Curves must be developed 
individually for each species, site, and year to accurately es-
timate use (Bonham 1989).
 Browse use also may be estimated with dimension analy-
ses of  twigs by predicting the prebrowsing lengths or weights 
of  twigs from diameter–weight or diameter–length relation-
ships (Basile and Hutchings 1966; Telfer 1969a, b; Lyon 1970). 
Once the diameter–weight or diameter–length equations 
have been developed, the technique requires 3 additional 
types of  data:

1. an estimate of  the percentage of  twigs browsed,
2.  mean diameters at the point of  browsing of  a strati-

fied sample of  browsed twigs, and
3.  mean lengths or weights of  the twig parts remaining 

after browsing.

 Prebrowsing weights or lengths of  browsed twigs can be 
estimated from regression equations. Postbrowsing weights 
of  browsed twigs can be measured by clipping and weigh-
ing the residual twigs. Alternatively, postbrowsing lengths 
of  browsed twigs can be measured directly. The percentage 
use can be computed from the formula

U = B × [(P – A)/P] × 100,

where B is the percentage of  browsed twigs, P is predicted 
prebrowsing mean length or weight of  browsed twigs, and 

A is postbrowsing mean length or weight of  browsed twigs 
(Lyon 1970).
 As an alternative to the above procedure, several workers 
have estimated weights of  consumed twigs directly by using 
the diameter at point of  browsing in weight–diameter equa-
tions (Oldemeyer 1982, Rumble 1987). In that instance, use 
may be computed as

U = [(B × C)/P] × 100,

where B is the proportion of  browsed twigs, P is predicted 
prebrowsing mean weight of  browsed twigs (based on di-
ameter of  current annual growth), and C is predicted mean 
weight of  consumed portions of  twigs (based on browsing 
diameter).
 Several authors ( Jensen and Urness 1981, Provenza and 
Urness 1981) demonstrated that use estimates obtained from 
twig diameter measurements are rapid and compare favor-
ably with twig length measurements. Once diameter–weight 
or diameter–length equations have been developed for a 
site, the method represents a considerable savings in time 
over the twig-length method, because all measurements of  
use can be obtained during a single trip to the field after use 
has occurred.
 Percentage of  plants or stems used by herbivores often is 
used as an estimator of  plant use. This method requires a 
combination of  techniques. For grasses, one measures the 
percentage of  biomass removed, using height–weight rela-
tionships, and regresses percentage of  plants used on bio-
mass removed from a sample of  several sites (Roach 1950). 
Similar regressions can be developed for shrubs with per-
centage of  plants used and results of  dimension analysis 
(Oldemeyer 1982).
 Another evaluation technique commonly used to assess 
levels of  plant use at the landscape scale is classification of  
key browse species into form and age classes (Dasmann 
1951, Cole 1959, Patton and Hall 1966). In this procedure, 
≥25 plants of  a key browse species are marked along perma-
nently established survey courses in selected key winter range 
areas. For each plant in the survey, the observer records:

1.  hedging—classified as light, moderate, or severe, based 
on the length and appearance of  the previous year’s 
growth below the current leaders;

2.  availability—classified as available or unavailable, based 
on shrub height and maximum browsing reach of  the 
principal browsing species; and

3.  age/decadence—classified as seedling, young, mature, 
or decadent, based on stem diameter classes (any liv-
ing plant with ≥25% of  the crown dead is classified as 
decadent).

 Hedging, availability, and age class are summarized as 
percentages of  shrubs in each class. The method has the ad-
vantage of  being quite rapid, allowing for completion of  ex-
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tensive surveys. However, as for all subjective ratings, there 
is considerable variation among individual examiners in the 
assignment of  form classes.
 Keigley (1997) recently proposed a new method of  evalu-
ating browse growth form based on explicit definitions of  
browsing intensity and plant architecture. In this proce-
dure, browsing intensity of  individual shrub stems is rated 
as light to moderate or intense, depending on whether the 
current annual production consistently develops from the 
previous year’s growth (light-to-moderate browsing) or 
from stem segments >1 year old because the previous year’s 
grow was killed by browsing (intense browsing). At the 
whole-plant level (including multiple stems that comprise 
the plant), plant architecture is classified as uninterrupted 
growth type (reflecting light-to-moderate browsing), arrested 
type (reflecting intense browsing), retrogressed type (re-
flecting light-to-moderate changing to intense browsing),  
or released type (reflecting intense changing to light-to-
moderate browsing). Explicit definitions are given for each 
architecture type. Additional details and applications of  the 
method are provided by Keigley et al. (2002a, b).

TECHNIQUES FOR SAMPLING FRUITS

Data on fruit abundance can be quite important when cer-
tain species of  wildlife are dependent on annual fruit pro-
duction (DeGange et al. 1989, McShea and Schwede 1993, 
Wolff  1996, McShea 2000, Suthers et al. 2000). However, few 
habitat analyses include an inventory of  fruit production. 
An enumeration of  the number and size of  fruiting plants is 
often as far as managers go to describe fruit-bearing poten-
tial and its value to wildlife. The inconsistent and seasonal 
fruiting tendencies of  plants, coupled with their often spo-
radic distribution, minimize the usefulness of  simple enu-
meration of  plants.
 In studies of  wildlife food habits, fruits generally are re-
ferred to as mast and are divided into 2 categories: hard and 
soft. Consequently, mast can be defined as the fruits and 
seeds of  all plants, both woody and herbaceous, used as 
food by animals. The importance of  fruit as wildlife food is 
well known; for example, oak mast alone is used by 185 
wildlife species and is available for ≤8 months (Van Dersal 
1940). Mast is high in food energy, especially carbohydrates 
and fats (Goodrum et al. 1971).
 Soft mast includes fruits with fleshy exteriors, such as 
berries, drupes, and pomes. Hard mast, in contrast, includes 
fruits with dry or hard exteriors, such as achenes, nuts, sa-
maras, cones, pods, seeds, and capsules. Numerous factors 
affect fruit production, including age of  plant, size of  plant, 
genetics of  the individual plant, climate, soil, competition 
for resources, and previous use by animals (Schupp 1990). 
Annual variation in yields of  wild food plants makes it diffi-
cult to estimate fruit production over large land units (Koe-

nig and Knops 1995). Consequently, management practices 
that provide for the greatest variety of  food-producing 
plants will ensure favorable conditions for the greatest vari-
ety of  wild animals.

Large or Heavy Fruits of Trees
The sampling design necessary for species with large or 
heavy fruits depends on whether total mast production or 
an index of  annual mast abundance is desired. Choosing a 
large number of  random points for trap locations may be 
necessary if  the objective is to characterize mast production 
at the landscape scale. Although this design is costly, it 
avoids intentional bias and allows statistical inference from 
the sample to the larger area. Depending on the objectives 
of  the project, one may want to sample only under the can-
opies of  mast-producing trees. This method would be ap-
propriate if  one is measuring the production per unit area 
of  mast-producing canopy in the forest or obtaining an an-
nual index of  mast production.
 Sampling may be random in forests with well-defined 
stands of  trees (Thompson 1962) or stratified by vegetation 
type, stand age classes, or stand location (edge or interior). 
Sampling methods have been devised to estimate produc-
tion by small versus large trees (Minckler and McDermott 
1960), to compare production of  ≥2 species of  oaks (Tryon 
and Carvell 1962, Koenig and Knops 1995), and to estimate 
production in mixed oak stands 63–82 years of  age (Beck 
and Olson 1968).
 Mast production can be estimated by counts of  mast in 
ground plots (Goodrum et al. 1971), counts of  mast on trees 
(Gysel 1956, Koenig et al. 1994, Koenig and Knops 1995),  
or use of  seed traps (Schupp 1990, Sork et al. 1993, Ostfeld 
et al. 1996). Counts of  mast in plots on the forest floor are 
generally unreliable estimators of  mast production, because 
mast frequently is taken by wildlife before counts are made; 
however, such counts, when used with seed traps, may be a 
good estimator of  wildlife use of  fallen mast. Total counts 
of  mast on trees may be quite accurate for small trees, but 
they are difficult and time consuming for large trees. Conse-
quently, many researchers and managers have opted to use 
relatively rapid indices of  mast production rather than more 
labor-intensive methods. For example, indices based on vi-
sual counts have the advantage of  being quick and permit-
ting rapid assessment of  acorn production. In the most gen-
eral index, acorn production may be rated on a visual scale 
from 0 to 4: 0 (no acorns), 1 (a few acorns seen after close 
scrutiny), 2 (a fair number), 3 (a good crop), and 4 (a bum-
per crop; Koenig et al. 1994). The obvious disadvantage of  
such a rating system is its subjectivity. As an example of  a 
more quantitative index, Koenig et al. (1994) and Koenig 
and Knops (1995) counted as many acorns as they were able 
on a single tree during a 30-second interval. Although such 
an index may be limited by the maximum rate at which an 
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observer may count under high acorn abundances, Koenig 
et al. (1994) found the index was highly correlated with val-
ues obtained from acorn traps. Alternatively, Wolff  (1996) 
used visual counts of  acorns on 10 randomly selected 
branches as an index of  mast production in oak woodlands 
of  California.
 Many kinds of  mast traps have been used to measure 
mast fall. Downs and McQuilkin (1944) developed square 
traps made of  hardware cloth on a wood frame. These traps 
were about 1 m2 in size, and 2 were placed under each tree. 
Since that time, several trap designs have been developed, 
ranging from makeshift types, such as large oil drums; to 
large fruit baskets; to those made from wood, cardboard,  
or polyethylene film and particularly designed for catching 
acorns. Because rodents and other wildlife will eat mast in 
the traps, early traps used predator guards; however, these 
deflected mast from the trap, and guards are not recom-
mended. A study of  8 types of  traps comparing catching  
efficiency, durability, and cost (Thompson and McGinnes 
1963) revealed 3 types to be most suitable: polyethylene film 
traps, square wire-cage traps, and paperboard seed traps. 
The polyethylene conical-shaped seed trap sampled an area 
of  0.4 m2 and had an acorn-retention efficiency of  99%. 
Fifty of  these traps can be carried by one person a consider-
able distance without discomfort. The wire cage trap (Moody 
et al.1954) sampled 1.0 m2. With a wire cover, it had an 
acorn-catching efficiency of  87% and a durability of  10 years. 
The design was similar to traps used by Downs and Mc-
Quilkin (1944). Of  the 8 traps compared, the wire cage model 
was the most expensive to construct. The paperboard seed 
trap (Klawitter and Stubbs 1961) was a modified version of  
the pine seed trap (Easley and Chaiken 1951) that has a sam-
pling area of  0.0003 ha (3.2 m2). The paperboard trap had 
96% acorn-retention efficiency and was durable for 2–3 
years.
 Christisen and Kearby (1984) constructed acorn traps of  
8-gauge steel wire formed into a circle 0.73 m in diameter. 
They attached to the wire clear 4-mil plastic, cut into a 
semi-circle, forming a cone. Holes punched in the bottom 
of  the cone allowed water to drain. The trap was attached 
to wooden stakes to hold it off  the ground. They concluded 
the plastic cone was superior to baskets and wire mesh 
traps, because the soft plastic prevented acorns from bounc-
ing out of  the trap, acorn predation was eliminated, and 
traps were inexpensive and portable. The primary disadvan-
tage was the plastic lasted only 1 year. Sork et al. (1993) and 
Schroeder and Vangilder (1997) used a similar seed collect-
ing trap made of  6-mil plastic and a trap area of  0.5 m2. 
Schupp (1990) studied seedfall from the understory trees in 
Panama using 1.0-m FD traps constructed of  1.5-mm mesh 
plastic window screening on 1-m × 1-m frames of  1.25-cm 
PVC tubing.
 Mast production varies considerably among tree species 
(Sork et al. 1993), among trees of  the same species, and 

among years (Christisen and Kearby 1984, Koenig et al. 1994). 
Thus, one must design a mast production study with great 
care. Traps have been placed under trees at a distance of  
two-thirds the crown radius from the trunk; however, we 
are not aware that a consistent distance from the trunk is re-
quired. Christisen and Kearby (1984) randomly placed 3 
traps under each sample tree with the stipulations that no  
2 traps were placed in the same direction and that no traps 
be placed under a side of  a tree that lacked canopy. Further, 
they imagined the canopy as consisting of  2 concentric cir-
cles and either placed 2 traps in the inner circle and one in 
the outer, or vice versa. Traps should be examined at 1–2-
week intervals from the time large fruits (e.g., acorns) begin 
to drop until all have fallen. Fruits removed from traps 
should be counted and may be placed into categories, such 
as (1) well developed and sound; (2) well developed, but 
damaged by birds or squirrels; (3) well developed, but show-
ing insect emergence holes; and (4) imperfectly developed, 
deformed, or aborted (Downs and McQuilkin 1944, Mc-
Quilkin and Musbach 1977, McShea and Schwede 1993).
 Gysel (1957) estimated acorn production by multiplying 
the number of  acorns collected per trap and species by 1.1 
to compensate for losses by deflection. He then multiplied 
that value (acorns per unit area of  trap) by the average 
weight of  sound acorns and total crown area of  the stand to 
derive an estimate of  the weight of  acorn production per 
unit area.

Small or Light Fruits of Trees
Like large mast, smaller seeds and fruits are important wild-
life foods used by many small rodents, tree and ground 
squirrels, and game and nongame birds (Trousdell 1954, 
Hooven 1958, Yeatman 1960, Abbott 1961, Abbott and Dodge 
1961, Asher 1963, Powell 1965, Landers and Johnson 1976, 
McShea and Schwede 1993, Schroeder and Vangilder 1997, 
McCracken et al. 1999). Abundance of  small or light mast 
(e.g., pine seeds) varies from year to year, as for all fruiting 
species. For example, loblolly pine (Pinus taeda) seed varied 
from nearly 0 to as high as 243,000 seeds/ha (Allen and 
Trousdell 1961). The 2 principal techniques of  sampling 
small or light seed production of  trees are placing seed traps 
in a stand (Lotti and LeGrande 1959, Allen and Trousdell 
1961, Graber 1970, McCracken et al. 1999) or counting  
the number of  ripening cones on a tree with binoculars 
(Wenger 1953). The latter method may be simplified by 
counting only a portion of  the tree (Wenger 1953) or by cat-
egorizing the relative abundance of  cones on the tree as 
none, few (1–25 cones), medium (29–90), and heavy (≥100). 

Fruits of Shrubs
Soft and hard mast of  shrubs often is within reach of  a biol-
ogist and may be counted (Suthers et al. 2000) or harvested 
directly from the shrub (Perry et al. 1999). In Georgia, 
Johnson and Landers (1978) collected all fruits, by species, 
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in 4-m2 plots on a monthly basis from April through Octo-
ber. Their small sample of  5 plots per line had such high 
sampling error they were not able to compare production 
among the months sampled. Harlow et al. (1980) counted 
mast on scrub oaks (Quercus ilicifolia) in Florida in a series of  
0.004-ha circular plots to estimate mast abundance. Total 
counts of  mast were made for each species in each of  20–40 
plots in each stand. Stransky and Halls (1980) counted fruits 
of  shrubs and woody vines in 20 1-m2 quadrats in 0.6-ha 
plots in eastern Texas. They dried fresh fruits of  each spe-
cies to obtain an average weight of  each fruit and projected 
the yield per quadrat based on the quadrat counts. Stransky 
and Halls (1980) further developed regressions between 
fruit yield and plant height and density to simplify the sam-
pling effort, similar to regressions of  browse production. 
Perry et al. (1999) conducted soft mast surveys for 31 taxa in 
Arkansas and Oklahoma by counting berries present in 3-m2 
plots during mid-June, mid-July, and mid-August to coin-
cide with ripening phenology of  the major fruit-producing  
species. To estimate dry mass production, they counted 
and weighed samples of  each fruit type and developed wet- 
to dry-mass conversion factors. They developed species- 
specific regressions relating seed head volume with dry 
mass for species with large seed heads containing abundant 
fruits, so that dry mass was estimated from counts and mea-
surements of  seed heads rather than from individual ber-
ries. Like most total enumeration methods, estimating total 
production of  berries may be quite time consuming. Conse-
quently, soft mast production may be characterized for ex-
tensive surveys on a scale of  relative abundance ranging 
from 0 to 4, in much the same manner as for hard mast 
(Clark et al. 1994). Further, double sampling methods have 
been used to calibrate relative abundance indices to actual 
production by measuring fruit production for a sample of  
plots on which relative abundance is measured (Noyce and 
Coy 1989). Biologists must remain aware of  the potentially 
serious variation in relative abundance estimates made by 
different observers, or among different regions or years.

Fruits of Herbaceous Vegetation
Herbaceous vegetation provides an abundant supply of  seeds 
for wildlife. Sampling seeds of  herbaceous species has not 
been as well developed as for trees, because more plant spe-
cies are involved, and wildlife that use those seeds generally 
are less obvious. Sampling for seeds of  herbaceous species is 
a miniature version of  sampling for large mast from trees; 
samples may be taken from the ground, from traps, or di-
rectly from the plant. Ripley and Perkins (1965) sampled 
ground seed supplies (primarily legumes) for northern bob-
white (Colinus virginianus) from soil samples. They removed 
soil cores (7.6-cm diameter × 2.5-cm deep), screened the 
cores of  litter and soil, and counted number of  seeds in 
each core. Eight soil cores were taken at each of  3 points 
along a transect line, and the 8 samples were combined to 

project an estimated seed density and weight. Variation 
among lines was not greater than variation among points; 
thus, Ripley and Perkins (1965) suggested that random sam-
pling may be as efficient as using lines. They also reported 
decreased numbers of  seeds in the soil cores from autumn 
to spring, suggesting removal by wildlife. Larger plots and 
different sampling depths have been used by others. Haugen 
and Fitch (1955) used 15 30.5-cm × 30.5-cm plots, but they 
took material only from the soil surface when sampling for 
lespedeza (Lespedeza spp.) and partridge pea senna (Cassia 
marilandica) seeds. Young et al. (1983) used 32-cm × 32-cm 
open-bottom metal boxes driven 15 cm into soil to estimate 
abundance of  Indian ricegrass (Oryzopsis hymenoides) seed in 
Nevada. They further removed the soil in 2.5-cm depth in-
crements to identify where seed reserves occurred.
 Seed traps for herbaceous plant seeds are smaller than 
those used for tree mast. Traps with fine-screen wire for the 
bottom and 0.64-cm hardware screen for the top have been 
used for estimating seed yield for game birds (Davison et al. 
1955). Traps of  this type eliminate seed predation by wild-
life. Others have used traps with adhesives to hold the seeds. 
A Petri dish containing filter paper sprayed with Tanglefoot® 
or other nondrying sticky substances was used by Werner 
(1975), Rabinowitz and Rapp (1980), and Potvin (1988) to 
sample seed deposition in prairie grasslands. Rabinowitz 
and Rapp (1980) believed that seed production was under- 
estimated in tallgrass prairie, because leaves closed over the 
trap, and seeds were intercepted by overhanging leaves. 
When temperatures dropped below freezing or when traps 
became covered with snow, they were not effective for 
catching seed. Huenneke and Graham (1987) used house-
construction insulation hangers coated with a smooth sur-
face of  adhesive to sample seed rain in grasslands. They ob-
served that height of  seedfall affected the proportion of  
seeds adhering to the trap surface; at 60 cm, only about 3% 
of  the seeds adhered, whereas at 10 cm, 65% adhered to the 
trap surface. Exposure to light, high temperatures, and dust 
had little effect on capture rates, but shape and form of  seed 
did affect capture rates.
 Seed traps also can be used over water to sample seed 
production and availability in wetlands. Olinde et al. (1985) 
constructed 12-cm × 30-cm traps and floated the traps on 
Styrofoam™ blocks. These blocks were held in place with 
ropes and stakes driven into the soil, and the blocks could 
rise and fall with changing water levels.
 Laubhan and Fredrickson (1992) and Gray et al. (1999) 
describe techniques to sample and estimate seed yields in 
wetland and moist-soil environments. Laubhan and Fred-
rickson (1992) collected inflorescence measurements and all 
seeds from inflorescences of  13 common moist-soil plant 
species in a 25-cm × 25-cm sample frame. Sample stations 
were randomly placed in distinct vegetation zones or patches 
in wetland area. They found that seed yield varied widely 
among plant species. Gray et al. (1999) developed models to 
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predict seed yield per wetland plant species that also re-
quired an estimate of  plant stem density per species. They 
used regression calculations of  the mean stem density mul-
tiplied by mean seed yield per 60 plants per species to pro-
vide extrapolated species-specific seed yield data. Metaboliz-
able energy values per seed yields per species can be used  
to estimate waterfowl carrying capacities per unit area of  
moist-soil or wetland habitat.

MULTIPLE-SCALE VEGETATION SURVEYS

Vegetation measurement on the ground can be facilitated 
with several technologies. Ground-based digital imaging sys-
tems, such as digital cameras with and without infrared 
viewing, have been shown to measure vegetation cover, 
amount of  green vegetation, and leaf area index in grass 
and shrub dominated ecosystems (White et al. 2000, Rund- 
quist 2002). Dycam ADC (http://www.dycam.com/agri.html) 
and Decagon First Cover systems (http://www.decagon.com/) 
are specifically made for vegetation measurement. Measure-
ment of  green vegetation cover is accomplished through  
automated procedures by classifying pixels in the digital im-
age as green vegetation, bare ground, litter, woody mate-
rial, or other nongreen material. Software classifies the im-
age as a percentage of  each specified material. Species and 
plant-form coverages are developed by sampling digital im-
ages for each component using trained observers and viewer 
software after field image acquisition. Digital cameras pro-
vide rapid field collection with minimally trained personnel 
and provide an extensive record of  field conditions that is 
easily moved to computers, where further and more de-
tailed analyses can occur.
 Wildlife personnel have long desired to have methods to 
estimate live herbaceous biomass or structure and use at a 
fine scale over large areas (Olenicki 2001). Ground-based pas-
sive sensors or radiometers that measure electromagnetic 
reflectance from vegetation have been used to measure bio-
mass, amount of  green cover, and biochemical constituents 
along with classifying vegetation in grass, shrub, and forest-
dominated systems (Van der Meer and de Jong 2001). These 
sensors measure several areas of  the electromagnetic spec-
trum (multispectral) and some can measure continuously 
from the visible to well into the thermal portion (hyper-
spectral). Calibration via ground truthing is often required 
to accurately relate reflectance to traditional vegetation 
measurements. Ratios of  the amount of  energy reflected in 
different regions or bands of  the electromagnetic spectrum 
are used to develop the relationship between reflectance 
and traditional vegetation measures. Radiometer readings 
need to be taken during midday on sunny days, so that in-
coming electromagnetic radiation is similar for all readings. 
Differences among ecosystems, plant forms, soils, and changes 
in vegetation during the year prevent universal calibrations 
from being developed for ground-based radiometers (Asner 

1998). Calibrations using local conditions are needed to en-
sure the best fit (Moulin et al. 1998). Calibration of  radiom-
eters with vegetation measurement techniques that have 
poor repeatability, such as ocular estimation of  cover, will 
result in poor relationships to vegetation reflectance because 
of  the inherent variability of  ocular estimations (Bonham 
1989).
 Ground-based systems have become lighter, more mo-
bile, and easier to use in the field, enabling operators to take 
more samples in less time than with traditional field meth-
ods. Resolution is in the centimeter to meter range, so large 
numbers of  samples are needed to adequately characterize 
diverse vegetation types over large areas. These systems also 
can be automated, so that field personnel do not need to be 
extensively trained in instrument operation.
 Olenicki (2001) proposed that real-time Global Position-
ing System (GPS) receivers or military precision lightweight 
GPS receivers can aid relocation of  points within 1 m accu-
racy, making the combination of  ground-based radiometers 
and real-time GPS units ideal for monitoring temporal and 
spatial changes in vegetation over large areas. As an exam-
ple, Merrill and Boyce (1991) successfully linked field sam-
pling of  herbaceous phytomass in Yellowstone National 
Park with spectral values taken from Landsat multispectral 
scanners for the same field sites to describe trends in phyto-
mass availability on the northern Yellowstone elk (Cervus 
canadensis) range.
 Aerial or satellite based technologies have been used ex-
tensively to measure regional vegetation patterns at the 
largest scale of  sampling (Avery and Berlin 1992, Van der 
Meer and de Jong 2001). Passive sensors ranging from pan-
chromatic (aerial photographs) to multispectral to hyper-
spectral have potential applications to vegetation measure-
ment for wildlife managers. Passive sensors have been used 
to develop digital land-use coverages that are available from 
government sources (O’Neil et al. 2005). Most current land 
use and vegetation type coverages are derived from either 
aerial photography or Landsat thematic mapper multi-
spectral imagery (30-m resolution). Aerial photography pro-
vides detailed images with resolutions ranging from a 1 m 
to 100 m. Aerial photography is limited to expert visual in-
terpretation that requires extensive training and many hours 
to interpret small numbers of  images. In contrast, Landsat 
thematic mapper multispectral imagery can be processed 
with an automated classification that increases efficiency. 
However, the 30-m resolution might not be at the scale that 
is useful for wildlife managers. Smaller resolution multi-
spectral sensors are available, such as Ikonos (http://www 
.satimagingcorp.com/gallery-ikonos.html), Quickbird (http:// 
www.digitalglobe.com/index.php/85/QuickBird), Orbview 
(http://www.glcf.umd.edu/data/orbview/), and special aer-
ial sensors, but efforts at vegetation measurement are proj-
ect-specific, and full coverage is not available for large-scale 
areas. Wildlife managers who want vegetation measurements 
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at smaller resolutions will have to initiate and fund projects 
to acquire such information at increased effort and cost.
 Satellite imagery is useful for deriving measures of  net 
primary productivity and vegetation phenology. Often 
these measurements have been derived from observations at 
weather stations several kilometers from the study area. 
Furthermore, net primary productivity has been generally 
based on variation in annual (or seasonal) rainfall rather 
than on more direct measurements of  vegetation. Although 
imagery from the National Oceanic and Atmospheric Ad-
ministration’s Advanced Very High Resolution Radiometer 
(AVHRR) and the National Aeronautics and Space Admin-
istration’s Moderate Resolution Imaging Spectroradiome-
ter (MODIS) satellites have coarse spatial resolution (250–
1,000 m), they have high temporal coverage (daily) over large 
geographic areas. Imagery from these (and other) satellites 
may be used to calculate the Normalized Difference Vege-
tation Index (NDVI), which is related to the density of  
chlorophyll contained in terrestrial plants (Sellers 1985). 
NDVI is derived from the red to near-infrared reflectance ra-
tio [NDVI = (NIR – RED)/(NIR + RED), where NIR and RED 
are the amounts of  near-infrared and red light, respectively, 
reflected by vegetation and recorded by the satellite]. Chlo-
rophyll absorbs red light, and mesophyll leaf  structure scat-
ters near infrared light. NDVI ranges between –1 and 1, 
with negative values corresponding to no vegetation (Asrar 
et al.1984, Sellers 1985, Myneni et al. 1995). A time-series of  
NDVI may be used to calculate biologically relevant met-
rics, such as start of  the growing season, rate of  green-up, 
and length of  growing season (Reed et al. 1994; Table 16.3). 
The integral of  the seasonal time-series is strongly related 
to net primary production (Fung et al. 1987, Goward et al. 
1987, Running 1990). To remove contamination from clouds 
and other atmospheric effects, ≥7 NDVI images are gener-
ally combined, using their maximum value; still, smoothing 
of  the time-series may be necessary (Reed et al. 1994). 
NDVI imagery from AVHRR satellites is available globally 
at 8-km resolution from 1981; for the conterminous United 
States, imagery is available from 1989 at 1-km resolution. 
MODIS imagery is available from 2000 at 250 m, 500 m, and 
1,000 m resolutions (Pettorelli 2005). Pettorelli (2005) pro-
vided a useful review of  NDVI imagery for ecological studies.
 NDVI imagery and metrics derived from them have 
proved useful for ecological studies. Rasmussen et al. (2006) 
compared explanatory power of  rainfall and NDVI to pre-
dict time-specific conception rate of  African elephants (Lox-
odonta africana). They found that NDVI was a more accu-
rate metric than rainfall for the link between ecological 
variability and demographic parameters, such as mortality, 
reproduction, and carrying capacity. Sanz et al. (2003) stud-
ied the reproductive output of  pied flycatchers (Ficedula hy-
poleuca) using NDVI to monitor tree phenology. They found 
that oak leafing occurred earlier with a concurrent advance-
ment of  peak availability of  caterpillars. However, the fly-

catchers did not change their arrival time from Africa, caus-
ing a mismatch between timing of  peak food supplies and 
nesting demand. Nesting growth and survival were nega-
tively affected. Pettorelli et al. (2006) studied the yearly vari-
ation in mass of  roe deer (Capreolus capreolus) fawns in 2 
regions of  France. There was a strong influence of  plant 
productivity, as measured by integrated NDVI, in the region 
of  lower plant productivity, but none in the higher produc-
tivity region. This variation demonstrated the need to use 
these tools in places where there is a strong link between 
the canopy (that satellites observe) and ground level vegeta-
tion (see also Rasmussen et al. 2006).
 Although much of  the use of  aerial or remote sensing 
methods relates to mapping, recent improvements in spatial 
accuracy of  Geographic Information System (GIS) tools have 
helped bring science to vegetation measurement and sam-
pling and to detect the lack of  vegetation, such as in forest 
canopy gaps. The importance of  forest canopy gaps for lo-
cation of  songbird nests (Fox et al. 2000) was evaluated with 
data obtained from color-infrared photographs scanned at 
high resolution and spatially rectified to ground control 
points. Using aerial stereo photographs and scopes, Fox et al. 
(2000) created 3-dimensional images of  canopy gaps that 
could be used in Arc/INFO (ESRI, Redlands, California) 
computer GIS files to aid digital software analyses. Tanaka 
and Nakashizuka (1997) used similar methodology to ana-

Table 16.3. Metrics that may be derived from time-series of 
normalized difference vegetation index (NDVI) imagery 
and their phenological interpretation 

Metric Phenological interpretation

Temporal NDVI metrics
 Time of  onset of  greenness Beginning of  measurable  
  photosynthesis
 Time of  end of  greenness Cessation of  measurable  
  photosynthesis
 Duration of  greenness Duration of  measurable  
  photosynthesis
 Time of  maximum NDVI Time of  maximum measurable  
  photosynthesis
NDVI-value metrics
 Value of  onset of  greenness Level of  photosynthetic activity at  
  onset of  growing season
 Value of  end of  greenness Level of  photosynthetic activity at end 
  of  growing season
 Value of  maximum NDVI Maximum measurable level of   
  photosynthetic activity
 Range of  NDVI Range of  measurable photosynthetic  
  activity
Derived metrics
 Time-integrated NDVI Net primary photosynthesis
 Rate of  green-up Acceleration of  photosynthesis
 Rate of  senescence Deceleration of  photosynthesis
 Modality Periodicity of  photosynthetic activity

After Reed et al. (1994).
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lyze long-term (15 years) canopy dynamics of  a 25.25-ha 
mixed deciduous forest in Japan.
 Several other methods have been used to detect tempo-
ral changes in vegetation structure at 5 scales of  resolution 
that could be transformed to digital data sets, including 
cameras on sticks (Bennett et al. 2000), tethered balloons or 
blimps (Mims 1990, Pitt and Glover 1993, Murden and Risen-
hoover 2000), tower crane with a horizontal jib (Parker et al. 
1992), ultralight aircraft (Cohen et al. 1990), fixed-wing air-
craft (Everitt and Nixon 1985, Everitt et al. 1991, Ritchie et al. 
1992, Blackburn and Milton 1996), and high-altitude remote 
sensing (Satellite Probatoire d’Observation de la Terre’s High 
Resolution Visible Imaging System panchromatic images 
and Landsat thematic mapper data; Cohen et al. 1990, Brad-
shaw and Spies 1992). Reviews of  these methods are pro-
vided by Everitt et al. (1991), Ritchie et al. (1992), Pitt and 
Glover (1993), and Blackburn and Milton (1996).
 Active sensors are finding more application in vegetation 
measurement and will have an increasing role in this area. 
Radar applications are being developed to measure forest 
canopy and stand characteristics (Waring et al. 1995, Ranson 
et al. 2001). Lidar or laser altimetry is currently being used 
in canopy measurement for forests and shrubs (Lefsky et al. 
2002), and it has been applied to aquatic habitats (Wang and 
Philpot 2007). The basic measurement by a lidar device is 
the distance between the aircraft sensor and a target surface 
that is expressed as the elapsed time between the laser pulse 
and the time it took to reflect back to the sensor divided by 
2. Lidar’s capability to characterize 3-dimensional canopies 
at small resolutions holds much promise for wildlife manag-
ers. Lidar technology is being quickly implemented com-
pared to radar, and there are many providers available. Lidar 
is still limited, in that clouds can interfere with its functions, 
whereas radar is an all-weather technology. Acoustic (echo-
location) methods are active sensors that can be used to sam-
ple and map submerged aquatic vegetation and are not hin-
dered by water clarity (Sabol et al. 2002, Warren and Peterson 
2007).
 Lefsky et al. (2002) discussed the state-of-the-art of  appli-
cations of  lidar remote sensing relative to natural resources. 
They noted that numerous applications are feasible, but have 
not yet been explored, making it difficult to predict which 
applications will be dominant in the future. According to 
their review, current applications of  lidar remote sensing in 
vegetation and ecological measurements fall into 3 general 
categories: remote sensing of  ground topography; measure-
ment of  the 3-dimensional structure of  vegetation canopies; 
and prediction of  forest stand attributes, such as above- 
ground biomass. They also identify efforts of  bathymetric  
lidar systems to measure elevations in shallow bodies of   
water. According to Lefsky et al. (2002), mapping of  topo-
graphic features is the largest and fastest growing area of  
application for lidar remote sensing, mainly for commercial 
land surveys (Flood and Gutelis 1997), and largely because 

airborne laser altimetry is more accurate and cost effective 
than other methods.
 Measurements of  vegetation canopy and function are of  
primary interest to wildlife researchers and managers who 
study forest animal–vegetation relationships. Allometric can-
opy heights (maximum and mean) and cover or lack of  cover 
(gaps in the canopy) have been computed for temperate 
(Maclean and Krabill 1986), tropical (Nelson et al. 1997),  
boreal (Magnussen et al. 1999), and temperate deciduous 
(Ritchie et al. 1995) forests. Caution must be made if  consid-
erable understory vegetation is present under the tree can-
opy, because it can disrupt exact elevation measures to the 
ground surface.
 Relative to forest-stand structure attributes when species 
composition was noted, Maclean and Krabill (1986) were 
able to account for 92% of  the variation in timber volume 
in stands of  oak and loblolly pine. Nelson et al. (1997) suc-
cessfully estimated basal area, volume, and biomass in tropi-
cal wet forests. The availability of  information and results 
from lidar devices will increase as technology and analytical 
skills improve, including satellite lidar devices. Lidar mea-
surements will have application to estimating levels of  taxon 
biodiversity ranging from guilds and communities to spe-
cific species (e.g., natural cavities that are natural nesting 
sites for wood ducks in old-growth forests).

APPLICATIONS OF VEGETATION 
MEASUREMENT

We have presented methods for measuring plants or plant 
attributes of  different forms of  vegetation. We now discuss 
how some of  these methods have been applied to studies of  
wildlife habitat.
 Loft et al. (1987:656) evaluated mule deer (Odocoileus 
hemionus) habitat during 3 growing seasons in California. 
Their objectives were to “determine the effects of  cattle 
stocking rate on hiding cover structure during the summer 
grazing season” and to measure levels of  herbivory on wil-
lows and herbaceous meadow vegetation. Estimates of  her-
baceous forage production, deer hiding cover, and browse 
use were made in 0.1-ha cattle exclosures and adjacent sites 
subjected to moderate and heavy levels of  cattle grazing. 
Herbaceous forage was clipped from 0.1-m2 plots, oven-dried, 
and weighed 2–5 times each growing season. Hiding cover 
in aspen and meadow habitats was estimated at 8 locations 
around circular plots of  5.65-m radius with a 1-m2 grid sub-
divided into 100 cells. A narrower 1.0-m × 0.4-m grid, simi-
lar to that described by Nudds (1977), was placed at 2-m  
intervals along 2 20-m transects, and the grids were read 
from a distance of  5.65 m in patchy willow habitat, where 
structure of  the shrubs precluded use of  the larger grid. 
The grids were read at 3 0.5-m increments to 1.5 m; the per-
centage obscured by vegetation from ground level to 1 m 
was considered hiding cover for fawns, and the percentage 
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obscured from 0.5 m to 1.5 m was considered cover for 
adult deer. To evaluate the browsing level of  willows, Loft 
et al. (1987) tagged willow branches with ≤24 new shoots 
and measured the percentage of  shoots browsed after cattle 
were removed from the site.
 Litvaitis et al. (1985b:866) studied understory characteris-
tics of  snowshoe hare (Lepus americanus) habitat in Maine. 
Their objectives were to “examine hare habitat use and den-
sity in 2 areas of  Maine with differing forest composition, 
and determine how those variables were influenced by for-
est understory characteristics.” Snowshoe hare pellets were 
counted in 105 circular plots of  1-m radius on 7 700-m tran-
sects at each of  2 sites at each study area. Vegetation fea-
tures were measured at each pellet plot. Percentage ground 
(canopy) cover of  softwood, hardwood, herbaceous plants, 
and moss was estimated in each circular plot by projecting 
the plant crown to the ground surface. Understory stem 
density was estimated by counting the number of  hard-
wood and softwood stems ≤7.5 cm DBH and ≥0.5 m tall in 
2 15-m × 0.5-m quadrats, beginning at each pellet plot and 
running perpendicular to the transect. Visual obscurity at 
each pellet plot was estimated from a distance of  15 m for  
3 0.5-m strata 0.50–2.0 m above the plot with profile boards 
(Nudds 1977). Overstory canopy closure was estimated with 
a spherical densiometer (Lemmon 1957) at each pellet plot. 
Correlation coefficients were calculated between each of  the 
vegetation variables and the associated snowshoe hare pellet 
counts to identify which variables influenced pellet density.
 Sedgwick and Knopf  (1990:112) studied habitat relation-
ships of  cavity-nesting birds in plains cottonwood (Populus 
sargentii) along the South Platte River, Colorado. One of  
their objectives was to “compare nest sites of  cavity-nesting 
birds with available (random) nesting habitat.” Each nest tree 
was characterized by its species, DBH, height (measured 
with a clinometer), and the estimated length of  dead limbs 
≥10 cm diameter. Habitat was characterized in a 0.04-ha cir-
cle centered at each nest tree and at 31 random points in the 
cottonwood-dominated riparian vegetation type. Numbers 
of  snags, trees 23 cm DBH, trees 23–69 cm DBH, and trees 
>69 cm DBH were counted in each circle to estimate den-
sity of  the 4 classes. Overstory canopy cover was estimated 
at 4 points on the perimeter of  each circle with a spherical 
densiometer. Tree basal area was measured in a circle around 
each tree and random point with a 10-basal-area-factors 
prism. These data were compared among the species of  cav-
ity-nesters, using the cavity to characterize habitat use.
 Kirsch et al. (1978) studied habitat characteristics of  up-
land nesting birds, particularly ducks, in North Dakota. One 
of  their objectives was to evaluate the height-density (ob-
struction) of  residual grassland vegetation structure in rela-
tionship to success and density of  duck nests. Height- 
density of  grassland was measured with a modified version 
of  a visual obstruction pole (Robel et al. 1970); readings of  
100% obstruction were taken from a distance of  4 m and an 

eye-level height of  1 m. Results of  their study indicated that 
higher nest density and success for ducks occurred in resid-
ual grassland cover, with the highest average height-density 
readings at 100% obstruction.
 Gilbert and Allwine (1991) studied relationships between 
small mammals and habitat characteristics of  unmanaged 
Douglas-fir (Pseudotsuga menziesii) forests in Oregon. One of  
their objectives was to identify which environmental factors 
might be responsible for differences in small mammal com-
munities among young, mature, and old growth Douglas-fir 
stands. They sampled small mammal abundance and vege-
tation in 56 young, mature, or old growth stands in 3 loca-
tions. At each stand, mammals were sampled in a 6 × 6 pit-
fall grid or 12 × 12 snap trap grid. In the pitfall grids, 9 
points were sampled for vegetation; 16 points were sampled 
in the snap trap grid. Measurements were made in nested 
circular plots of  5.6-m and 15-m radius. In the 5.6-m radius 
plot, cover of  logs by decay class, and cover on the ground 
of  bare rock, exposed bare mineral soil, organic litter, moss, 
and lichen were estimated visually. Cover of  foliage to 2-m 
height and by life form was estimated visually. Number and 
species of  small and medium-sized live trees, snags, and 
stumps were counted to obtain density. In the larger circular 
plot, cover of  shrubs and trees 2-m height was estimated in 
3 canopy layers (midstory, main canopy, and super canopy). 
Number and species of  large live trees and snags were 
counted. In the larger circle, the presence and type of  water 
and occurrence of  rock outcrop and exposed talus were re-
corded. The number of  recent tree-fall mounds with exposed 
roots and mineral soil was counted. Vegetation components 
and small mammal numbers were summarized by stand, 
and data from the 56 stands were analyzed by detrended 
correspondence analysis (Hill and Gauch 1980) to explore 
relationships between species abundance and environmen-
tal variables.
 Hobbs et al. (1982:12) studied carrying capacity of  elk in 
Colorado. Their objectives were to “demonstrate that esti-
mates of  nutritional carrying capacity are viable habitat-
evaluation procedures and to identify sensitive parameters 
in the range supply-animal demand algorithm.” Estimates 
of  biomass of  plants comprising 2% of  the elk’s diet were 
necessary to develop the carrying capacity model. They ob-
tained biomass estimates from 32 1-ha stands stratified by 
vegetation type. In each stand, forbs and grasses were clipped 
at ground level in 30 0.25-m2 plots. Ten 2-m2 plots were sam-
pled for shrubs, and current stem growth was collected be-
tween ground level and 2.5-m high. Species were individu-
ally separated, dried, and weighed. These data were used to 
develop biomass estimates for vegetation types in the winter 
range of  elk and were combined with nitrogen concentra-
tions and in vitro dry-matter digestibility to estimate range 
supply of  energy and nitrogen.
 Schupp (1990:504) studied seed fall and seedling recruit-
ment of  a fruit-producing tree in Panama. Fruits of  this tree 
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are eaten by monkeys and birds, and the seeds are eaten by 
a variety of  rodents. Seedlings are eaten by deer and other 
large browsers. One of  the objectives of  the study was to 
examine whether there were “extensive year-to-year differ-
ences in viable seed fall, post-dispersal seed predation, seed-
ling emergence, early seedling mortality, and seedling re-
cruitment.” Seed fall was monitored with 84 1.0-m2 traps 
constructed of  1.5-mm mesh plastic window screening in 
1-m × 1-m frames. Two traps were placed randomly in each 
of  42 adjacent 20-m × 20-m plots. Traps were not intention-
ally placed either under or outside the canopy of  individual 
trees, although no traps occurred in large openings. Seeds 
were counted and removed from traps on a weekly basis. 
Seedling emergence was studied by scattering a known num-
ber of  seeds and fruits directly under traps and counting the 
number of  seedlings that emerged. Seedling recruitment 
was estimated in 3-m × 3-m plots that centered at the seed 
trap. Newly emerged seedlings were counted twice a year 
and marked with numbered colored plastic bird bands. The 
number of  seedlings marked in a year was an estimate of  
that year’s seedling emergence. From 58% to 74% of  the 
seedlings marked in the first count of  the year were present 
in the second, indicating moderate mortality of  newly 
emerged seedlings. The total number present at the second 
count represented the year’s seedling recruitment. Predation 
of  individual seeds was measured by gluing a 30-cm piece 
of  nylon fishing line to 576 seeds each year, attaching that 
line to wire-stake flags, and measuring unnatural changes in 
position or loss of  the seed. Schupp’s (1990) experiments 
showed that removal generally indicated loss to vertebrate 
seed predators. Among-year variation in viable seed fall, seed-
ling emergence, seedling recruitment, and seedling survival 
was analyzed with parametric and nonparametric analysis 
of  variance methods. An actuarial life-table method was used 
to analyze seed predation.
 Wildlife ecologists have spent considerable time linking 
fine-grain vegetation measurements (e.g., quadrats and point-
centered-quarters) to wildlife habitat use. In contrast, com-
paratively little research has been conducted to assess the 
importance of  vegetation characteristics to habitat use at 
larger scales. As a result, resource managers confronted with 
conserving ecosystems extrapolate local recommendations 
to regional levels, because landscape studies are lacking.
 Advances in the capabilities of  electronic equipment (e.g., 
computers, video cameras, and GPS units) and increased 
availability of  landscape scale data or mapping units for 
soils, aquatics, vegetation, weather, climate, and land use ef-
fects have allowed natural resource researchers and manag-
ers to scale up measurements of  vegetation made in individ-
ual quadrat plots to the landscape level and to combine 
multiple coverages of  other environmental attributes with 
vegetation data. These advances include digital imaging sys-
tems, radiometers, laser altimetry or lidar, and satellite or 
aerial systems that use active sensors (radar) or passive sen-

sors (panchromatic to hyperspectral imagers). These tech-
nologies can be used to measure vegetation at different 
scales, from high resolution studies in small site-specific ar-
eas (measured in cm2 or m2) to regional or global assess-
ments. Selection of  the correct technology is a function of  
such factors as cost, time, highest resolution of  vegetation 
to be measured, scale, and availability of  technology. In ad-
dition, field data can be electronically entered onsite on palm 
or laptop computers or data loggers (Fig 16.13) and can be 
identified to specific transects, quadrats, or points using GPS 
locator Universal Transverse Mercator (UTM) coordinates.
 Researchers have used remotely sensed land-cover data 
to incorporate regional variation in climate and land use 
into vegetation sampling schemes (Meentemeyer 1989, Bak-
ker et al. 2002). Sampling designs that account for regional 
variability provide more reliable information to land manag-
ers who must deliver habitat programs across large geo-
graphic regions. Results from this type of  work are being 
used to direct conservation planning efforts and design na-

Fig. 16.13. Electronic data logger with bar codes referenced to 
specific attributes of plants or animals.
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ture reserves (Askins et al. 1987, Hansson and Angelstam 
1991, Pearson 1993).
 Scale issues are now widely recognized in wildlife science 
as a critical concept that influences the way that organisms 
relate to landscape vegetation patterns. Turner et al. (2001) 
formally defined scale as the spatial or temporal dimension 
of  an object or process. Scale is important, because individ-
ual species often perceive the same spatial arrangement of  
habitats quite differently (Wiens 1989a, Levin 1992). For ex-
ample, a highly mobile species, such as northern harrier 
(Circus cyaneus), that forages widely may be less sensitive to 
fine-scale changes in grassland vegetation than a sedentary 
meadow vole (Microtus pennsylvanicus) that uses dense grass-
lands to escape predation. Although it is easy to acknowl-
edge that scale is an important study component, identify-
ing the “right” scale at which to work remains a challenging 
issue. A key to selecting appropriate scales is to replace our 
own human perceptions of  scale with a view of  how indi-
vidual wildlife species experience the landscape in space and 
time (Wiens 1976, Pearson et al. 1996). The concept of  eco-
logical neighborhoods (Addicott et al. 1987) provides a use-
ful framework for thinking about how space and time com-
ponents of  an organism’s behavior may be used to define an 
appropriate scale for study. However, studies of  wildlife hab-
itat at different spatial scales have confirmed there is no sin-
gle correct scale at which to work: ecologists should identify 
a suite of  appropriate scales at which to analyze their data 
(Pearson 1993, Sisk et al. 1997, Woodward et al. 2001). Rela-
tively new information-theoretical approaches (Burnham and 
Anderson 1998) provide statistical methodology for conduct-
ing multiscale habitat analyses.

Specific software is needed for display and data analysis to 
use the new technologies. At the most basic level, workers 
need to view the imagery. Providers of  free viewer products 
include ESRI (http://www.esri.com/), Erdas (http://www 
.erdas.com/Homepage.aspx), PCI (http://www.pcigeomatics 
.com/), ER Mapper (http://www.erdas.com/Homepage 
.aspx), Leica Geosystems (http://www.leica-geosystems.us/
en/index.htm), the University of  California at Berkeley, ENVI 
(http://www.ittvis.com/language/en-US/Company.aspx), 
and Global Mapper (http://www.globalmapper.com/). Full-
featured programs that can view and analyze data range 
from modestly priced packages, such as Idrisi (http://www 
.clarklabs.org/), to expensive packages, such as Erdas, ENVI, 
ER Mapper, PCI, and those from ESRI. Other software 
packages, such as Adobe Photoshop®, have some use for ap-
plications using digital cameras.
 Although some techniques are fairly recent in application, 
by combining a knowledge of  the spatial characteristics of  
tree canopy and canopy gaps with principles of  plant ecology, 
wildlife ecology, and landscape ecology, several inferences can 

be made regarding the distribution and diversity of  wildlife 
and plant species in habitats across and at edges of  geo-
graphic ecosystems and gradients of  extensive scale.

SUMMARY

Vegetation structure, arrangement, and location are consid-
ered the primary components of  wildlife conservation and 
management. Natural resource managers and research biol-
ogists use a variety of  equipment and techniques to sample 
and measure vegetation in a multitude of  different aquatic 
and terrestrial plant communities and vegetation types.
 Aquatic vegetation assessment is more difficult to accom-
plish than that for terrestrial vegetation, because it involves 
floating, submergent, and emergent plant species. In most 
years, aquatic vegetation assessment is conducted while wad-
ing, from a boat, or from aerial photography. In these cir-
cumstances, such equipment as quadrat frames must be 
constructed of  materials that will float to facilitate aquatic 
vegetation sampling and measurement in wetlands.
 Terrestrial vegetation assessment is fairly straightforward, 
but sampling and measurement techniques vary consider-
ably among grassland, shrubland, and woodland vegetation 
types. For example, rulers and tape measures can be used to 
measure plant height or canopy coverage (e.g., line inter-
cept) for grass and forb species, whereas prisms, angle gauges, 
and spherical densiometers are needed to obtain the same 
measurements on trees. Relative to vegetative food items, 
the amount of  fruit or mast production may be estimated 
by ocular counts on sample limbs or by collecting falling 
mast in various traps.
 Vegetation sampling and measurement are generally 
conducted in vegetation patches or field-sized units of  a lo-
cal nature. In contrast, landscape-level assessments of  vege-
tation are usually conducted using satellite, aerial, or video 
photography coupled with GIS techniques. Recent advances 
in computer capabilities have enabled managers and re-
searchers to work with larger and more complex data sets 
to assess vegetation characteristics. These capabilities also 
enable the integration of  other data sets, such as those for 
animal population demographics, weather, topography, and 
soils, with the vegetation data for greater in-depth analytical 
and modeling exercises.
 To comprehensively address all possible ways to sample 
and measure vegetation would require volumes of  text and 
figures. Here we have introduced the reader to as wide an 
array of  vegetation sampling and measuring techniques as 
possible within the limits of  this chapter. We encourage oth-
ers to explore the literature we have presented and any new 
literature that will enhance their ability to assess vegetation 
in a manner that best fits their research or management 
objectives.
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INTRODUCTION

WE DEFINE H ABITAT in its broadest context, including all abiotic 
and biotic features of  the environment. Although other definitions of  
habitat exist (e.g., Karr 1981, Hall et al. 1997), we consider habitat se-

lection as the association of  an animal with these features. It is essential that wild-
life management studies identify habitat selection (i.e., vegetation types and foods 
used) by animals in comparison to those resources in a study area. The availability 
and use of  the environmental components that are necessary for life impact abun-
dance of  animals and distribution of  their populations in space and time. Although 
many studies on these topics have been published for common wildlife species, 
more knowledge is needed about the life requisites of  most terrestrial vertebrates. 
In addition, information about habitat use by a particular species may be needed 
for a specific region or time period. For example, wildlife biologists have become 
increasingly involved in assessing effects of  human activities, such as urbanization, 
highway construction, and power line development, on wildlife (Grinder and Kraus-
man 2001). These assessments often require identification of  important vegetation 
patches and food resources in the affected area. As a result, a biologist must collect 
site-specific information on patterns of  vegetation types and food use. But how is 
such information obtained? What should be considered when a study is designed to 
identify vegetation types or food use? This chapter provides an outline of  the major 
techniques used to study these issues and some problems likely to be encountered. 
 Methods for design and analysis of wildlife studies have recently been sum-
marized by Morrison et al. (2008) and Williams et al. (2002a). Methods for studying 
and modeling resource selection have been reviewed recently by Alldredge et al. 
(1998) and Strickland and McDonald (2006), and a general (mathematical and/or 
statistical) theory for analysis of  food and habitat selection studies has been up-
dated by Manly et al. (2002) and Johnson et al. (2006). New methods for analysis of  
Global Positioning System (GPS) locations, collected for radio-tagged individu-
als, have been developed (e.g., Sawyer et al. 2006, 2009).
 We have taken different approaches in addressing aspects of  habitat and food 
use to take advantage of  other sections of  this book. Higgins et al. (Chapter 16, 
This Volume) discuss vegetation sampling and measurement methods, and Servello 
et al. (2005) provide additional background for understanding food use patterns. 
Thus, in this chapter, we focus on conceptual issues of  investigating habitat and 
food use and modeling of  resource selection. 

Modeling Vertebrate Use  
of  Terrestrial Resources
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 Before any study of  habitat or food use begins, an under-
standing of  how the results will be used is essential (Chap-
ter 2, This Volume). Is the objective of  the study to describe 
habitat use patterns or food selection for the entire year or 
during one season that is considered critical? Is there a need 
to identify limiting factors or simply to document use? 
Much of  the wildlife research to date has been directed at 
addressing descriptive questions of  how, what, when, and 
where (Keppie 1990, Gavin 1991). These investigations have 
provided a detailed foundation on the natural history of  
many species. However, understanding why an animal occu-
pies a specific vegetation type (for thermal cover, food abun-
dance, or predator avoidance) or selects a particular forage 
grass (to maximize energy intake, obtain a specific nutrient, 
or minimize toxin intake) may reveal much more about the 
factors that limit a species than simply documenting pat-
terns of  use (Gavin 1991, Morrison 2001). Although it may 
seem obvious, taking the time to think through a study 
and articulate the specific question(s) being addressed is 
time well spent. One should be able to state concisely to 
someone else the research question that is being addressed. 
Results will be only as coherent as the initial conception of  
the problem (Green 1979, Garton et al. 2005, Morrison et al. 
2008). A thorough review of existing literature can help in-
vestigators develop an understanding of  the variability in re-
source use patterns and avoid the common pitfall of  collect-
ing descriptive information simply because it has not been 
collected in their specific study areas (Hunter 1989). The fi-
nal question to consider when defining a research project is 
the application of  results. Are the conclusions of  the study 
to be extrapolated from samples collected at 1 area during 1 
time period and applied to other regions and time periods? 
Without consideration of  spatial and temporal variations, 
any extrapolations may mask the effects of  spatial and tem-
poral dependencies (Thomas and Taylor 1990, 2006).

MODELING RESOURCE SELECTION

The words use, selection, and preference have been applied 
widely and often interchangeably when information on pat-
terns of  resource exploitation is presented. Use indicates an 
association or consumption when habitats or food resources, 
respectively, are discussed. Selection, however, implies that 
an animal is choosing among alternative vegetation types or 
foods that are available in the study area. Use is selective if  
components are exploited disproportional to their availabil-
ity ( Johnson 1980). Resource availability, the quantity ac-
cessible to the animal or population of  animals, is distin-
guished from abundance, which is defined to be the quantity 
of  the resource in a study area. Preference for resources is 
defined as selection independent of  availability. Studies to 
examine preference must allow free access to resources that 
are provided on an equal basis. Information on preference 

can be obtained only under special conditions, such as en-
closure experiments that provide habitat categories in equal 
abundance, or cafeteria experiments, wherein captive ani-
mals are presented a variety of  foods and allowed to choose 
among them. Because of  the special nature of  preference 
experiments, we focus on developing an understanding of  
habitat and food selection in study areas rather than on 
preference. 
 Definition of the study area influences analyses and fit-
ting of  models. In many cases, interest will be in examining 
how habitat selection changes as habitat units change from 
one study area to another. When choosing areas, one must 
consider the distribution of  resource units, scale of  selection 
studied, what is truly available to the animals, and labor and 
budget constraints for collection of  data. We use the term 
resource units to indicate habitat units, points in the habi-
tat, or food items.

MODELING OCCUPANCY

A primary application of  the methods presented in this 
chapter is in monitoring populations by estimation and map-
ping of  the relative probability that units (grid cells, pixels, 
etc.) are occupied by a species as measured by the sam-
pling design. We emphasize the phrase “as measured by 
the sampling design,” because in survey of  units for pres-
ence of  a species, a unit may be occupied, but the survey 
protocol fails to detect presence. However, if  the probability 
of  detection is high and approximately constant, these mod-
eling methods may be quite useful and economical for esti-
mating and mapping the relative probability that units are 
occupied, resulting in a powerful monitoring tool, again, as 
measured by the sampling design. Study protocols requiring 
multiple independent surveys of  units have been developed 
to obtain patch occupancy models, giving clean estimates 
of  the probability of  occupancy (MacKenzie et al. 2006). We 
encourage readers to consider use of  these more expensive 
and time-consuming survey methods when faced with mon-
itoring species distribution where probability of  detection 
varies significantly among vegetation types.

LEVELS OF SELECTION AND EFFECTS  
OF SCALE

Habitat selection can occur at a variety of  levels or scales, 
with animals selecting habitats according to a hierarchical 
scheme ( Johnson 1980). These scales include the bio- 
geographic (e.g., the eastern deciduous forest); home range, 
or activity points (e.g., a den, nest, or roost site in a home 
range or selection of  particular foods at an activity point; 
Johnson 1980). Factors that influence selection at each of  
these scales also vary. For example, climatic extremes may 
affect the geographic range of  a species, whereas vegetation 
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structure may influence home range size and shape, and 
competition with conspecifics or predation risk (Hebblewhite 
et al. 2005) may influence territory placement in a home 
range. The distribution of  food and cover is probably most 
influential in affecting local movements in a home range.
 The choice of  an appropriate spatial and temporal scale 
of  measurement, and consideration of  spatial pattern, will 
directly influence results and their interpretation (Wiens 
1981, Otis 1997, Morrison et al. 2008). Although thinking of  
scale in discrete levels (e.g., time = daily, seasonal, or annual 
intervals; space = feeding site, home range, or geographic 
range) is convenient, it is important to recognize that scales 
of  measurement and environmental heterogeneity are con-
tinuous (Karr 1983). Choosing the wrong scale of  measure-
ment may lead to the interpretation that a species is gener-
alized or specialized in its selection of  vegetation types, 
whereas another scale of  measurement might lead to a dif-
ferent interpretation. For example, Wiens (1989b) observed 
the biogeographic range of  Brewer’s sparrows (Spizella brew-
eri) was associated with shrub-dominated vegetation types. 
However, at a regional scale (multiple study sites), abundance 
of  sparrows was negatively associated with shrub cover, 
whereas at a local scale (single study area), shrub abundance 
and sparrow abundance were not related.
 Habitats can be characterized on several spatial scales, 
for example, from landscape to microenvironment. Wildlife 
biologists often restrict their studies to a single scale when 
an examination of  several scales may provide great insight 
to animal–habitat relations (Morris 1984, Sodhi et al. 1999, 
Apps et al. 2001, Welsh and Lind 2002). For example, the 
macrohabitat (forest-cover type) and microhabitat (canopy 
closure and snow depth) components of  white-tailed deer 
(Odocoileus virginianus) wintering areas (yards) are important 
management considerations for this species in the northern 
portion of  its range (Verme 1968). Macrohabitats in this ex-
ample may describe the interspersion of  food and cover  
selected by deer. Microhabitat features may have a direct ef-
fect on thermoregulation (a factor influenced by variation in 
canopy closure) and energy costs of  travel or ability to es-
cape predators (factors influenced by snow depth).
 Many investigators are now using tools, such as Geo-
graphic Information System (GIS) technology (O’Neil et al. 
2005), for discerning land-cover/land-use associations of  wild-
life species (Pereira and Itami 1991; Hepinstall and Sader 
1997; Erickson et al. 1998; Sawyer et al. 2007, 2009). At this 
macro scale, habitat data may be acquired remotely, such as 
from maps (Mosby 1969), aerial photographs (Avery 1968), 
or satellite images (Short 1982). Unfortunately, associations 
between animals and habitat attributes at this level of  reso-
lution often are general, because investigators often use GIS 
data layers that are available, and consequently, many of  the 
predictor covariates are surrogates for the real ecological 
process that determines distribution and abundance. Care 
must be taken to ensure that information is gathered at a 

scale comparable to that at which the research or manage-
ment question is being addressed (Svancara et al. 2002).

Management Implications of Resource Selection
The limits of data should be recognized when applications 
of  research conclusions to manipulations of  habitats or pop-
ulations are considered. Analyses can be helpful in identify-
ing patterns of  habitat or food selection. However, biolo-
gists should not necessarily conclude biological need from 
such patterns. For example, suppose that a fictitious species 
(the blue-nosed yak, Bos azurostrum) has demonstrated se-
lection for forests 40–80 years old; that is, yaks are most 
abundant or spend a disproportionate amount of  time in 
this habitat. Would we be correct to conclude that if  all for-
ests 40–80 years old were eliminated from the range of  
blue-nosed yaks, this species would decline in abundance or 
go extinct? This conclusion is doubtful. Although we have 
demonstrated selection, we have not shown how fitness 
(e.g., survival or reproductive success) of  yaks varies with 
different amounts of  the selected habitat. We cannot make 
a biological leap of  faith and assume that if  we increase the 
amount of  the selected habitat (or food) we will have more 
yaks. 
 Van Horne (1983) showed that in certain instances, pop-
ulation density and habitat quality (based on animal fitness) 
can be inversely correlated. Subordinate individuals (espe-
cially juveniles) might become locally abundant in less pre-
ferred habitats as a result of  avoiding contact with territorial 
individuals that occupy sites with an abundance of  food and 
cover. As a result, survival and reproductive success in sink 
habitats are low. Therefore, if  our objective is to evaluate 
the biological importance of  a particular habitat, we should 
consider some type of  manipulation experiment in which 
the amounts of  the selected habitat (or food) are varied and 
fitness is monitored (Van Horne 1983). Although these stud-
ies are not always practical, they are essential to demon-
strate habitat associations. Such studies may be possible when 
applied to habitat management programs or large-scale hab-
itat manipulations, such as impounding a river with a dam 
or logging a forest (Macnab 1983, Sinclair 1991, Williams 
1997). Management experiments require considerable plan-
ning, because biologists rarely have control over the manip-
ulation. Some habitat or food-based questions may allow 
the researcher to compare a measure of  success among 
used and less-used resources and evaluate the features that 
lead to success and, presumably, the basis of  selection (e.g., 
waterfowl nest success and vegetation features that influ-
ence concealment).

Sampling Protocols and Study Designs
The researcher must identify the scale of selection to study 
( Johnson 1980), consisting of  resolution (grain) and extent 
(size). The biology of  the animal is important (e.g., if  the 
animal being studied is territorial, then selection is com-
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monly studied on a different scale from that used for a non-
territorial animal). For example, an area occupied by one 
pack of  gray wolves (Canis lupus) may be unavailable to other 
packs, and the study area for a new pack should not include 
the inhabited areas (Mladenoff  and Sickley 1998). The study 
area should be adjusted if  animals tend to forage from a 
central location (e.g., a nest site). Or predictor variables, 
such as the distance from the nest, should be considered in 
the analysis.
 As a general rule, resource selection studies should con-
sider selection at 1 scale. One might study selection of  
home ranges by a wolf  pack and selection of  locations for 
hunting in the home range of  the pack. Season, gender, age 
class, behavioral activity, and daily activity pattern of  the an-
imal studied often affect resource selection. For example, if  
radiolocations are used to assess selection of  foraging sites, 
it may be necessary to only record locations during certain 
hours of  the day. If  resource selection and/or characteristics 
of  units change across seasons, the study should focus  
on habitat selection during relatively short periods of  time 
or fit models that allow for the characteristics to change 
(Schooley 1994, Arthur et al. 1996, Cooper and Millspaugh 
1999). Pooling information across times, subpopulations, age 
classes, or activities may result in erroneous inferences.
 Resource selection may be detected and measured by 
comparing any 2 of  the 3 possible sets of  resource units 
(used units, unused units, or units in the study area). On this 
basis, the following 3 common sampling protocols (SP-A, 
SP-B, and SP-C) have been identified, depending on the 2 
sets measured (Manly et al. 2002). In addition, we define a 
fourth commonly used sampling design (SP-D; Box 17.1).
 If  all units in a category are sampled, the protocol is a 
census. The same general analysis is conducted whether a 
census of  all units is taken or not. We consider only the 

most common sampling protocol that arises in practice: 
SP-A (study area units and used units are independently sam-
pled). This protocol also is known as a use/available design 
( Johnson et al. 2006). Manly et al. (2002) discuss the analysis 
of  data falling under the other cases (e.g., food items might 
be sampled before selection, and unused food items are 
sampled after selection).
 The assumption that units are randomly sampled is a 
strong statement, implying no biases in determining which 
units are used. It is often difficult to be certain that a unit is 
used or not used by a species, potentially leading to false 
negatives (i.e., a unit was used [or the species is present], 
but the use [presence] was not detected). Similarly, false 
positives arise if  unused units are identified as used. In gen-
eral, it is probably best to recognize that classification of  
used or unused units is determined as measured by the 
sampling design. Special advanced sampling techniques re-
quiring multiple surveys and modeling methods, known as 
patch occupancy modeling, have been developed for cases 
when the proportion of  false negatives varies significantly 
with vegetation types (MacKenzie et al. 2006).
 Three general study designs for evaluating selection have 
been identified (Thomas and Taylor 1990, 2006). These de-
signs differ on whether selection of  units by individual ani-
mals can be identified (e.g., locations of  radiomarked animals) 
and whether study areas are defined for the population of  
animals or for individual animals. Definition of  the 3 study 
designs follows Thomas and Taylor (1990) and Manly et al. 
(2002).

Design I
Units used by the population of  animals are recorded (but 
use by individual animals is not possible to record). For ex-
ample, in this design aerial or ground surveys are used to lo-
cate animals. Variables that potentially influence selection 
of  units by animals are measured at the locations. For exam-
ple, vegetation or forage types, food availability, slope, as-
pect, and density of  roads in a plot centered at the locations 
might be measured at each location and used in a model to 
predict the relative probability of  selection of  locations by 
animals in the population. Maps, aerial photographs, or GIS 
technology might be used to provide sample or census data 
on study area plots or pixels. For example, Stinnett and  
Klebenow (1986) examined cover type selection by Califor-
nia quail (Callipepla californica) by classifying flushes ob-
served during ground surveys into cover types. Maps and 
aerial photography were partitioned into the respective 
cover types. Erickson et al. (1998) studied habitat selection 
by moose (Alces alces) using SP-A on the Innoko National 
Wildlife Refuge in Alaska. Aerial line transect surveys were 
conducted to obtain a sample of  locations used by moose 
during daytime in winter. The assumption was that loca-
tions were a random sample of  those selected by the popu-
lation of  moose. The study area consisted of  river corridors 

Box 17.1. Sampling protocolS for 
reSource unitS

Sampling protocol (SP) What is sampled?

SP-A Study area units are randomly  
   sampled, and used units are 

randomly sampled.
SP-B Study area units are randomly  
   sampled, and unused units 

are randomly sampled.
SP-C Used units are randomly  
   sampled, and unused units 

are randomly sampled.
SP-D  Available units are randomly 

  sampled and classified as 
used or unused.
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on the refuge. Predictor variables were derived from a GIS 
for circular buffers centered at the moose locations (used 
units) and for circular buffers centered at the gird intersec-
tions of  a systematic sample of  points in the river corridors. 
A model called a resource selection function (RSF) was fit-
ted to the data to predict the relative probability of  selection 
of  a given point (conditional on the specific time period, 
population density, and sampling protocol).

Design II
In some cases, the study area is defined for a population of  
animals, but individual animals are identifiable, and habi-
tat units selected can be recorded for unique animals. Four 
examples of  this design are provided:

1. A random sample of  animals is obtained from the popu-
lation of  interest and is uniquely identified, so that a sam-
ple of  habitat units selected by a given animal can be recorded. 
Also, a sample of  study area units is selected. Predictor vari-
ables are measured on units selected by the ith animal and 
on the sample of  study area units. Predictor variables might 
be measured in the field or from aerial photographs, GIS 
data, or maps.

2. Pendleton et al. (1998) studied habitat selection by north-
ern goshawks (Accipiter gentilis) in southeast Alaska. Goshawks 
were trapped and radiomarked, and their home ranges 
were measured on the assumption that birds captured pro-
vided a random sample. A Design II study would involve 
comparison of  proportions of  resource types and other vari-
ables in home ranges to the same variables measured on 
similarly sized regions randomly sampled from the entire 
study area.

3. Roy and Dorrance (1985) compared habitat in coyote 
(Canis latrans) home ranges with the habitat in the entire 
study area. 

4. Prevett et al. (1985) compared food selected by individual 
snow geese (Chen caerulescens) and Canada geese (Branta 
canadensis) with random samples of  food from the entire 
study area.

Design III
In this design, individuals are uniquely identified (usually 
by radiotransmitters) or collected for stomach samples. 
Data from each animal are analyzed to provide a RSF for 
each animal. Two examples of  this design are provided:

1. The animals in a sample are radiomarked, and the re-
locations of  an animal provide a sample of  resource units 
selected by that animal. Resource units in an animal’s home 
range also are sampled. Predictor variables are measured on 
each sampled unit to contrast used units with units in each 

home range. This type of  design was used by Pendleton et 
al. (1998) to study habitat selection by northern goshawks in 
southeast Alaska. Habitat variables were measured using a 
systematic point grid in the minimum convex polygon use 
area (i.e., estimated home range) of  each radiomarked gos-
hawk. A sample of  locations selected by the birds was ob-
tained from radiotracking data. Habitat selection was eval-
uated by comparing variables measured at used locations to 
variables measured on the sample of  points from the home 
ranges.

2. Individual animals might be collected, and stomach anal-
ysis performed on each. Predictor variables are measured on 
prey or food items (e.g., species, color, or size). These data 
are then compared to measurements from a sample of  prey 
or food items collected in a certain size buffer surrounding 
the collection site.

Comparison of Designs
Design I has been the most commonly used in the past; 
however, it has the least specific information. Inferences can 
be made to resource selection by the population of  ani-
mals, assuming that study design and sampling protocol ad-
equately sample habitat units selected by the population 
and in the study area.
 Designs II and III tend to be preferred, because data are 
obtained on individual animals and their habitat or food se-
lection. Thus, variation in habitat selection among gender 
or age classes can be analyzed. However, cost of  a resource 
selection study usually increases when individual animals 
are captured, marked, and tracked. In Designs II and III, im-
plicit assumptions are made that a random sample of  ani-
mals is obtained. In practice, when trapping or otherwise 
capturing animals, fulfilling this assumption is difficult. How- 
ever, every effort should be made to spread the sample of  
animals over the population. The design then becomes a se-
quential process: first, selection of  a sample of  animals and 
second, selection of  samples of  used and study area resource 
units for each animal, followed by measurement of  predic-
tor variables on the selected units.
 There are several advantages of  Designs II and III over 
Design I. The relocations (used units) of  radiomarked ani-
mals might be close together in time and space, and hence, 
they may be dependent as opposed to a random sample of  
units selected by the animals. If  data were pooled among 
animals into a Design I analysis, the mathematical require-
ments of  the analyses might not be satisfied because of  the 
lack of independence of  locations of  used units. Similarly, 
in food studies, the selection of  consecutive prey items might 
fail to meet the assumption of  spatial and temporal in- 
dependence. When resource selection is analyzed for indi-
vidual animals in Designs II and III, all data are typically ana-
lyzed, regardless of  whether observations are independent. 
The next stage, where we consider variation from animal to 
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animal and make inferences to the population of  animals, 
depends only on the assumption the sample of  animals was 
collected by a random procedure, not on the fact that data 
on individual animals might have lacked independence. The 
sample size is the number of  animals in the study (White 
and Garrott 1990). Thus, inferences rely on random sam-
pling of  animals rather than on the assumption the correct 
statistical model for dependent observations of  animals is 
being used. 

Models for RSFs
Resource units usually are defined as individual items of  
food (with respect to food selection) or blocks of  land or 
points on the landscape (with respect to habitat selection). 
Each resource unit is characterized by the values it pos-
sesses for certain predictor variables (also called indepen-
dent variables or covariates) X1, X2, . . ., Xp, representing 
such characteristics as size and color of  food items, distance 
from water, and habitat type of  habitat units. Three mathe-
matical functions (i.e., models or curves; McDonald et al. 
1990, McDonald and Manly 2001) are involved in studies of  
resource selection. They can be illustrated with a simple hy-
pothetical example with one X variable (Fig. 17.1).
 The curve labeled available in the figure represents the 
probability distribution function (smooth histogram) of  the 
predictor variable X for the set of  units in the study area. 
For this hypothetical example, it was assumed that X has ap-
proximately a normal distribution with mean µ = 20 and 
variance σ2 = 2.5. The function labeled used represents the 
probability distribution function of  the predictor variable X 
on those units selected by the animal. The distribution of   

X on the used units is approximately a normal distribution 
with mean µ = 22 and variance σ2 = 1.9.
 The third curve (Fig. 17.1) is the RSF. This function 
shows how units must be selected from the study area to 
produce the distribution of the used set. If  an animal is 
selecting units from the study area such that a probability of  
selecting a unit with X = x is proportional to the RSF, this 
selection will produce the distribution of  X shown for the 
used units. For example, the animal must select units with  
X = 25.07 with about twice the probability of  units with 
X = 23.68 to produce the distribution of  used units. The RSF 
provides a way to rank the relative importance of  different 
units. Values of  the relative probability of  selection can be 
computed for all habitat units and mapped using GIS tech-
nology to show areas that are selected with relatively high, 
medium, or low probability.
 Our example (Fig.17.1) uses approximate normal dis-
tributions to illustrate the distributions of  X for used and 
unused units and for used units; it uses a unique formula 
from Manly (1985:61) to calculate the selection function. 
However, normal distributions rarely fit all predictor vari-
ables that may be of  interest in resource selection. A gen-
eral theory allowing multiple predictor variables, based  
on exponential models and other special statistical meth-
ods has been developed (Manly et al. 2002, Johnson et al. 
2006). 
 The RSF can provide the relative probability of selec-
tion of  different habitat units (food types) among those in 
the study area. One application of  RSFs is to produce maps 
of  the relative probability of  selection in either 3 dimen-
sions over the study area or as contour lines showing the rel-
ative probabilities of  selection. Erickson et al. (1998) pro-
duced this type of  map showing areas with relatively high, 
medium, and low probabilities of  selection by moose on the 
Innoko National Wildlife Refuge, Alaska, in winter 1994 and 
1996. Predictor variables included the percentages of  differ-
ent vegetation types in buffers surrounding used points (as 
evidenced by sighting a moose group at the point during an 
aerial survey) and in buffers surrounding a large systematic 
sample of  points on grid lines. A GIS was used to obtain the 
predictor variables in the buffers.

Assumptions for Estimation of RSFs
There are 6 major assumptions made when estimating RSFs.

1. The researcher is interested in ranking habitat units 
(food units) in a study area based on the relative probabili-
ties of  selection by animals. In other words, an RSF is unique 
for the study area, and interest is in knowing the relative 
probabilities that units from the study area are selected as 
measured by the sampling design. If  the shape of  the distri-
bution of  the predictor variables, Xs, changes for different 
study areas, the RSF must change to generate the same dis-
tribution for used units (Fig. 17.1). 

Fig. 17.1. A resource selection function (RSF) for the relative 
probability of use of resource units with a single variable X. The 
“available” curve is approximately a normal distribution with a 
mean of 20 and variance of 2.5. The “used” curve is approximate-
ly a normal distribution with a mean of 22 and variance of 1.9. 
These 2 distributions define the RSF. Adapted from McDonald and 
Manly (2001).
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2. Predictor variables to be measured on sampled units, 
X1, X2, . . ., Xp

,
 are correlated with the probability of selec-

tion and do not change appreciably during the study period. 
Given samples from the study area and from the used units 
and a good set of  predictor variables, an approximate model 
can be constructed to predict the relative probability of  se-
lection for that specific location, time, and population.

3. Measurement errors for predictor variables, X1, X2, . . ., 
Xp

, are relatively small in comparison to variation from unit 
to unit.

4. In Design I and II studies, animals in the population 
have equal access to all units in the study area. If  this is 
not the case (e.g., if  animals are territorial), then Design III 
should be used.

5. Study area units are randomly sampled. In practice, 
systematic location of  grid lines and selection of  units at 
line intersections, or uniformly spaced units along a linear 
feature (e.g., a river) can be used to sample habitat units. 
Systematic samples almost always provide better coverage 
of  the landscape than do pure random samples for a given 
sample size, but see Manly (2009) for guidance.

6. Selected units are randomly sampled, or the probabil-
ity of  detection of  selected units is approximately constant. 
If  the probability of  detection of  use of  a sampled unit is 
highly dependent on the vegetation type or other predictor 
variables, then other, more complex, study designs are re-
quired (MacKenzie et al. 2006).

DEFINING STUDY AREAS AND MEASURING 
HABITAT SELECTION

Selection and use of  a particular area or unit of  habitat by 
an animal are the result of  proximate and/or ultimate pre-
dictor (independent) variables (Partridge 1978). Proximate 
variables are those features used as cues when an animal 
evaluates a site (habitat unit). They may include structural 
features, such as understory cover, canopy height, or slope. 
Other potential structural features are available from GIS 
data, such as density of  roads in the unit or distance to  
water. The presence or absence of  other animals that may 
act as competitors or predators also may influence habitat 
selection. Animals may use such features as cues, but they 
may not be the same as the variables that have resulted in 
evolutionary associations between animals and habitat.  
Ultimate variables are those parameters that affect how suc-
cessful an animal is in a particular habitat. An individual’s 
abilities to reproduce, obtain food, and avoid predators are 
examples of  ultimate variables that influence habitat selec-
tion. Studies of habitat selection usually involve measure 
of proximate variables and food availability. However, 

with adequate data on ultimate variables, for example, mea-
surements of  predator abundance and competition, a more 
complete understanding of  habitat selection can be obtained.
 The relationship between a habitat feature being mea-
sured and its biological link to the animal often is clear. For 
example, understory stem density frequently is used as an 
index of  escape cover for small or medium-sized mammals, 
such as snowshoe hares (Lepus americanus; Litvaitis et al. 
1985a). However, in other instances, the animal–habitat re-
lationship may be less obvious, such as using the abundance 
of  snags as an index of  insect availability for pileated wood-
peckers (Dryocopus pileatus). In this situation, a structural 
feature is correlated with a proximate predictor variable. Be-
cause it is much easier to inventory and manage snag abun-
dance than insect abundance, one is tempted to use this as-
sociation when investigating woodpecker–habitat relations. 
However, the relationship between snags and insects should 
be verified to ensure that subsequent research conclusions 
are reliable.

Techniques for Detection of Habitat Selection
Direct and indirect methods have been used to detect wild-
life habitat selection. Direct methods include observation, 
capture, and radiotelemetry, whereas indirect methods are 
dependent on some evidence of  animal activity in an area 
or specific site (e.g., bed sites, browsed twigs, feces, nests, or 
tracks). These measures may be used to detect use of  units 
along systematic transects, in a small-mammal trapping 
grid, or with other sampling designs appropriate to the ani-
mal of  interest (Fig. 17.2). Morrison et al. (2008) provide a 
good introduction to basic sampling procedures in wildlife 
study design; Hurlbert (1984) and Williams et al. (2002a) pro-
vide specific advice on study design. 

Direct Methods for Detection of Habitat Selection
Direct observations of  animals may allow economical sam-
pling of  a large segment of  the study area and permit activi-
ties to be distinguished within vegetation types (e.g., Biggins 
and Pitcher 1978, Stinnett and Klebenow 1986, Erickson et al. 
1998). Collection of  data can be combined with aerial or 
other survey procedures. Problems to consider are differen-
tial visibility among vegetation types and the difficulty of  
recording observations during nocturnal periods.
 Advantages of  animal capture include being able to ex-
amine individuals for age, gender, and other characteristics 
(e.g., Parren and Capen 1985). Capture procedures can be 
combined with mark–recapture statistics to estimate abun-
dance. However, differential vulnerability to capture due to 
age and gender or other factors may bias results, and attrac-
tants may cause animals to select vegetation types that are 
normally not selected.
 Radiotelemetry also can be used to measure habitat se-
lection (Nams 1989; Erickson et al. 2001; Sawyer et al. 2007, 
2009). Advantages include being able to examine individuals 
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of  known age and/or gender and other characteristics for 
habitat selection. Animals can be located multiple times 
throughout the day or night and seasons. Habitat selection 
for important components (e.g., den site selection or roost 
sites) can be studied. Use of  GPS radiotelemetry allows de-
tection of  locations of  individuals multiple times during a 
24-hour period, thus allowing study of  resource selection 
during different periods of  the day. However, radioteleme-
try is relatively expensive, usually resulting in small sample 
sizes of  animals from the population. 

Indirect Methods for Indication of Habitat Selection
Detection of  tracks (e.g., Litvaitis et al. 1985a, Thompson 
et al. 1989) allows one to potentially sample units economi-
cally and detect use in a large sample of  units in a short time 
by all segments of  the populations. However, the procedure 
often suffers from lack of  good tracking conditions (e.g., 
uniform snow) and differential visibility of  tracks in differ-
ent vegetation types.
 Detection of  pellet groups or scat measures selection by 
all segments of  a population (Collins and Urness 1981, Orr 
and Dodds 1982). On cleared plots, information on seasonal 
selection is obtained and potentially can be combined with 
deposition rates to estimate density of  animals. However, 
defecation rates often are unknown or vary with habitat 
type and activity, and decomposition rates may vary among 
habitats. Visibility and detection of  pellet groups also may 
vary with vegetation type.
 Browsing or feeding may provide evidence of  use of  hab-
itat units by all segments of  a population. Evidence of  brows-
ing or feeding may provide additional information on food 
habitats and can be combined with studies of  carrying ca-
pacity. Potential biases include competition for the same 
food by other species, and food species must be present be-
fore use of  a unit can be documented.

Techniques to Define Study Areas
Delineation of  study areas can influence interpretation of  
habitat selection and subsequent management recommen-
dations. It is often important to model resource selection in 
multiple study areas, because the vegetation types available 
to the animals will vary, and interest is in how selection 
changes when vegetation changes. Assessing availability of  
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Measure study area Measure home range

Random samples Nest trees
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Data analysis

Data analysis

Data analysis

Estimate of
habitat selection

Estimate of
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Estimate of
habitat selection

Coniferous
forest

Coniferous
forest

Marsh Marsh

Deciduous
forest
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forest

Results:
45% coniferous forest
35% deciduous forest

20% marsh

Results:
25% coniferous forest
45% deciduous forest

30% marsh

Results:
Mean basal area = 

10 m /ha2

Results:
Mean basal area = 

20 m /ha2

Use detected (+)
Mean stems/ ha = 

40,000

No use detected (-)
Mean stems/ ha = 

25,000

Fig. 17.2. Representative methods to examine habitat use 
patterns. (A) Design II and sampling protocol A (SP-A): available 
habitat is inventoried and compared to the composition of an 
animal’s home range. (B) Design I and SP-A: random samples 
are compared to characteristics of a sample of sites where use 
has been detected, such as nests or roost sites. (C) Design I  
and SP-C: systematic plots (or points) are established and 
features are compared between sites where use was detected  
(via captures, tracks, feces, radio relocations, etc.) and sites 
where use did not occur.
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vegetation types in a study area from the point of view of 
an animal is not possible; any effort to estimate availability 
in a study area is naturally beset with problems (Chesson 
1978, Jaenike 1980, Johnson 1980). In studies of  habitat se-
lection, biologists often choose administrative units, such as 
a parks, forests, or refuges, to arbitrarily represent the study 
area because of  the obvious management ramifications. The 
study area might be much larger than the area occupied, 
which could produce biased results. If  study animals are not 
radiomarked, they might select a larger area than anticipated, 
resulting in a biased interpretation of  selection. 
 Issues with the definition of  the study area are simplified 
if  the scale of  selection is clearly delineated. Johnson (1980) 
defined first-order selection as the selection of  physical or 
geographic range of  a species. Few, if  any, habitat selec- 
tion studies are of  first-order selection. Second-order selection 
results in the home range of  an individual or social group in 
the physical or geographical range of  a species. Second-order 
selection is of  interest in many habitat selection studies and 
will typically require radiomarking of  individuals or social 
groups (Design II and III studies). Third-order selection is 
specific selection of  sites in the home range. Typically, the 
home range of  an individual or social group is calculated 
(e.g., by the minimum convex polygon method; Williams  
et al. 2002a), and all units in the home range define the 
study area. Finally, Johnson (1980) defined fourth-order se-
lection as the actual procurement of  food items from those 
available at a feeding site identified by third-order selection. 
In this case, paired sample data are typically collected: con-
tents of  scat or stomach samples are paired against samples 
of  food items collected from the site. It may be advisable to 
study selection on several scales—for example, third-order 
selection of  local cover types and second-order selection of  
regional landscapes (Steventon and Major 1982).
 Knowing something about the habitat associations of  the 
animal being studied is essential before study area boundar-
ies are delineated for second-order selection studies or for 
Design I studies where individuals are not radiomarked or 
otherwise identifiable. For example, including open fields as 
study units for forest-interior songbirds (e.g., ovenbird [Sei-
urus aurocapillus]) probably would yield 0.0 as the estimated 
relative probability of  selection for open fields. Inclusion of  
open fields in the analysis would not be detrimental, but the 
results would be trivial, because we already know that such 
areas are rarely selected by these species. Inclusion of  vege-
tation types rarely (if  ever) selected by members of  a popu-
lation in a study area will not unduly influence the results in 
an analysis of  resource selection that uses estimation of  se-
lection ratios or RSFs (Manly et al. 2002). However, delin-
eating study area boundaries should not be so restrictive 
that potentially important vegetation types are eliminated. 
 The distribution and size of  cover types in a study area 
also can influence our ability to detect selection patterns. 
Porter and Church (1987) illustrated this problem by com-
paring an area where vegetation types were regularly dis-

tributed with an area where they were clumped. In areas 
that had regular or random distributions of  cover types, the 
delineation of  the study area had little influence on the mod-
els for habitat selection. However, if  cover types were aggre-
gated, delineation of  study area boundaries substantially in-
fluenced the analysis of  selection. 
 The guidelines presented below may be helpful when 
study area boundaries are delineated for second-order selec-
tion or Design I studies, but each study is unique.

1. Size of  the study area should be substantially larger than 
the home range of  the study species.

2. Numbers of  study animals, groups, or social units pres-
ent on the study area should be, as far as possible, adequate 
for study.

3. Opportunity should exist for independent locations of  
animals or independent location of  home ranges in the study 
area (i.e., as close as possible to an unbiased random sample 
of  sites selected by animals or a random sample of  home 
ranges).

4. Study area boundaries should be chosen with consider-
ation of  the biology of  the animal. Physical barriers, such as 
rivers or mountain ranges, might make better boundaries 
than an arbitrary (geopolitical) straight line on a map.
 Vegetation types and other landscape features of  units in 
a study area often are measured directly from aerial photo-
graphs, maps, satellite images, or data layers in a GIS data-
base. In these situations, we are dealing with known quanti-
ties that, although they have measurement error, do not 
have sampling error associated with them. Biologists often 
have access to vegetation type maps or GIS layers produced 
for multiple-use planning, such as timber type and plant as-
sociation maps produced for national forests or private for-
est industry lands. Although the inventory may cover the 
area of  interest, various approximations and measurement 
errors are part of  these products (e.g., smallest forest stand 
inventoried is often >1 ha), and an understanding of  these 
limitations is required prior to integration with wildlife 
data. Partitioning the study area (e.g., home ranges) into 
discrete grid cells or pixels (e.g., 100 m × 100 m) provides an 
approach to use data from maps or GIS. Cells are catego-
rized according to the number of  captures, observations, or 
other index of  use by study animals. Habitat features then 
are measured in each cell or a subset of  cells (or measured 
on a data layer of  a GIS) with comparisons based on inten-
sity of  use or a sample of  units in the study area versus a 
sample of  selected cells (Porter and Church 1987, Erickson 
et al. 1998, Manly et al. 2002, Johnson et al. 2006).
 At times, the study area may be large, and the key issue 
is to randomly locate samples of  units throughout the study 
area. If  units are sampled from a GIS, large sample sizes 
(i.e., ≥5,000) can be easily obtained using computer software. 
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Sampling errors can essentially be ignored for variables 
measured with this intensity.
 Not only are specific attributes of  habitat (amount and 
size) important, but also juxtapositions among habitats, 
variability between habitats, or spatial pattern may be in-
fluential in affecting habitat suitability (Otis 1997, 1998). 
One of  the most important components of  habitat struc-
ture is the spatial heterogeneity or amount of  edge habi-
tat present. Spatial heterogeneity not only integrates the ab-
solute values of  the vegetation or physiography, but also their 
variations in space (Wiens 1976). Many birds and mammals 
rely on >1 vegetation type for feeding, mating, nesting, or 
denning. A specific vegetation type may have an abundance 
of  one resource, such as food, and not be selected by an ani-
mal because it lacks or is distant from sites that provide an-
other necessary resource, such as cover. Additionally, distri-
bution of  patches and edge may have ramifications on 
habitat suitability, such as influencing a predator’s ability to 
stalk or ambush prey. Thus, some measure of  vegetation 
type variation is important. The availability of  multiple data 
layers in a GIS allows easy measurement of  some of  these 
important variables (Hepinstall and Sader 1997; Erickson  
et al. 1998, 2001). For example, the density and/or length of  
edge between vegetation types, density of  roads, or number 
of  contour lines crossed by transects radiating from a used 
unit might easily be measured in a buffer surrounding a 
used site or a randomly sampled study unit in a GIS. Many 
formal methods based on measured variables have been de-
veloped to access heterogeneity at a variety of  scales using 
ranges, variances, and coefficients of  variation (Williams et al. 
2002a, Morrison et al. 2008, Zar 2010), Wiens’s heterogene-
ity index (Wiens 1974, Rotenberry and Wiens 1980), juxta-
position (Heinen and Cross 1983), spatial diversity indices 
(Thomas et al. 1979, Mead et al. 1981, Heinen and Cross 
1983), interspersion index (Baxter and Wolfe 1972), and land 
surface ruggedness index (Beasom et al. 1983).
 Heterogeneity also can be expressed in vertical and hori-
zontal dimensions. Layering of  vegetation in plant commu-
nities is a common way to express vertical heterogeneity. 
Techniques, such as those that use a vertical density board, 
have been used to describe heterogeneity (De Vos and 
Mosby 1969, Nudds 1977, Noon 1981, Robbins et al. 1989). 
Biologists working at the landscape level evaluate such pa-
rameters as habitat patch dispersion and corridor develop-
ment (Forman and Godron 1986, Otis 1997). However, the 
biological interpretation of  these characteristics may be less 
intuitive than that of  other habitat features and should be 
addressed before information is collected.

MEASURING FOOD SELECTION  
AND AVAILABILITY

Abundance and distribution of  food resources are among 
the major environmental features that influence habitat se-
lection. Because food intake relates to energy needs, repro-

duction, and ultimately to survival, understanding food se-
lection is a fundamental component of  behavioral ecology. 

Techniques to Measure Food Availability  
in Resource Selection Studies
Wildlife food abundance can be estimated for an area by 
measuring the annual production of  herbaceous plants, 
woody stems, fruits, and seeds, or by assessing the abun-
dance of  potential prey. Measures of  food abundance on 
study units can serve as predictor variables in models for 
habitat selection; however, these methods can be time and 
labor intensive and may only be applicable for use on small-
scale resource selection studies. A complication that requires 
careful consideration is that food abundance might not be 
directly related to availability. Availability suggests that a 
food resource is both accessible and usable (Morrison et al. 
1992). Access to food resources can vary with weather or by 
the presence of  predators or competitors. Snow can make 
forage unavailable to herbivores, or alternatively, snow can 
alter the vulnerability of  prey for carnivores (Halpin and 
Bissonette 1988, Fuller 1991). In resource selection studies, 
effects that modify food abundance might be modeled using 
covariates, such as snow depth or presence of  a predator or 
competitor.

Grasses and Forbs
Clipping and weighing dried samples of  aboveground vege-
tation is the most accurate, but most time consuming, tech-
nique for measuring predictor variables for availability of  
herbaceous plants. Many techniques have been developed to 
more rapidly estimate vegetative biomass and to avoid de-
structive sampling. These include the capacity of  the grass-
land vegetation to obstruct vision, as measured by Robel 
range pole methods (Robel et al. 1970), estimating biomass 
in small quadrats (Shoop and McIlvain 1963), and estimating 
percentage cover by species in small sample plots (Dauben-
mire 1958). Pin intercept methods have been developed us-
ing sampling frames containing rows of  pins that are pushed 
through the vegetation. A coarse method often used in 
rangelands involves sampling the ground cover below a point 
on the observer’s boot. While walking through an area, at 
regular intervals, the species of  plant beneath the tip of  the 
boot is recorded (Owensby 1973, Cook and Stubbendieck 
1986).

Browse
Predictive equations have been developed that relate mea-
sures of  shrub size to forage production (Lyon 1968b, Telfer 
1969b, Bobek and Bergstrom 1978) and hence, estimation of  
the amount of  browse in a study unit as predictor variables. 
Specific equations must be estimated for each species and 
for individual study sites. The twig count method estimates 
biomass of  browse by calculating the average weight of  edi-
ble material in a single twig and multiplying that value 
times the number of  twigs (Shafer 1963). A sample of  previ-
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ously browsed twigs is used to estimate the average brows-
ing diameter for each forage species. Mass of  browsed twigs 
is then estimated from a collection of  twigs clipped to the 
size of  the average browsed twig. Densities of  twigs can be 
estimated from counts on circular plots (Shafer 1963) or belt 
transects (Irwin and Peek 1979), and browse biomass is cal-
culated per unit area. Modifications of  this technique in-
clude development of  equations that use unbrowsed twig 
length or basal diameter to estimate twig mass (Basile and 
Hutchings 1966, Telfer 1969a).

Fruits and Seeds
Fruits and seeds from low-growing herbs and shrubs can be 
counted and averaged per plant and summed over an area to 
estimate biomass in study units. Similarly, hard mast crops, 
such as acorns, can be collected in funnel traps that sample 
an area under the canopy (Gysel 1956). Although traps usu-
ally prevent animals from taking mast once it has fallen 
from the tree, information on production can be biased if  
seeds are consumed before falling to the ground.

DESIGN CONSIDERATIONS AND ANALYSIS

General Considerations
Frequently, investigators have focused on modeling selec-
tion of  habitat units during specific periods of  time of  day 
or behavior: feeding, resting, or rearing young (Stinnett and 
Klebenow 1986). The most common study design (SP-A) 
would involve collection of  a sample of  selected units, such 
as locations of  radiomarked animals, and contrast those 
units with a sample of  units in the study area. In this case, 
the models yield estimates of  the relative probability of  se-
lection (i.e., information to the effect that one unit might be 
selected with twice or 3 times the probability that another 
unit is selected). 
 A valid probability sampling procedure (Morrison et al. 
2008) is used to subsample a variety of  features at each study 
site, cell, or home range ( James and Shugart 1970, Dueser 
and Shugart 1978, Fridell and Litvaitis 1991). The features 
selected to describe a sampled unit (e.g., litter depth, under-
story stem density, canopy closure, distance from roads, as-
pect, or slope) are assumed to represent or be highly corre-
lated with the variables used by animals to evaluate a site 
and often include some measurement of  food abundance, 
cover, and structural characteristics (Fig. 17.3). 

Measurement of Landscape Variables Using a GIS
A landscape is defined as a mosaic of  habitat patches in 
which a patch of  interest is embedded (Dunning et al. 1992). 
Landscape variables include patch size, patch context, and 
other habitat characteristics (e.g., density of  roads, propor-
tion of  habitat types, or density of  edge between habitat 
types in a buffer [circle] centered at the site). With develop-
ment of  GIS technologies, many possibilities exist to mea-
sure landscape variables (Erickson et al. 1998, Otis 1998) 

that may be important for site selection. Because the actual 
habitat features influencing selection are not known, mea-
suring several features is appropriate (e.g., Rice et al. 1984). 
However, as the number of  features measured becomes 
large, the chance of  detecting spurious relationships also in-
creases. Therefore, the list of  features to be sampled should 
be limited to those based on biological considerations for 
the relationships between animals and their habitats (Green 
1979, Anderson 2001).

Standard Statistical Analyses
Analytical methods for resource selection studies usually in-
volve comparison of  characteristics of  samples or censuses 
of used units and samples of units from the study area. 
The first step should involve graphical and descriptive com-
parisons of  the distribution of  the predictor variables (also 
called covariates) that describe each unit for the samples be-
ing compared (e.g., used versus study area). Patterns de-
scribed in these analyses probably will be apparent in any in-
ferential analyses (e.g., hypothesis testing).
 Standard statistical procedures (Morrison 2001, Manly 
2009, Zar 2010) are appropriate for comparison of  used units 
and study area units or for comparison among other stratifi-
cations of  the sites or home ranges. Measurements of  use 
also might be partitioned into categories (e.g., rarely used, 
occasionally used, or frequently used). Comparisons also may 
be made between portions of  home ranges of  study ani-
mals (activity core versus outside the core). Univariate sta-
tistical tests and confidence intervals can be computed on 
individual variables and multivariate tests used on several 
variables simultaneously, following standard statistical pro-
cedures. In this section, we concentrate on statistical model-
ing procedures that have been developed specifically for 
study of  resource selection by animals.
 Several older hypothesis-testing techniques, such as chi-
square analyses (Neu et al. 1974, Byers et al. 1984), Fried-

Fig. 17.3. An example of nested plots used to sample ground litter, 
understory stem density, and overstory composition. Modified from 
Dueser and Shugart (1978).
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Table 17.1. Characteristics associated with common statistical analysis methods of resource selection (Y = yes, N = no)

    Compositional    
 Neu et al. Johnson Friedman Aebischer et al. Logistic Log-linear Discrete 
Characteristics (1974) (1980) (1937) (1993) regression modeling choice

Applicable to Design I: individuals not marked and  Ya N N N Yd Yd Y
 population-level availability 
Applicable to Design II: individuals marked and  Na Y Y Y Yd Yd Y
 population-level availability 
Applicable to Design III: individuals marked and  Na Y Y Y Yd Yd Y
 availability defined for each animal 
Temporal independence of  relocations assumed Ya N N N Y/Nb Y/Nb N
Independence among animals assumed Ya Y Y Y Yd Yd Y
Categorical covariates allowed (e.g., gender or subgroups) Na N N Y Yd Yd Y
Continuous covariates allowed (e.g., distance to roads) Na N N N Yd Nd Y
Sample of  animals assumed representative of  population;   
 inferences are to average selection of  larger population  Yc Y Y Y Yd Yd Y
 from which sample was obtained 

Adapted from Erickson et al. (2001).

a Neu et al. (1974) method could be applied by pooling data, but this is not recommended.

b Independence important if  data are pooled across animals, not important when animals are used as the units of  replication.

c Assumes the indices of  use (e.g., observed tracks) are representative of  the population of  indices.

d Inference is to the larger population if  animals are the units of  replication (i.e., data are not pooled).

man’s test (Friedman 1937, Conover 1999) and the similar 
Quade (1979) method, compositional analysis (Aebischer et al. 
1993), and the PREFER method ( Johnson 1980), have been 
extensively reviewed (Alldredge and Ratti 1986, 1992; All-
dredge et al. 1998; Table 17.1). However, these methods 
are being applied less frequently now because of  the avail-
ability of  such techniques as discrete-choice modeling 
(also known as case control or conditional fixed effects; 
Cooper and Millspaugh 2001, Manly et al. 2002) and gen-
eralized linear modeling approaches (e.g., log-linear mod-
eling; Heisey 1985, Manly et al. 2002). This shift in empha-
sis is, in part, due to increased use of  GIS technology and 
because most earlier methods only considered discrete 
(categorical) resource types (e.g., land cover types). The 
latter methods can consider multiple continuous and dis-
crete covariates (e.g., log-linear and discrete-choice model-
ing). These techniques have become more readily available 
in statistical software computer packages. Many of  the 
most common techniques for analyzing resource selection 
data have been previously reviewed and summarized (All-
dredge et al. 1998, Manly et al. 2002, Strickland and Mc-
Donald 2006). White and Garrott (1990) and Erickson et 
al. (2001) provide in-depth descriptions of  many of  the ap-
proaches for study of  resource selection in radiotelemetry 
studies. Sawyer et al. (2007, 2009) present the state-of-the-
art analysis methods for development of  resource selec-
tion models based on GPS radiotelemetry. 
 Specialized methods have been used for analysis of  re-
source selection data, and their assumptions and applica-
tions vary (Table 17.1). We present a summary of  the chi-
square analysis because of  its historical interest and analyze 

the Neu et al. (1974) data as an example. However, we em-
phasize use of RSFs as the most comprehensive procedure 
for analysis of  resource selection in a specific study area and 
time period. We show by example that simple selection ra-
tios computed for the Neu et al. (1974) data arise as odds, or 
relative probability of  use of  the vegetation types, when a 
RSF is specialized to the case of  a single categorical variable 
(e.g., vegetation type). 

Chi-Square Analyses for Categorical Data

For data based on resource categories (e.g., vegetation types, 
food types, or categorized continuous predictors), a chi-
square test can provide an omnibus answer to the question: 
is there evidence of selection or not? This test is appropri-
ate when individual observations of  selected units are con-
sidered independent. Chi-square analyses appear most ap-
propriate in Design I studies and are not appropriate when 
several animals have multiple (dependent) relocations. This 
approach was first considered by Neu et al. (1974) and later 
by Byers et al. (1984). Two statistics that have approximate 
chi-square distributions are most commonly considered. 
Suppose there are C resource categories, and that some 
number of  animals (or observations of  a single animal) have 
been observed in each category. Further, suppose the null 
hypothesis of  no selection leads to an expected number of  
observations in each category. The form of  test statistic that 
is most commonly used for this purpose is the chi-square 
statistic,

 c

Xp
2 = Σ(Oi 

–
 Ei

)2/E
i,

 i=1
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where Oi is an observed sample frequency, Ei is the expected 
value of  Oi according to the hypothesis being considered, 
and the summation is over all resource categories. 
 A caution against small observed and/or expected num-
bers applies (Zar 2010). Tests and confidence intervals on 
data with one or more categories with low observed or ex-
pected numbers may be suspect. Eighty percent of  all cells 
should have expected values of  ≥5; otherwise, the standard 
chi-square distribution may not be an accurate approxima-
tion to the sampling distribution of  the statistic.
 We provide an example of  Design I, SP-A, using the pop-
ular data set provided by Neu et al. (1974) of  the propor-
tions of  4 vegetation types in a study area containing moose 
(Table 17.2). These proportions are contrasted to the pro-
portions of  observations of  moose tracks in each of  the 
vegetation types. The chi-square analysis provides a strong 
indication that selection is occurring. 

MODELING RESOURCE SELECTION

Selection Ratios for Categorical Data
The selection ratio for a given resource category is the ra-
tio of  the proportion used to the proportion of  the category 
in the study area (Manly et al. 2002). If  the ratio is close to 
1, there is evidently no selection. Values <1 indicate selec-
tion against that category; large values indicate selection for 
the category. 
 To differentiate between the 2 proportions of  interest, 
we represent the true proportion of  vegetation type i in the 
study area by πi and the true proportion selected by pi. Let 
ni,,u be the number of  animals found in vegetation type i, 
with total sample size being nu. Thus, an estimate of  pi is
 ni,up̂i = ——. The symbol w has been used by Manly et al. (2002) nu

for the ratio of  proportion selected to proportion available, 
because it also is known as a weighting factor. When πi is
 p̂iknown, ŵi = ——. The selection ratios, ŵi, are often standard- πi

ized to be between 0 and 1 by using the formula

 ŵiŵi = ———.
 Σŵii

Extensive numerical examples, variance calculations, and mod-
ifications to these basic formulas are in Manly et al. (2002). 
 Selection ratios also are applicable to the case of  multiple 
animals with multiple relocations per animal (Erickson et al. 
2001, Manly et al. 2002). Making inferences regarding the 
average selection ratios for a large population of  animals 
can be conducted by averaging individual selection ratios 
and using the number of  animals as the effective sample 
size, avoiding issues of  pseudo-replication (Erickson et al. 
2001). This approach assumes the sample of  animals is ran-
domly drawn from the population, which may be difficult 
to approximate.
 We now revisit the moose track data (Table 17.2). Selec-
tion ratios and standardized selection ratios are calculated 
(Table 17.3) with 95% Bonferroni adjusted confidence limits 
(e.g., Byers et al. 1984, Manly et al. 2002). Based on these 
confidence limits, one would conclude there is statistically 
significant selection against the interiors of  the burned and 
unburned areas, with significant selection for the edge of  
the unburned area. The selection ratio for the edge of  the 
burn, 1.862, indicates selection for this type, but the result is 
not statistically significant with the conservative Bonferroni 
procedure, because the confidence interval (0.968–2.755) 
slightly overlaps the number 1.0. Of  course, all conclusions 
relate to selection as measured by the sampling design im-
plemented by Neu et al. (1974).
 The selection intensity (for or against) one resource cate-
gory can be compared to that of  another using tests and 
confidence intervals for differences in pairs of  selection ra-
tios. The number of  situations that can arise for the analysis 
of  categorical data is quite large, and the analyses are tedious. 
In the sections below, we emphasize the more important 
case where multiple continuous and discrete variables are 
considered for their influences on selection of  resources. 
For example, in the moose track data (Table 17.2), other 
continuous variables, such as density of  roads (km of  road/
km2) or snow cover, also might affect selection of  feeding or 
resting sites. Manly et al. (2002) provide descriptions of  fur-
ther analyses of  resource selection when used units are as-
signed to categories.

RSF for Categorical Data
Logistic regression is a specialized regression tool for work-
ing with multiple continuous and discrete variables (Hosmer 

Table 17.2. Chi-square analysis of 117 observations (based 
on tracks) of use by moose

 Percentage  Expected Pearson 
Location of  tracks of  area Use use chi-square

Interior of  burned 34.0 25 39.78 5.49
Edge of  burned 10.1 22 11.82 8.77
Edge of  unburned 10.4 30 12.17 26.13
Interior of  unburned 45.5 40 53.24 3.29
 Totals 100 117 Chi-square: 43.69
   P-value: 0.001

From Neu et al. (1974).

Table 17.3. Statistics for moose data presented in Table 17.2

 Selection  Confidence Standardized 
Location of  tracks ratio SEa interval ratio

Interior of  burned 0.628 0.111 0.350 0.907 0.110
Edge of  burned 1.862 0.358 0.968 2.755 0.326
Edge of  unburned 2.465 0.388 1.496 3.435 0.432
Interior of  unburned 0.751 0.096 0.511 0.992 0.132

a SE = standard error.
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and Lemeshow 1989, Neter et al. 1996). However, logistic  
regression also can be used to analyze the effect of  a single 
categorical response variable on resource selection (e.g., the 
effects of  the 4 habitat categories [Tables 17.2, 17.3] on selec-
tion of  locations by moose in Neu et al. [1974]). The tech-
nique is presented as a means to analyze selection among cat-
egories of  a categorical variable and as an introduction to 
estimation of  a RSF when there are multiple variables. 
 Suppose X is an environmental variable thought to be as-
sociated with selection of  resources by the animal under 
study. Details for estimation of  the coefficients in the model 
will be deferred, but for illustration, X could be a simple cat-
egorical variable referencing habitat categories. In later ex-
amples, the predictor variable X could be a continuous vari-
able, such as distance from features (e.g., water) or density 
of  roads in a unit, used alone or in conjunction with other 
habitat variables, or it could be a categorical variable other 
than habitat type. Consider the generic example (Table 17.4) 
with 4 categories of  habitat type: A, B, C, and D. Suppose 
that category A is chosen as the baseline (the choice is arbi-
trary), then logistic regression analysis would allow estima-
tion of  changes in the odds between categories A and B, A 
and C, and A and D. Dummy (or indicator) variable X1 (Ta-
ble 17.4) indicates a shift from A to B, X2 from A to C, and X3 
from A to D. There are 4 categories of  habitat type; thus, 3 
dummy variables are needed, 1 less than the number of  cat-
egories. Notice the row for category A has every indicator 
set to zero. Also, the location of  the only “1” in any column 
identifies which habitat that predictor is an indicator for. 
These are the 2 key features of  indicator variable construc-
tion. Mechanically, the use of  indicator variables leads to a 
special form of  multiple logistic regression with the follow-
ing model for the RSF or odds of selection:

odds = exp(β0 + β1X1 + β2X2 + βX3) = eβ0eβ1X1eβ2X2eβX3.

 In practice, logistic regression will yield numerical values 
for the coefficients, the βs, in the model. The restricted set 
of  chosen values for the Xs (Table 17.4) lead to the list of  
possible model expressions and odds ratios. Careful exami-
nation of  the material (Table 17.4) will aid understanding 
the use of  indicator variables for logistic regression. For ex-
ample, the odds for category B are obtained by substitution 
of  X1 = 1, X2 = 0, and X3 = 0 into the above equation, and 
the odds ratio for selection of  type B to A is eβ0eβ1/eβ0 = eβ1.

 Now assume that X is a continuous variable, such as dis-
tance (km) to water. Logistic regression gives a model for 
the change in the odds (defined as the ratio of  probability of  
use to probability of  “not-use”) of  habitat use according to 
the following model equation: 

odds = exp(β0 + β1X) = eβ0eβ1X.

In logistic regression, the impact of  changing X to X + 1 
(e.g., to increase the distance to water by 1 km) is in the ra-
tio of  the odds for each value of  X: 

 eβ0eβ1(X+1)
odds ratio = ————— = eβ1.

 eβ0eβ1X

For example, if  β1 = –0.41, the odds ratio would be e–0.41 = 
0.66, and an increase of  1 km in X (distance to water) is as-
sociated with a 33% decrease in the odds of  use. If  the co- 
efficient were positive for some variable, say, X = density of  
shrubs, and β1 = 0.41, the odds ratio would be e0.41 = 1.5, 
and an increase of  one unit in shrub density would be asso-
ciated with a 50% increase in the odds of  use. 

Estimation of a RSF for Categorical Data  
Using Logistic Regression
We now reanalyze the moose data (Table 17.2) using logis-
tic regression. We present this analysis to illustrate the rela-
tionship between the selection ratios and odds ratios from 
logistic regression, although logistic regression is generally 
not used when considering only one categorical variable. 

General Theory for Modeling  
and Estimation of a RSF
We illustrate the general theory for estimation of  a RSF 
for multiple variables by defining 3 dummy variables to 
model the selection among the 4 vegetation types (Table 
17.2). Let w(Xi) = w(Xi1, Xi2, Xi3) denote the RSF, that is, the 
odds or relative probability that a unit with covariate vec-
tor Xi = (Xi1, Xi2, Xi3) is selected, where the dummy vari-
ables are coded (Table 17.5). Given data from SP-A (i.e., a 
sample of  points in the study area and a sample of  se-
lected points), we assume the RSF can be modeled by the 
exponential function 

w(Xi) = eβ1Xi1+β2Xi2+β3Xi3.

Then conditional on the observed sample sizes, probability 
of  use given Xi is (use|Xi) = eβ0+β1Xi1+β2Xi2+β3Xi3/(1 + eβ0+β1Xi1+

β2Xi2+β3Xi3).
 This is the form of  a logistic regression function, and we 
can now examine a simulated sample of  available points 
(coded as Y = 0 for the available points [dependent variable] 
in Table 17.5) and the sample results for the 117 used points 
(coded as Y = 1 for the dependent variable; from Table 17.2). 
Any computer software package for fitting a logistic re-
gression function can be used to obtain estimates of  the co-
efficients and their standard errors. Those estimates can be 
placed in the exponential function 

Table 17.4. Indicator variables for 4 categories, with A 
chosen as the baseline category

Category X1 X2 X3 Model Odds ratio (to A)

A 0 0 0 eβ0 1
B 1 0 0 eβ0eβ1 eβ1

C 0 1 0 eβ0eβ2 eβ2

D 0 0 1 eβ0eβ3 eβ3
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w(Xi) = eβ1X
i1

+β2Xi2+β3X
i3

to obtain the RSF, ignoring the constant β0. Note the coeffi-
cient β0 is not used in the RSF for a technical reason (the 
fraction of  used points in the sample is unknown). It is im-
portant to understand the RSF is given by equation 

w(Xi) = eβ1Xi1+β2Xi2+β3X
i3

and not by the logistic regression function 

wi(Xi) = eβ0+β1Xi1+β2Xi2+β3Xi3/(1 + eβ0+β1Xi1+β2Xi2+β3Xi3).

Once the logistic regression equation is fitted, values for the 
coefficients are estimated, and the RSF, w(xi) can be evalu-
ated numerically. 

Application of the General Theory  
to Categorical Data
To illustrate the estimation of  a RSF for a single categorical 
variable, we assume the vegetation types in Neu et al. (1974) 
are in a GIS and that a random or systematic sample of  
20,000 points was placed across the area. To that end, we as-
sume that 34% (i.e., 6,796) of  20,000 points were in the inte-
rior of  the burned habitat, 10.1% (i.e., 2,015) were in the edge 
of  the burned habitat, 10.4% (i.e., 2,073) in the edge of  the 
unburned habitat, and 45.5% (i.e., 9,114) in the interior of  
the unburned habitat to yield a simulated sample of  the 
available vegetation types based on the reported propor-
tions (Table 17.2). We then coded independent and depen-
dent variables as they would be placed in a standard logistic 
regression software program (Table 17.5). 
 Estimates of  the coefficients and their standard errors from 
a logistic regression software package were then obtained 
(Table 17.6). Upper and lower limits of  approximate 95% confi-
dence intervals on the coefficients can be computed from 

the expressions, βι ± 1.96(SE[βι]) or equivalently, 95% confi-
dence intervals on the selection ratios can be obtained from 
eβι±1.96(SE[βι]). We note (Table 17.6) that 2 of  the coefficients 
are large compared to their standard errors (95% confidence 
intervals will not contain 0.0). Thus, there is significant se-
lection among the vegetation types. We elect to leave all of  
the vegetation types in the RSF for the categorical variable 
“vegetation type.”
 The RSF evaluated for the type “interior of  burned” is 
w(X1) = e –0.179(1)+0.907(0)1.188(0) = e –0.179 = 0.836, where x1 = (1,0,0; 
Table 17.5) and the constant b0 is ignored. The values of  the 
RSF were evaluated for the other vegetation types and 
standardized so they sum to 1.0 in the third column (Table 
17.7). Note the fourth vegetation type, “interior of  un-
burned,” is the reference type with X4 = (0, 0, 0). Statistical 
significance of  the other coefficients is judged in compari-
son to the reference selection ratio, w(X4) = e0 = 1.0. The 
coefficient b1 = -0.179 is small compared to its standard er-
ror, and one could conclude the “interior of  burned” does 
not add a significant contribution to the RSF compared to 
the reference level, “interior of  unburned.” In the terminol-
ogy of  hypothesis testing, there is no significant difference 
in selection for “interior of  burned” and the reference level 
“interior of  unburned.” Both coefficients for “edge of  burned” 
and “edge of  unburned” are positive and large, indicating 
there is significant selection for those 2 habitat types in com-
parison to the reference level “interior of  unburned” or “in-
terior of  burned.”

Table 17.5. Independent and dependent variables coded for 
entry into a logistic regression computer software package. 
The sample of used points is coded Y = 1, based on the 
available sample sizes (see Table 17.2). The simulated sample 
of 20,000 available points was computed to yield the exact 
proportions of habitats in the study area (Table 17.2); these 
points are coded Y = 0.

 Depending Sample
Location of  tracks variable Y size Xi0 Xi1 Xi2 Xi3

Interior of  burned 1 25 1 1 0 0
Edge of  burned 1 22 1 0 1 0
Edge of  unburned 1 30 1 0 0 1
Interior of  unburned 1 40 1 0 0 0
Interior of  burned 0 6,796 1 1 0 0
Edge of  burned 0 2,015 1 0 1 0
Edge of  unburned 0 2,073 1 0 0 1
Interior of  unburned 0 9,114 1 0 0 0

Independent variables

Table 17.6. Estimated coefficients and their standard errors 
for the resource selection function, w(χi) = eb1Xi1+b2Xi2+b3Xi3, 
fitted to the moose data (Tables 17.2, 17.5)

Coefficient Value SEa

b0 –5.4290 0.1581
b1 –0.1787 0.2549
b2 0.9073 0.2655
b3 1.1882 0.2416

From Neu et al. (1974).

a SE = standard error.

Table 17.7. Estimated values for the resource selection 
function (RSF), w(χi) = eb1Xi1+b2Xi2+b3Xi3, for each of the habitat 
types in the moose example (Table 17.2)

Location of  tracks w(Xi) w(Xi)/Σw(Xi)a

Interior of  burned 0.836 0.110
Edge of  burned 2.478 0.326
Edge of  unburned 3.281 0.432
Interior of  unburned 1.000 0.132
 Totals 7.595 1.000

a Values of  the RSF standardized to sum to 1.0.
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 The interpretation of  the results (Tables 17.3, 17.7) is the 
probability of  location of  moose tracks in the “edge of  
burned” by the protocol used in the Neu et al. (1974) study 
was about 2.5 times larger than the probability of  location of  
moose tracks in the “interior of  unburned.” This interpreta-
tion is subject to the specific time, study location, density of  
the moose population, etc., and specific values for other in- 
dependent predictor variables (e.g., the depth of  snow). Ex-
trapolation of  the results to the relative probability of  selec-
tion of  the different vegetation types by moose depends on 
the additional assumptions that tracks were equally visible in 
the different vegetation types and that moose selected loca-
tions independent of  one another (i.e., the animals have free 
and equal access to the entire study area).
 The standardized values (Table 17.7) are the same as re-
ported based on the simple selection ratios (Table 17.3). We 
included the analysis of  the Neu et al. (1974) data by use of  
a computer software package for logistic regression for 2 
reasons. First, we wanted to demonstrate the simple selec-
tion ratios (Table 17.3) are equivalent to fitting a more gen-
eral RSF that gives the relative probability (odds) of  selec-
tion among the vegetation types based on observed data. 
The interpretation of  the values of  the selection ratios, 
w(Xi) (Table 17.7), or the simple selection ratios (Table 17.3) 
are in reference to each other. For example, the probability 
of  selection for the “edge of  burned” by moose was about 
2.478, or 2.5 times larger than the probability of  selection of  
the reference habitat “interior of  unburned” by moose. 
 Second, we also wanted to provide a unified procedure 
for analysis of  categorical data that does not depend on te-
dious use of  formulas for the ratios of  random variables 
(Manly et al. 2002). The above procedure using a standard 
computer program for logistic regression is one of  the easi-
est ways to analyze habitat selection among categories of  a 
single categorical variable.

Multiple Continuous and Discrete Variables
We illustrate the general theory for estimation of  a RSF by 
analysis of  resource selection by alder flycatchers (Empi-
donax alnorum) on the Innoko National Wildlife Refuge in 
Alaska. A complete description of  the study is provided  
in Erickson et al. (2003). Locations of  breeding alder fly-
catchers were gathered by walking transect surveys in the 
floodplain of  the Innoko River during the 2000 and 2001 
breeding seasons. Transects were systematically located 
along the Innoko River perpendicular to the general orien-
tation of  the river. The study area for breeding habitat was 
defined to be the area in the floodplain of  the river. This ex-
ample fits in Design I, because breeding areas were sampled 
for the population of  alder flycatchers. SP-A fits, because a 
separate sample of  selected locations is contrasted to a sam-
ple of  locations in the floodplain.
 Using ArcInfo GRID (http://home.gdal.org/projects/
aigrid/aigrid_format.html), the study area polygon (flood-

plain) was converted into an image with 30-m units (pixels), 
coincident with Landsat Thematic Mapper™ imagery taken 
on 26 August 1991. Eleven raster layers were coregistered 
(measured) on each 30-m pixel in the study area and used in 
subsequent processing. For each pixel, the following 11 cov-
erages were considered:

•   coverages  1–6:  spectral  values  of   Landsat™  bands  1–5 
and 7 from 26 August 1991,

•   coverage  7:  elevation  (from  U.S.  Geological  Survey 
1:63,360 scale quads),

•  coverage 8: slope (derived from elevation),
•  coverage 9: aspect (derived from elevation),
•   coverage 10: distance from unit to river (rivers defined 

from Landsat™ imagery), and
•   coverage  11:  distance  from  unit  to  closest  lake  (lakes 

defined from Landsat™ imagery).

 There were 109 observations of  breeding birds (109 
“used” points) and a systematic sample of  5,094 pixels in the 
floodplain (of  a total of  616,754 pixels). The values of  each 
of  the 11 coverages were recorded for each pixel that inter-
sected a 105-m radius of  the center of  the pixel containing 
the observed used point. This collection of  pixels formed a 
buffer surrounding each used point. A similarly sized buffer 
was defined for each of  the pixels in the floodplain sample 
and for each pixel in the floodplain, so the estimated relative 
probability of  selection could be mapped for the entire 
study area. Twenty potential predictor variables were de-
fined for the buffer surrounding each pixel:

•   variables  1–6:  average  of   Landsat™  bands  1–5  and  7 
for all pixels in the buffer,

•   variables 7–12: standard deviation of  Landsat™ bands 
1–5 and 7 for all pixels in the buffer

•  variable 13: average elevation of  all pixels in the buffer,
•  variable 14: average slope of  all pixels in the buffer,
•   variables  15–18:  aspects  (the  percentage  of   pixels  in 

the buffer defined as having north, south, east, or west 
aspect),

•   variable  19:  average  distance  to  river  for  all  pixels  in 
the buffer, and

•   variable 20: average distance to closest lake for all pix-
els in the buffer.

 Twenty variables are too many to realistically fit and eval-
uate in a RSF using contemporary computer software. In 
addition, several of  the variables were highly correlated 
with one another, and inclusion of  ≥2 highly correlated vari-
ables (i.e., multicollinearity) leads to unstable coefficients in 
the fitted models (Neter et al. 1996). Highly correlated vari-
ables were eliminated from consideration, resulting in a set 
of  12 variables (Table 17.8). Because data were collected us-
ing SP-A, logistic regression can be used to estimate the co-
efficients in the RSF:
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w(X) = eβ1X1+...+βpXp.

Again, we emphasize that use of  the logistic regression 
software is a shortcut to obtain the coefficients in the ex-
ponential model

w(X) = eβ1X1+...+βpXp.

The function w(X) estimates the relative probability of  
selection of  a point in the landscape given the values  
of  variables X1 through Xp at that point and coefficients 
β1 through βp for variables in the model. For each selec-
tion of  p variables among the 12 listed in Table 17.8, the 
sample of  selected locations (with the dependent vari-
able Y = 1) and the sample of  floodplain locations (with 
Y = 0) were fitted to a logistic regression function using 
a computer software package. The relative probabilities 
of  selection are calculated by taking the coefficients from 
the fitted logistic regression and placing them into the 
formula 

w(X) = eβ1X1+...+βpXp.

rather than using probabilities generated by the computer 
software. Probabilities from the computer software are gen-
erated from the logistic model 

eβ1X1+...+βpXp/(1 + eβ1X1+...+βpXp),

which is the “wrong” model for SP-A (i.e., independent 
samples of  selected units and units in the study area). The 
logistic regression software is only a convenient shortcut to 
obtain the maximum likelihood estimates of  coefficients in 
the correct exponential model.
 There were 12 variables available for estimating the RSF. 
All 4,095 (212 – 1 = 4,095) possible main-effect models were 
fitted by logistic regression of  the dependent variable Y on 
the independent predictor variables. Quadratic variables and 
interaction terms were ignored for this study. These 4,095 
models were then ranked according to Bayesian Informa-
tion Criterion (BIC; Schwarz 1978). The top 5 models (i.e., 
those with the smallest BICs) from this set were reported as 
our final best models (Table 17.9). BIC was defined as 

–2 log(likelihood) + p log(n), 

where p is the number of  variables in the model, n is the 
number observed bird locations plus number of  locations 
sampled in the study area, likelihood is the value of  the logis-
tic likelihood, and log is the natural logarithm. 
 Relative probabilities of  selection were calculated for each 
pixel in the floodplain based on weights of  importance val-
ues (Burnham and Anderson 1998) for the top 5 models. For 
each of  the top 5 models, the BIC differences were calcu-
lated as

∆i = BICi – min(BIC),

Table 17.8. Importance values and sign of coefficient based 
on importance value weighting for variables in the models 
for alder flycatcher, Innoko National Wildlife Refuge, Alaska

  Importance value 
Variable Variable descriptiona (sign of  coefficient)

River Average distance from river (m) 0.7 (–)
Lake Average distance from lake (m) 0
Band 1 Average of  band 1 in buffer 0
Band 4 Average of  band 4 in buffer 1 (+)
Band 5 Average of  band 5 in buffer 0
Std band 1 SD of  band 1 in buffer 0.28 (–)
Std band 3 SD of  band 3 in buffer 0.89 (+)
Std band 4 SD of  band 4 in buffer 0.61 (+)
Std band 7 SD of  band 7 in buffer 0.39 (+)
Elevation Average elevation (m) 1 (–)
Slope Average slope (deg) 0
Aspect 4 categorical variables: percentage  0 
  in north, south, east, and west aspect 

From (Erickson et al. (2003).

a SD = standard deviation.

Table 17.9. Top 5 models for alder flycatcher example, Innoko 
National Wildlife Refuge, Alaska. Rankings based on Bayesian 
Information Criterion (BIC). Models based on averages and 
standard errors (SE) of variables  in a 105-m radius buffer 
around each sampled point in the landscape. The floodplain 
sample was derived from the corridor-wide area.

  Model 
Model BIC weight Variablea Estimate SE

1 911.36 0.376 River –0.0008 0.00029
   Band 4 0.0412 0.00701
   Std band 3 0.2278 0.03470
   Std band 4 0.0393 0.01020
   Elevation –0.1191 0.02260
2 912.35 0.229 Band 4 0.0471 0.00690
   Std band 3 0.2347 0.03420
   Std band 4 0.0517 0.00923
   Elevation –0.1228 0.02320
3 912.50 0.213 River –0.0008 0.00029
   Band 4 0.0433 0.00691
   Std band 1 –0.7367 0.19590
   Std band 3 0.2940 0.07320
   Std band 7 0.2039 0.04890
   Elevation –0.1231 0.02400
4 913.81 0.111 River –0.0013 0.00030
   Band 4 0.0332 0.00525
   Std band 7 0.1933 0.02680
   Elevation –0.1018 0.02220
5 914.72 0.070 Band 4 0.0479 0.00687
   Std band 1 –0.9981 0.17920
   Std band 3 0.3839 0.06850
   Std band 7 0.2149 0.04740
   Elevation –0.1343 0.02470

From Erickson et al. (2003).

a See Table 17.8 for descriptions of  the variables.



m o d e l i n g v e r t e b r at e  u s e  o f  t e r r e s t r i a l  r e s o u r c e s   427

where BICi is the BIC for the ith model, and min(BIC) is the 
minimum BIC value for the 5 models. The BIC weights were 
calculated as

 1 1 — ∆i wi = e 2  /eΣ5
i=1

exp(— ∆i). 2

Each model was used to predict the relative probability of  
selection for a pixel; a weighted average of  the 5 predic-
tions was then obtained using the BIC weights (Table 17.9, 
Fig. 17.4). This weighting procedure is similar to the use of  
Akaike weights (Akaike 1973, Burnham and Anderson 1998). 
Other model selection criteria, such as Akaike’s Information 
Criterion (Burnham and Anderson 1998), could have been 
considered. 
 Although not described in this example, model verifica-
tion and validation techniques also are recommended for 
further evaluation of  the fit and robustness of  the selected 
models. Model verification methods, such as Hosmer and 
Lemeshow’s goodness of  fit method for logistic regression 
(Hosmer and Lemeshow 1989), and validation techniques, 
such as those described in Boyce et al. (2002) and Howlin  
et al. (2003), should be conducted. 
 The variables elevation and the average of  band 4 were 
included in each of  the top 5 models, the standard deviation 
of  band 3 was in 4 of  the 5, and distance to river was in-
cluded in 3 of  the top 5. The probability of  selection tends 
to decrease as elevation and distance to river increases (neg-
ative coefficients in the RSFs). The probability of  selection 
tends to increase as the average of  band 4 and standard devi-
ation of  band 3 increases (positive coefficients in the RSFs). 
Importance values, following Burnham and Anderson (1998: 
326–327), for each of  the variables considered, varied (Table 

17.8). The variables elevation, band 4, and standard devia-
tion of  band 3 had the highest importance values. In this ex-
ample, interpretation of  the mean and standard deviations 
of  the Landsat information is difficult, and other variables 
(e.g., quadratic effects, interactions, or ratios of  bands) might 
have improved the models. A quality vegetation map was 
not available; it would have allowed for more direct inter-
pretation of  importance of  different vegetation types. 

SUMMARY

This chapter introduces the study of  habitat use and food 
selection by wildlife in comparison to those resources in a 
study area to help identify important habitat patches and 
food resources. Selection is defined to exist during a study 
period if  resources are exploited disproportionally to their 
availability at a given scale: geographic range of  a species or 
home range of  an individual or social group. Selection also 
can be defined as sites selected within a home range or as a 
site where food is procured. Generally, resource selection 
studies should consider selection at >1 scale and should be 
replicated in time and space.
 Common field sampling protocols are introduced, fol-
lowed by detailed discussion with examples of  the most ap-
plicable method, SP-A: study area units are randomly sam-
pled and selected units are randomly sampled. The sampling 
protocol is considered in association with the most com-
mon study designs. After presentation of  field procedures 
for recording data on habitat units, food predictor variables, 
and use by wildlife, we present the estimation of  RSFs as a 
unified theory for study of  the relationships among selec-
tion of  units and predictor variables measured on those units. 

Fig. 17.4. The weighted average of estimated relative 
probabilities of use by alder flycatchers based on  
5 models and weights (see Table 17.9) for the 
southern section of the floodplain of the Innoko 
National Wildlife Refuge, Alaska. A general pattern 
of higher probability of use near the river in the 
southern section of the study area is apparent. 
Erickson et al. (1998).
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These functions allow one to estimate the relative probabili-
ties that habitat units were selected and to rank units ac-
cording to their value for use by wildlife for the study area, 
population, and time period.
 Modeling of  resource selection is introduced for compu-
tation of  selection ratios among categories of  vegetation 
types or food types. Logistic regression is the basic tool by 
which all example sets of  data in this chapter are analyzed; 
it is used to analyze data to illustrate the concepts of  relative 
probabilities of  selection among vegetation types. Estima-

tion of  RSFs using multiple predictor variables is illustrated 
for estimation of  relative probability of  selection of  breed-
ing sites by alder flycatchers on the floodplain of  the Innoko 
River, Innoko National Wildlife Refuge, Alaska. Information 
theory and maximum likelihood procedures are used for se-
lection of  appropriate predictor variables for the RSFs. Fi-
nally, we illustrate the mapping of  habitat to identify those 
areas with the highest relative probability of  selection dur-
ing the study period by alder flycatchers in the Innoko Na-
tional Wildlife Refuge.
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VISION STATEMENT

IMAGINE CROSSING GEOGR APHIC and administrative boundaries to 
efficiently make policy decisions for regional fish, wildlife, and their habitats. 
By accessing multiple organizations’ data and information, we can begin to 

successfully manage a region’s dynamic natural systems and their inhabiting fish 
and wildlife. With effort and organization, we can adopt common data-management 
strategies that incorporate core data elements, data standards, and protocols to 
enhance information transferability. A data management system connecting nu-
merous entities would create a powerful tool for effective management planning 
and scientific monitoring (Roger et al. 2007).

INTRODUCTION

Natural systems, including fish, wildlife, and habitat (habitat includes water, air, land, 
and other areas that species occupy), are complex, interrelated, and ever-changing. 
Data and information about natural systems mirror these properties, and the thing 
common to nearly all of  these datasets is they occur somewhere in space. Cur-
rently, ecosystem information is collected across multiple programs and efforts, us-
ing many different methods, and it is maintained in many different technical sys-
tems. The result is that it is difficult—and in some cases, practically impossible—to 
assemble the data into ecosystem level views that cross geographic, administrative, 
and political boundaries. So let us all agree the Information Age has arrived, and 
that technology plays a large and important role in gathering, compiling, and syn-
thesizing data. The old adage of  analyzing wildlife data over “time and space” to-
day implies use of  technologies, including their integration into research and moni-
toring studies as well as evaluation strategies. Thus, resource managers must 
understand how to use these technologies, especially in regard to evaluating and as-
sessing land at various scales (e.g., site, watershed, sub-basin, and basin levels). To 
assist resource managers with this task, this chapter explores spatial technologies 
and the applications that are commonly used by wildlife managers to acquire, com-
pile, and interpret data. These include updated spatial application information from 
O’Neil et al. (2005). This chapter focuses on Geographic Information System 
(GIS) and Global Positioning System (GPS) technologies, and on using remotely 
sensed data, such as imagery from Landsat and, recently, light detection and rang-
ing (lidar). This chapter also serves to heighten awareness and understanding of  
data documentation, data accuracy, and Internet applications.

Application of  Spatial Technologies 
in Wildlife Biology
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 To start, we direct your attention to Figure 18.1. This fig-
ure illustrates how to integrate wildlife species information 
with data from GIS, GPS, and the Internet. This kind of  an 
approach gives people a dose of  science in an easily under-
standable format. Thus, the primary purpose of  this chapter 
is to get you familiar with the technology and its associ-
ated components, so that you will have a better understand-
ing of  its use, eventually enabling you to develop your own 
applications. To help facilitate a better understanding, a se-
ries of  box inserts is included to briefly touch on key topics, 
concepts, or applications that might be of  interest to users 
of  spatial technologies. Included are such topics as how car-
tography can be manipulated to produce a great looking 
map that gives a false impression (Monmonier and H. de 
Blij 1996; see Box 18.1) and how spatial technologies can 
support vegetation monitoring at a fine scale. The defini-
tions of  key terms for certain technologies also are given in 
these boxes. 
 Today’s issues and their complexities have a tendency to 
overwhelm resource managers in a sea of  data. Most re-
source agencies are awash in data, but managers still find 
themselves with a lack of  information. Spatial technologies 
provide tools to incorporate and analyze large datasets in a 
meaningful manner that produces useful information. Data 
can be converted or displayed by locations or across a land-
scape as charts, drawings, symbols, or a map. These technol-
ogies provide a way to assess and depict complex relation-
ships among variables, which is useful for incorporating 
scale and hierarchy concepts into ecosystem-based manage-
ment approaches (O’Neill 1996, O’Neil et al. 2008) and for 
helping examine environmental impact (Antunes et al. 2001). 
Additionally, they allow spatial depictions in 3 dimensions 
and can display theoretical concepts, such as total diversity 

of  ecosystem functions (O’Neil et al. 2005). The technolo-
gies presented here also allow others to see how decisions 
are made, thus leaving a trail of  accountability in the deci-
sion-making process to follow. However, as with any analy-
sis and modeling tool, spatial technologies are only as accu-
rate and reliable as the underlying data. Spatial tools on 
their own cannot improve accuracy, precision, or bias of  
information.
 Spatial technologies should be considered as tools to as-
sist resource managers with mapping. Maps are as impor-
tant to the manager as calculators and vehicles. Using spatial 
technologies can provide timely information in usable for-
mats for aiding decision-makers, but these tools should  
not be viewed as making the final decisions per se. Spatial 
technologies, such as GIS, are frequently described in terms 
of  hardware (computers and workstations) and software 
(computer programs); typically, more computing power (speed 
and memory) in combination with large computing storage 
(disk space) is preferred. Workstations do most of  the heavy 
lifting in handling large and/or complex datasets. Peripher-
als, such as storage and retrieval systems, and CD-ROM, 
DVD-RAM, and USB devices are required to effectively tran-
scribe data into and out of  systems. 
 The first spatial technology addressed is GIS, which is a 
general-purpose technology for handling geographic data  
in a digital form. GIS has the ability to preprocess large 
amounts of  data into a form suitable for analysis and eval-
uation; support models that perform analysis, calibration, 
forecasting, and prediction; and postprocessing of  results to 
produce tables, reports, and maps (Goodchild 1993). For a 
more technical description on what GIS is and steps needed 
to maintain it, review Koeln et al. (1996) and O’Neil et al. 
(2005). 

Fig. 18.1. Example of how a Geographic Informa-
tion System map is combined with data collected 
by Global Positioning System collars to track 
individual movements of polar bears (Ursus 
maritimus) in Ontario, Canada.



Box 18.1. ExamplE of what not to do whEn dEpicting information aBout a spEciEs

This example shows what can happen when depicting information about a species without understanding or taking into 

account the scale or level of information needed to study the problem of interest. The figure is a hypothetical example of 

an American marten range map depicting various levels of habitat suitability. This map represents a false-positive out-

come in that it conveys the impression that we know a great deal about this species and have the ability to rate large ex-

panses of its habitat. 

 The fallacy: it is the right question at the wrong scale; maps can simply reflect that we may not know the habitat used 

by marten in the Oregon and Washington Coast ranges as well as we do the intermountain range. Mapping nonhabitat is 

confusing, because if it covers large areas in the map, value judgments of good, fair, or poor may just reflect the author’s 

biases or narrow understanding of the information being used to construct the map. The bottom line is that such a map 

superficially suggests that large areas of a species habitat could be discounted or presumed to be highly unimportant in a 

conservation strategy, when the reality is that fine-scale elements will dictate what is suitable and what is not. A more ap-

propriate depiction at this coarser scale would be to show just a species range without any qualifiers as to habitat suitabil-

ity or to show only habitats that are generally associated with a species presence. 

 There is a strong tendency to want to depict more about a species or a situation than we may really know. We caution 

users of Geographic Information System technology to be sure that they understand the information being presented. If 

you are unsure, then ask the following question of someone who does understand: does this make sense? 

Depiction of the American marten range map in Oregon to demonstrate how a map 
can appear to be accurate while the information it displays can be misleading. 
Habitat suitability requires fine scale information.
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USING GIS IN THE FIELD OF WILDLIFE

Prior to 1950, vegetation maps were tediously drawn by 
hand, and wildlife biologists interpreted the maps in terms 
of  habitat for wildlife, typically game animals. The availabil-
ity of  aerial photography and then satellite imagery gave bi-
ologists a way to more accurately analyze habitats across 
broader landscapes. For example, in the early 1970s, Schuer-
holz (1974) quantified forest edge habitat from aerial photo-
graphs, and Cowardin and Myers (1974) identified and clas-
sified wetland habitats from remotely sensed images. In the 
later 1970s and 1980s, as computers became more widely 
available and more capable, vegetation maps were transcribed 
into digital images, and habitat analyses became highly auto-
mated (e.g., Marcot et al. 1981, Mead et al. 1981, Mayer 
1984, Burroughs 1986, Brekke 1988). In practice, the staff  of  
the Chattahoochee-Oconee National Forest in Georgia de-
veloped a forest plan (U.S. Forest Service 2004) that reflected 
a public desire for more wilderness and recreational areas, 
given the Forest’s proximity to the Atlanta metropolitan 
area. The plan acknowledged that GIS was heavily relied on, 
using such processes as buffering (e.g., for delineation of  
scenic corridors) in the development of  various land classes. 
Today, GIS is an indispensable tool for analyzing historical, 
current, and potential future habitat conditions for wildlife 
(Fig. 18.2) and for assessing the spatial relationships among 
landscape features (Box 18.2).
 Another case in point is an up-and-coming concept, 
whereby GIS supports a habitat accounting and appraisal 
system called Combined Habitat Assessment Protocols 
(CHAP) for evaluating and crediting habitat impacts and 

Fig. 18.2. A Geographic Informa-
tion System allows an integration 
of data. American marten home 
ranges are overlaid on structural 
habitat conditions that are draped 
over topography. Image courtesy of 
Northwest Habitat Institute.

mitigation (O’Neil 2010). CHAP is being used in 5 western 
states for projects that range from evaluating ecosystem res-
toration of  the Los Angeles River to settle a lawsuit for a 25-
year wildlife-habitat loss in Oregon for US$133 million. This 
approach uses site mapping and inventory of  individual veg-
etation types for structural conditions and fine-feature vege-
tation components or key environmental correlates. The 
field information is then linked to a peer-reviewed dataset 
that can tie potential fish and wildlife species to the site’s 
vegetation inventory. Two matrices are generated—species-
function and habitat-function matrices—and these values 
are then combined to generate the overall value of  the habi-
tat for fish and wildlife (see Fig. 18.3); the values are deter-
mined, stored, and displayed in a GIS geodatabase. GIS also 
is gaining in popularity for use in evaluating cumulative ef-
fects of  management actions and potential effects of  alter-
native management decisions on wildlife habitats, popula-
tions, and communities.

GIS and Modeling Wildlife–Habitat Relationships
One of  the most common uses of  GIS in wildlife manage-
ment is in analysis of  amounts, patterns, and trends of  
habitat for individual wildlife species. For example, McComb 
et al. (2002) used GIS to model potential habitat of  northern 
spotted owls (Strix occidentalis caurina) at landscape scales in 
the Pacific Northwest. Dettmers and Bart (1999) applied 
GIS to predict forest songbird habitat in southern Ohio. 
Carroll et al. (1999) used presence data to construct and val-
idate spatial habitat models of  fisher (Martes pennanti) in 
central Oregon. Knick and Dyer (1997) used GIS to analyze 
black-tailed jackrabbit (Lepus californicus) habitat in south-



Box 18.2. what is a spatial rElationship?

Spatial relationships may be important for understanding the resources of concern when developing habitat management 

strategies (Schroeder et al. 1999. Spatial relationships describe the association among landscape features, and they may 

be characterized by both topological and directional aspects. When developing the topology among landscape features, 

one is using methods that develop associations among landscape features. Research into spatial relationships has been 

driven by the work of mathematicians, cognitive scientists, and designers of software for any Geographic Information Sys-

tem (GIS). In a GIS, it may not be sufficient to know just the position of a landscape feature; it also may be necessary to 

know how the landscape feature relates to other features in the same (or other) databases. For example, it may not be suf-

ficient to just be able to locate a patch of optimal habitat; it also may be important to locate other patches of good or opti-

mal habitat nearby.

 Some examples of spatial relationships include:

1. polygons that share a common boundary (e.g., adjacent polygons),

2. polygons of a certain type (e.g., optimal habitat) nearest to other specific polygons (e.g., proposed harvests),

3. polygons that overlap other polygons (e.g., the intersection of soils and timber stands),

4. lines that cross one another (e.g., roads that cross streams),

5. lines that logically flow into one another (e.g., stream networks),

6. lines that are within a certain distance of other landscape features (e.g., roads within a certain distance of streams),

7. points contained in polygons (e.g., bird point sample locations in timber stands), and

8. points that can be seen from certain other points (e.g., as in defining viewsheds).

Fig. 18.3. Displaying wildlife habitat values of focal 
habitats in a landscape.
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western Idaho. O’Neil et al. (1995) depicted and mapped all 
of  Oregon’s wildlife habitat types using GIS. Following pro-
cedures used by O’Neil et al. (1995), Kiilsgaard and Barrett 
(2000) created the first wildlife-habitat types map of  the 
entire Pacific Northwest. Many other examples can be found 
in the literature. These habitat relationship models use such 
variables as slope, aspect, and vegetation structure to pro-
vide estimates of  habitat quality. Variables used are based  
on factors shown to influence quality of  habitat selected by 
particular species. Research or professional judgment gener-
ally provides the knowledge necessary to develop models of  
habitat relationships. The challenge is to create the appro-
priate databases necessary to evaluate relationships in a spa-
tial manner. Bettinger (2001) outlined many of  the chal-
lenges facing integration of  wildlife models with remotely 
sensed imagery and data related to forest structural condi-
tions. Dussault et al. (2001) caution that existing forest cover 
maps may not be adequate for evaluating wildlife habitat 
suitability without an examination of  the correlation between 
mapped forest features and structural conditions desired 
by specific wildlife species or species groups.
 Other types of  models for evaluating habitat quality also 
have been integrated with GIS. For example, Clevenger et al. 
(2002) integrated expert-based models to help identify and 
plan for wildlife habitat corridors, Raphael et al. (2001) inte-
grated Bayesian belief  network models of  species habitat 
suitability into GIS analyses, Guisse and Gimblett (1997) eval-
uated recreation conflicts in state parks by integrating a 
neural network model with GIS, and Rickel et al. (1998) used 
a fuzzy logic model in conjunction with GIS to evaluate 
wildlife habitat quality. The main objective of  these approaches 
has been to develop useful tools for resource managers 
charged with identifying locations of  important areas for 
wildlife when empirical information is lacking. GIS helps fa-
cilitate this process by providing a representation of  the spa-
tial features of  a landscape in the habitat quality evaluation.
 Statistical analyses also have been integrated with GIS pro-
cesses to evaluate quality of  wildlife habitat. For example, 
Clark et al. (1993a) integrated a multivariate analysis of  female 
black bear (Ursus americanus) habitat into a GIS model, and 
Pereira and Itami (1991) used results of  a logistic multiple-
regression study of  Mt. Graham red squirrel (Tamiasciurus 
hudsonicus grahamensis) in their GIS model of  habitat for the 
species. Software developed from a variety of  organizations 
is increasingly becoming open to integration. As a result, al-
most any wildlife habitat-quality model that can be described 
with quantitative relationships can be integrated with GIS.
 Some researchers have taken the integration of  wildlife 
habitat relationships and GIS a step further by integrating 
qualitative wildlife–habitat relationships with forest plan-
ning processes. The goal is to allow features of  a landscape 
important for describing habitat to guide development of  
forest plans. This innovation represents a distinct change  
in forest planning, because historically, forest plan develop-

ment has been guided by economic or commodity produc-
tion objectives, rather than by ecological or social objec-
tives. As a result, wildlife–habitat relationship models that 
include spatial components can be incorporated into forest 
planning processes and guide development of  forest plans. 
Hof  and Joyce (1992, 1993) and Hof  et al. (1994) were among 
the first to attempt to integrate wildlife habitat concerns in 
mathematical forest-planning models. Specific examples of  
the integration of  wildlife–habitat relationships with forest 
planning processes include elk (Cervus canadensis) in Oregon 
(Bettinger et al. 1997, 1999), birds in the Northwest (Bet-
tinger et al. 2002), birds in the Midwest (Nevo and Garcia 
1996), ruffed grouse (Bonasa umbellus) habitat in the Mid-
west (Arthaud and Rose 1996), red-cockaded woodpecker 
(Picoides borealis) habitat in the Southeast (Boston and Bet-
tinger 2001), northern flying squirrel (Glaucomys sabrinus) in 
western Oregon (Calkin et al. 2002), spotted owl in Wash-
ington State (Hof  and Raphael 1997), and late successional 
habitat in Oregon (Sessions et al. 2000). Measures of bio-
diversity also have been integrated into forest planning ef-
forts (Kangas and Pukkala 1996). Other habitat-related con-
cerns can be included in forest planning processes (Box 18.3), 
such as the desire to develop and maintain contiguous core 
areas of  older forest (Öhman and Eriksson 1998, Öhman 
2000) and development of  connected habitat corridors (Ses-
sions 1991, Williams 1998).

GIS and Modeling Populations
Spatially explicit wildlife population models consider 2 fac-
tors of  importance to the estimation of  populations: the 
species–habitat relationships and the arrangement of  habi-
tat over space and time. Spatial models can assist land man-
agers in their decision-making processes, because landscapes 
are complex and dynamic. However, many of  the popula-
tion models are developed for one (or a few) species, and 
accommodating multiple species across a landscape remains 
a significant challenge (Turner et al. 1995). Liu et al. (1995) 
provide an example of  the use of  a spatially explicit popula-
tion model in GIS to examine the impact on a nontarget 
species, Bachman’s sparrow (Aimophila aestivalis), of  a forest 
plan developed with other goals in mind. The model results 
allow managers to determine how sparrow population den-
sity and distribution may react to planned management ac-
tivities, such as whether the populations are of  a size that 
meets the minimum management goal for the species, or 
whether the populations are sensitive to certain projected 
landscape characteristics. Another example of  the predic-
tion of  potential population densities is by Mladenoff  and 
Sickley (1998), who used GIS to assess potential population 
sizes of  gray wolf  (Canis lupis) in the northeastern United 
States. 
 GIS has been used as an integral part of  population via-
bility analysis (PVA; Akçakaya 2000a). Kingston (1995) pro-
vides a review of  the use of  population viability models in a 
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GIS environment. This analysis uses the vital rates (survival, 
reproduction, and dispersal) of  individuals of  a species to 
calculate population size over time and rate of  change. To 
model PVA in a spatial manner, information about spatial 
structure (size, shape, and quality) of  habitat patches that a 
particular species might inhabit also is required. This habitat 
quality information for a landscape can be provided through 
GIS processes and applications, and it allows land managers 
and planners to evaluate how management practices may 
affect the probability of  species extinction. Brook et al. (1999) 
compared 4 PVA processes, including ones that use spatial 
or mapped representations of  populations, and concluded 
that subtle differences among models can affect results.
 Beyond assessing populations and viability, Allen et al. 
(2001) used GIS gap analysis to model mammal populations 
and concluded that geographically defining minimum criti-
cal areas produced more conservative and defensible maps 
of  species richness than did other methods. Hof  and Raphael 
(1997) developed a geographic model to optimize allocation 
of  northern spotted owl habitat in Washington State. Opti-
mization model parameters included adult survival, fecun-
dity, and occupancy of  sites. Some authors have even inte-
grated assessments of  population genetics with GIS. For 
example, Ji and Leberg (2002) evaluated genetic diversity 
from a regional perspective using GIS. Finally, because in-
tensive ground surveys cannot keep pace with the rate of  
land use change in some areas of  the world, presence– 
absence models are being developed for use in GIS, in con-
junction with remote sensing and other technology, to al-
low one to map the potential distribution of  species at large 
spatial scales (Osborne et al. 2001, Kilgo et al. 2002).

GIS and Conservation of Wildlife Communities
Another use of  GIS in wildlife management is in delineation 
and conservation of  wildlife and ecological communities. 
Delineation of  hot spots (areas of  high species richness or 
centers of  species endemism or rarity; Dobson et al. 1997, 
Griffin 1999, Ceballos et al. 1998) has become popular for 
specifying areas with wildlife and plant assemblages and com-
munities needing protection. Mapping species-rich hot spots 
has been used to delineate potential protected areas or re-
serves (e.g., Bojorquez-Tapia et al. 1995). Spatial algorithms 
or processes used to define hot spots usually undergo rigor-
ous evaluation. For example, Araújo and Williams (2001) 
discovered bias toward marginal populations when delineat-
ing complementary hot spots, and NCASI (1996) reported 
that results of  richness hot spots can be highly sensitive to 
the underlying distribution maps of  individual species.
 The National Gap Analysis Program (GAP) took delinea-
tion of  conservation hot spots further by intersecting areas 
of  high species richness with a set of  land use allocations, 
with the goal of  identifying areas of  high richness that may 
suffer from lack of  protection (Scott et al. 1993). GAP pro-
vides an assessment of  the extent of  representation of  na-

tive species and communities across a landscape. Those spe-
cies or communities not adequately represented on public 
lands can be viewed as gaps in conservation networks 
(Pearlstine et al. 2002). The process of  identifying gaps has 
been aided by dividing analysis areas into segments to ac-
count for geographic variation and to help cover broad geo-
graphic areas (Scott et al. 2001). For example, the Florida 
GAP project is a geographically extensive analysis. One of  
the objectives of  this project is to provide interested stake-
holders with GIS databases related to status of  terrestrial 
vertebrate species and their habitats. Landsat Thematic Map-
per satellite imagery is used, as are the National Wetlands 
Inventory GIS databases, other available databases (e.g., for 
soils), aerial photography, and on-the-ground surveys (Pearl-
stine et al. 2002).
 GIS also has been used to design potential reserves or 
protected areas (Fig. 18.4). One of  the fundamental issues 
for biologists and managers is selection or proposal of   
areas that should be conserved. A variety of  techniques has 
been developed to determine optimal reserve designs, each 
using GIS databases to guide selection of  reserve areas. 
Wildlife–habitat relationships can be used to delineate areas 
of  special concern, such as the corridor suitability GIS 
database created for Maryland’s Green Infrastructure As-
sessment (Weber and Wolf  2000). For this assessment, GIS 
databases representing land cover, stream networks, roads, 
slope classes, aquatic community conditions, and other 
traits were used to create a database that described the suit-
ability of  areas to act as corridors of  wildlife movement. 
This database was then used as input for a model that deter-
mined the least-cost pathway between core wildlife man-
agement areas.
 Other researchers (e.g., McDonnell et al. 2002, Nalle et al. 
2002) have devised mathematical algorithms to most effi-
ciently design nature reserve systems to meet biodiversity 
objectives. In addition, reserve area redundancy (ReVelle et 
al. 2002), complementarity (Williams et al. 2000a), and rep-
resentativeness (e.g., Mackey et al. 1988, Powell et al. 2000a, 
MacNally et al. 2002) have been discussed in the literature 
and demonstrated through use of  GIS processes. Dobson  
et al. (2001) advocated integrating strategies and objectives 
to meet multiple needs for people and species. 
 Efficient identification of  potential reserve areas with 
GIS processes has allowed policy-makers to consider a num-
ber of  management issues. For example, should reserve ar-
eas represent an array of  community, productivity, or eco-
system classes, as Stokland (1997) suggested for bird and 
insect conservation in boreal forest reserves of  Norway? 
Should reserve areas be established mainly for species rich-
ness, species rarity, or for other objectives, such as balancing 
requirements of  rare species conservation with a broader 
biodiversity conservation perspective? Williams et al. (2000a) 
suggested that more biodiversity could be protected if  the 
few species that attract the most popular support (flagship 
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We illustrate the potential to integrate habitat relationships 

into a forest planning process with an example provided by 

Bettinger and Boston (2008). Wildlife habitat goals can be 

qualitatively or quantitatively defined. Quantitative goals 

also can reference spatial information provided by Geo-

graphic Information System (GIS) databases, allowing spa-

tial goals to be developed. Spatial goals may include con-

figurations, such as required minimum patch sizes or 

complementary habitat types, and thus may indicate that, 

for optimal benefit to a particular species, one type of habi-

tat should be placed next to (or in some proximity of) an-

other. Great gray owls (Strix nebulosa), for example, prefer 

early seral stage forests (clearcuts) for foraging, yet these 

areas should be adjacent to single-story open-canopy for-

ests containing snags or large trees with broken tops.

 One can use spatial relationships to guide the develop-

ment of a forest plan that seeks to provide the greatest 

amount of habitat over time while achieving other eco-

nomic or commodity production goals. Bettinger and Bos-

ton (2008) illustrate a planning process where commodity 

production goals in the Pacific Northwest can influence 

spotted owl (Strix occidentalis) habitat capability levels. The 

process also was used to constrain scheduled activities 

such that owl habitat capability levels do not fall much be-

Box 18.3. an ExamplE of intEgrating haBitat rElationships into a forEst planning procEss

Spatial arrangement of spotted owl habitat on a portion of 
the landscape.

species) had distributions that covered the broader diversity 
of  organisms across a landscape. Should some level of  re-
dundancy be built into reserve areas to guard against poten-
tial losses from major disturbance events? Finally, should re-
serve areas be complementary to one another to efficiently 
and cost-effectively set aside the least amount of  land area 
with highest biological opportunity cost? Each of  these 
questions can be addressed with the appropriate GIS data-
bases and reserve selection processes.

GIS and Wildlife Conservation in a  
Risk Assessment Context
GIS lends itself  well to modeling wildlife populations, habi-
tat relationships, and ecological communities in a spatially 
explicit risk-assessment framework. Such an approach gen-
erally entails overlaying maps of  the occurrence of  wildlife 
species or communities and habitats (Glenn and Ripple 
2004) with natural and anthropogenic stressors, such as 
disturbance events (e.g., fire or climate change) and patterns 

of  land use, and then evaluating potential changes in condi-
tions that could serve as conservation threats. As an exam-
ple, Barve et al. (2005) developed a GIS-based procedure for 
assessing threats to a wildlife sanctuary in India. They 
mapped current and projected threats from roads and acces-
sibility, human settlements, and livestock density in the 
sanctuary and devised a composite threat index expressed 
on a 5-category ordinal scale of  intensity. They found that 
threat intensity negatively correlated with tree species di-
versity and concluded the threat index is a useful protocol 
that could be applied to other areas. 
 Integrating remote sensing and GIS tools with risk analy-
sis (evaluating potential threats, their costs or implications, 
and their probabilities) has long been established in spatial 
fire risk models. For example, Sturtevant et al. (2009) used 
GIS with a landscape disturbance and succession model 
(LANDIS) to estimate fire risk and to help guide manage-
ment of  fire-prone forests in wildland–urban interface areas. 
Lehmkuhl et al. (2007) combined fire risk and wildlife habi-
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low grow-only (no activity) levels, and then to describe the 

subsequent impact on timber harvest levels. The spatial as-

pect of the planning process involved the timing and place-

ment of management activities; it included a landscape-

level home-range analysis for spotted owl habitat quality. In 

the latter of these 2 concerns, the forest structure within 

2,400 m of each stand was assessed to understand how 

scheduled activities would affect overall habitat quality. 

Each stand of trees, in essence, received a habitat score 

based on the planned activities in other stands within a 

2,400-m radius. Stand-level habitat scores were then 

weighted by the size of each stand, and a landscape-level 

average was determined. The landscape-level average was 

then used to control the timing and placement of activities. 

Although mainly performed using vector GIS data, this pro-

cess is similar to the moving window approaches com-

monly used in conjunction with raster GIS data. A few 

practical constraints also were added to the planning pro-

cess. These included constraints on minimum harvest age 

and on maximum clearcut size (48.6 ha).

 A heuristic planning technique (i.e., one that deter-

mines good, feasible problem solutions that are not nec-

essarily optimal), threshold accepting, was used to develop 

the forest plan. Threshold accepting is a stochastic neigh-

borhood search process based on accepting, during a 

search, subsequently lower quality solutions only if they are 

within some threshold quality of the best solution located 

during the search. The plans developed were thus informed 

by the spatial arrangement of scheduled activities and the 

resulting landscape-level habitat quality (the figure on page 

436). When assessing the competing goals, trade-off curves 

(the figure below) were used to help visualize how the goals 

interact. The relative effects of policies can then be consid-

ered by policy-makers and managers in the assessment of a 

gain (or decline) in one measure compared to the decline 

(or gain) of another. 

tat models to spatially depict potential benefits for fire haz-
ard reduction and wildlife conservation from alternative 
fuel-reduction treatments at the landscape scale. 
 Risk analysis approaches to evaluating wildlife communi-
ties typically entail dealing with incomplete information 
and use of  expert judgment. GIS and remote sensing infor-
mation and tools can be used to integrate limited data with 
expert knowledge and to map uncertainties (Bojorquez-Tapia 
et al. 1995, Jones and Thornton 2002). Johnson and Gilling-
ham (2004) developed a procedure to evaluate the reliability 
of  predictive species-distribution models when based at least 
in part on expert opinion. They found that expert-based  
predictive models can vary according to opinions used and  
provided a means of  mapping such uncertainties of  species 
distributions. The uncertainty maps can provide managers 
with explicit information on the reliability of  expert opinion 
as the basis for species distribution models (also see Murray 
et al. 2009). More generally, GIS tools for denoting and rep-
resenting expert knowledge are being applied in various 

conservation venues (Bojorquez-Tapia et al. 2003, Gao et al. 
2004).
 GIS-based tools have been developed for evaluating con-
nectivity of  wildlife habitat and for delineating potential 
wildlife dispersal corridors in the landscape (Clevenger et al. 
2002). One such ArcGIS-based tool using a cost distance ap-
proach is CorridorDesigner (http://www.corridordesign.org/; 
Beier et al. 2008). Other approaches to identifying potential 
wildlife habitat corridors combine GIS models with land-
scape genetics. Epps et al. (2007) evaluated landscape genet-
ics of  desert bighorn sheep (Ovis canadensis) in a least-cost 
GIS model to predict probable movement corridors, evalu-
ate potential connectivity among populations, and deter-
mine effects on connectivity from anthropogenic barriers 
and translocated populations. 
 Other GIS-based risk assessment tools have been devel-
oped to evaluate and help delineate biodiversity hot spots 
for potential conservation consideration. For example, Hunter 
et al. (2003) used GIS to merge anthropogenic threats (hous-

Trade-offs among spotted owl habitat and commodity 
production goals when the minimum harvest age is altered.
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ing density) with indicators of  biological richness from the 
Utah GAP to map biodiversity hot spots with high potential 
threat levels that might require mitigation or conservation, 
and biodiversity hot spots with low threat levels that could 
serve as new reserves. 
 Other examples of  using GIS in risk analysis for wildlife 
conservation and to inform and support natural resource man-
agement decisions include the following. Llewellyn et al. (1996) 
developed a map-based decision-support system to help priori-
tize sites for restoration on the Mississippi River floodplain;  
McDonald and McDonald (2003) presented a GIS-based wild-
life risk assessment method using resource selection models; 
and Goparaju et al. (2005) used GIS tools to evaluate effects of  
forest fragmentation risk on ecological communities. 
 One promising area of  remote sensing and GIS applica-
tion is community-based, participatory resource inventory 
and environmental decision-making, empowering local com-
munities with tools they can use to evaluate, economically 
valuate, and plan for use of  their local natural resources, in-
cluding wildlife. Such GIS applications were presented by 
Lewis (1995a), Kearns et al. (2003), Guralnick and Neufeld 
(2005), and Jankowski (2009). These approaches would likely 
prove fruitful if  used with increasing public interest in citi-

zen science participatory programs for wildlife observation 
(Lepczyk 2005), such as Cornell Lab of  Ornithology’s Proj-
ect FeederWatch (www.birds.cornell.edu/pfw/). 
 Another use of  GIS is in crafting optimal or satisfactory 
solutions to delineating potential protected areas across 
landscapes. Over the years, several GIS-based spatial alloca-
tion models have been developed and used, such as SITES 
(Roberts et al. 2003), Marxan and Marzone (Christensen et al. 
2009), Ecospace (Pauly et al. 2000, Christensen et al. 2009), 
SELES (Fall and Fall 2001), and network flow models of  dis-
persal corridors (Phillips et al. 2008). Such approaches usu-
ally entail identifying species richness or key areas of  biolog-
ical diversity, determining existing or desired land-allocation 
boundaries, and developing a cost-function layer that denotes 
various aspects of  potential wildlife dispersal filters and other 
real or assumed costs of  conservation and land allocations. 
Results are maps with protected area polygons typically de-
noting optimal or satisfactory solutions to habitat conserva-
tion that meet lowest-cost criteria.

GIS AND THE INTERNET

The rapid development of  GIS networks has been concurrent 
with the ever expanding capabilities of  the Internet. GIS tech-
nologies have become more complex, growing from isolated 
workstation-based solutions to fully integrated multi-user en-
terprise systems that connect many people and organizations 
to dynamic data and web-based application tools. The Inter-
net has served to disseminate data; support software appli-
cations; document the enormous volumes of  data being  
created today; and facilitate professional networking and col-
laboration among scientists, resource managers, and the pub-
lic. The Internet is a valuable resource without which any 
modern GIS user cannot fully function. 
 When beginning a GIS project, analysts may first need to 
compile initial geospatial datasets that are pertinent to their lo-
cation of  interest. There is an ever-growing amount of  geo-
spatial data being served online via the Internet; one can find, 
free of  charge, the appropriate datasets to support both the 
analysis and reporting protocols being implemented for any 
given project. These data are being served by a variety of  
methods, from simple data clearinghouses, such as the Oregon 
Geospatial Enterprise office (http://www.oregon.gov/DAS/
EISPD/GEO/index.shtml), to complex dynamic representa-
tions, such as Google Earth or Microsoft’s Virtual Earth. 
 There are many sources of  data available on the Internet 
that are collected and maintained by private organizations 
and are available for a fee (or are free), and public data are 
available from federal, state, and local governments and var-
ious nonprofit sources. A prominent source of  data on the 
Internet in the United States is the Natural Resources Con-
servation Service Spatial Data Gateway (http://datagateway 
.nrcs.usda.gov/). Users can select the geographic areas of  
interest, usually by county and state, and can view the avail-

Fig. 18.4. Willamette Valley conservation strategy that links 
centers of biodiversity (i.e., U.S. Fish and Wildlife Service wildlife 
refuges, state wildlife management areas, or community 
conservation areas) with Willamette River 100-year floodplain 
and 4 watersheds. Land conservation by easements or acquisi-
tions is targeted first in the biodiversity center buffers or in or 
near the 100-year floodplain, and then in watershed. FEMA = 
Federal Emergency Management Agency.
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able data, such as imagery, topographic maps, digital eleva-
tion models (DEMs), soil hydrology, and geographic infor-
mation. Most, if  not all, of  the 50 states in the United States 
operate websites to disseminate GIS data; so they are a great 
place to start looking. They are usually easily located on the 
Internet by using a search engine with the state name and 
“GIS data” as keywords. 
 Data clearinghouses are usually simple websites that of-
fer GIS data files, premade maps, and metadata (data about 
data) for download just by clicking on the appropriate links. 
This type of  site exemplifies a static concept of  data deliv-
ery. Files that are available for download from this type of  
site are rarely or only periodically updated; they represent 
data that do not regularly change, such as geologic or topo-
graphic information. Users simply click on a file to down-
load it and save it to their hard drive. Files are usually served 
in one or more formats compatible with modern GIS soft-
ware, such as Earth Systems Research Institute (ESRI) 
shapefiles and coverages and .e00 exchange files. The vari-
ous incarnations of  ESRI geodatabases, such as the Micro-
soft Access®-based Personal Geodatabase, the standalone 
file geodatabase or the multi-user geodatabases that run on 
third-party relational database management system plat-
forms, such as SQL or Oracle, are becoming more popular 
for direct data transfer. Static data delivery requires little 
server side maintenance or hardware requirements, as long 
as the data do not change often. Every time there is a change 
in a dataset, it is necessary to regenerate statistics, metadata, 
and hyperlinks on the webpage. Users also do not have the 
option of  defining their own areas of  interest. Instead, they 
are forced to download and handle a dataset that is either 
geographically larger than needed or to piece together mul-
tiple smaller files to cover the project area. These types of  
data are increasingly being served via dynamic websites that 
provide greater flexibility for users.
 Rapidly changing, extremely large datasets that require 
multiple users to edit them are not suited to distribution by 
the type of  static websites described above. Users of  high-
resolution aerial imagery, for instance, often require only a 
portion of  an image to cover a site of  interest. Downloading 
an entire set of  imagery may be too time consuming and 
would require extensive clipping or excessive display times. 
Dynamic data delivery is a model that incorporates server 
and GIS technologies to reduce the maintenance of  the data 
delivery system by automatically updating linkages to exist-
ing datasets while simultaneously reducing data storage  
redundancy. Instead of  constantly having to deal with up-
dating frequently changing datasets or separate copies for 
multiple users, managers can store, back up, and maintain a 
single dataset that incorporates input from all users. This 
system results in a much more robust method of  handling 
large amounts of  data, but it is not without high initial costs 
associated with the hardware, software, and personnel re-
quired to run such a system. Dynamic data delivery systems 

are often supported in an organization’s information tech-
nology department to facilitate seamless data analysis and 
dissemination of  information while sharing the costs among 
many departments or agencies. Data managers can link with 
source data, manipulate changes, and instantly have those 
changes reflected in the data being served to the public by a 
single action rather than by having to copy the data to an 
export file and updating the website code to point to the 
new file(s). Dynamic mapping applications, such as ESRI’s 
ArcGIS Server, also can be set up to automatically incorpo-
rate various GIS datasets to provide interactive maps that 
can be imbedded in websites. 
 Dynamic web services can be configured to provide this 
imagery for download or streaming directly to a GIS appli-
cation. The Oregon Imagery Explorer (http://oregonexplorer 
.info/imagery/) is a good example of  a dynamic web ser-
vice that allows users to stream or download 0.5-m National 
Agriculture Imagery Program data directly to a GIS appli-
cation, such as ArcMap. The data storage requirements of  
these datasets alone would require prohibitively large stor-
age servers and/or download times. 
 Finding where to access some of  these data also can be 
confusing at times. The most popular search engines for 
quickly locating websites, as determined in a 2006 Nielsen 
NetRatings survey (http://www.google.com/search?q=2006
+Nielsen+NetRatings&rls=com.microsoft:en-us:IE-Search 
Box&ie=UTF-8&oe=UTF-8&sourceid=ie7&rlz=1I7SUNA 
_en), are Google (49.2%), Yahoo (23.9%), and MSN (9.6%). 
Although these search engines may not directly link to spa-
tial data sources, they often do point to viable data centers 
or other Internet resources. The Geography Network (http:// 
www.geographynetwork.com/) is a good example of  a 
place to start looking for geographic datasets. Other re-
sources include user groups and help forums. The Society 
for Conservation GIS (http://www.scgis.org) is an example 
of  an active user group that can help link many organiza-
tions in the natural resources field. ESRI operates a support 
website (http://support.esri.com/) that can be invaluable to 
GIS users in providing analysis solutions and identifying 
software bugs. ESRI also hosts many online training oppor-
tunities at its training site (http://training.esri.com/gateway/ 
index.cfm) that can help users learn about the basics of  GIS 
analysis and new functionality that is constantly being 
added to GIS tools. Much of  this training is offered free of  
charge. Another source of  online geographic data is the  
U.S. government’s Geospatial One Stop website (http://
www.geodata.gov). This website contains linkages to many 
federal, state, and local data sources. 

GIS in the International Community
Numerous ongoing efforts are under way to consolidate 
and enhance spatial information studies at the global level, 
such as the various United Nations programs to enhance 
biodiversity and information exchange; the World Wildlife 
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Fund; and Diversitas, an international program to promote 
biodiversity. Several governmental and nonprofit agencies 
have developed forums (websites that allow users to interact 
with one another in a bulletin board-like setting) to create, 
analyze, and disseminate spatial information. Such groups 
as the American Geological Institute, United Nations Envi-
ronmental Program’s (UNEP) Global and Regional Inte-
grated Data (GRID) program, and the Global Spatial Data 
Infrastructure (GSDI) lead the way in connecting scientists 
and the public to data and information regarding the status 
of  geophysical and biological resources of  the planet. 
 UNEP-GRID is a good example of  the coordination of  
many entities at the global or regional scale. UNEP-GRID is 
headquartered in Nairobi, Kenya, and provides global leader-
ship in coordinating environmental data management, dis-
seminating GIS decision support tools, and providing GIS 
training. UNEP-GRID centers around the world coordinate 
regional data on climate change, vegetation coverage, tem-
perature maps, elevation data, and many other key datasets. 
In addition to housing regional datasets, each GRID center 
has additional research responsibilities and interests. For  
instance, the UNEP-GRID node in Arendal, Norway, is re-
sponsible for polar research, and the Sioux Falls, South  
Dakota, site houses global landcover data collected from 
U.S. satellites. Currently there are 7 GRID sites around the 
world, with 5 more being proposed. As more regional cen-
ters come on line, there will be further opportunities for  
every country to participate in the global area of  environ-
mental data management. 
 GSDI is a nonprofit organization dedicated to enhancing 
and facilitating the development of  spatial data to build sus-
tainable social, economic, and environmental systems and 
fostering informed and responsible use of  geographic infor-
mation. Many groups, including UNEP-GRID, are members 
of  GSDI. Other major players in the global spatial data arena 
provide similar services to scientists and resource managers 
around the globe. Another UN group, the World Conserva-
tion Monitoring Centre provides a great deal of  spatially de-
rived data, such as biodiversity information, species databases, 
and international environmental agreement protocols. 
 Other sources of  information certainly do exist to address 
global issues in GIS. ESRI hosts an annual international GIS 
user’s conference in San Diego, California. This conference 
draws well over 10,000 participants from all over the globe. 
Attendees can hear presentations by GIS users in many dif-
ferent fields and have access to hundreds of  hours of  train-
ing in GIS technologies. There are often opportunities to re-
ceive complimentary or discounted registration passes from 
ESRI if  the applicants are affiliated with educational or non-
profit organizations or are students. There also are projects 
that address species-specific issues at the global scale. For in-
stance, the Global Owl Project (http://www.globalowlproject 
.com/) incorporates scientists and resources from many dif-
ferent countries in an effort to conserve and protect world 

owl populations. Another great source for global spatial in-
formation is the National Biological Information Infra-
structure (NBII) and the Global Biodiversity Information 
Facility. They offer global biodiversity information through 
a coordinated effort of  international scientists. Becoming 
aware of  these data sources will certainly help connect dis-
parate scientific studies to the global context of  biodiversity 
and conservation of  wildlife in the future. 

USING GLOBAL POSITIONING SYSTEMS

In recording wildlife and related natural resource infor-
mation, a fundamental component is location. No tool has 
shaped the nature of  location gathering, navigation, and 
field geographic data collection more than the United States’ 
Global Positioning System (GPS). GPS provides accurate 
3-dimensional locations (latitude, longitude, and elevation) 
24 hours a day to users who have a GPS receiver. Various 
types of  GPS receivers for consumers, mapping profession-
als, surveyors, and other users requiring high accuracy are 
available. Manufacturers include Garmin, Trimble Naviga-
tion, Topcon, Novatel, and Magellan. A larger list of  manu-
facturers and system integrators can be found in the GPS 
World Buyer’s Guide (http://www.gpsworld.com). As users, 
we are not required to pay a subscription fee to access GPS 
signals; thus, GPS is often viewed as “free of  charge.” In 
fact, the U.S. government via the taxpayers pays the bill, and 
current maintenance of  the GPS is in the neighborhood of  
US$750 million per year. 
 GPS also is known as the Navstar system, and it is man-
aged by the U.S. Department of  Defense, specifically, the 
U.S. Air Force. There is no doubt that GPS is primarily a 
military tool, but its expansion and has created a huge mul-
tibillion dollar commercial industry. The Air Force Space 
Command is required to maintain at least 24 GPS satel-
lites in orbit, which is considered the baseline constel-
lation; in actuality, the system is currently maintaining  
≥30 operational satellites. The system is dynamic, and the 
GPS constellation and individual satellite status is updated 
daily (http://www.usno.navy.mil/USNO/time/gps/current- 
gps-constellation). The system is designed for use anywhere 
in the world, although the military does maintain control of  
it and could shut it off  or scramble civilian use in any region 
of  the world if  they deemed it in the United States’ best in-
terests to do so.
 As there are other international “GPS” systems in vari-
ous phases of  development, it now becomes good practice 
to consider the wider term Global Navigation Satellite 
System (GNSS). GNSS is the standard generic term for all 
satellite navigation systems that provide autonomous geo-
spatial positioning with global coverage. GNSS systems in-
clude the U.S. Navstar GPS, the Russian Global Navigation 
System (GLONASS), the European Galileo system, the Chi-
nese Beidou system, and others. The viable operation and 
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future expansion of  all of  these systems relies on many po-
litical and long-term funding factors. It is undeniable the 
proven and fully operational U.S. Navstar GPS system is, 
and will be for some time, the benchmark GNSS system. 
Because of  this system’s status and its familiarity, we con-
tinue to use the “GPS” acronym throughout this section.
 GPS technology and how it works is well documented. 
More in-depth study of  GPS, its inner workings, and highly 
technical material on signal processing, etc., are available. 
There are several self-help guides (Letham 1998, Anderson 
2002a, Kennedy 2009), if  one desires a more detailed under-
standing. Many manufacturers also are good providers of  
overviews of  the technology. For example, Trimble Naviga-
tion’s GPS tutorial can be found at their website (www 
.trimble.com/gps/) and provides a good basic understand-
ing of  the technology without overstressing the technical 
details. Such magazines as GPS World (gpsworld.com) have 
a great deal of  coverage of  the GNSS/GPS industries.
 GPS satellites transmit signals at specific frequencies in 
the microwave energy range that GPS receivers can track 
and receive. In simple terms, receivers range (determine 
their distance to the satellite transmitting the signal) by cal-
culating the signal travel time and rate of  speed, which is 
the speed of  light. The signals also provide critical almanac 
and ephemeris data that tells our receivers exactly where the 
satellites are positioned in their orbital planes. If  the GPS re-
ceiver can simultaneously track 3 satellites (4 if  elevation is 
required), it can triangulate these ranges and calculate its 
position (Fig. 18.5, Box 18.4). How accurately the receiver 
can calculate its position depends on a variety of  factors we 
summarize below.

How Accurate Is GPS?
As selective availability (the government’s intentional dith-
ering of  the GPS signal) has been discontinued since May 
2000, we will discount its potential error effect (≥100 m) in 
the unlikely event that selective availability were ever turned 
back on. For practical discussion, all GPS receivers can typi-
cally provide 2-dimensional positioning (i.e., x, y) to within 
approximately 15.2 m in autonomous mode, that is, with-
out the aid of  any other correction augmentation sources. 
In fact, in autonomous mode, your US$100 recreational 
hunting receiver and a US$20,000.00 survey-grade rover re-
ally are not that far apart. Of  course, 15.2-m accuracy is  
not going to cut it in many applications, including those in 
natural resource research that demand higher integrity in 
mapped locations. Thus, it is important to understand that 
GPS accuracy is based on 3 main aspects:

•  the type and quality of  the GPS receiver being used,
•  the quality of the signals being tracked, and
•   the differential correction, with another GPS receiver 

(known as a base station) collecting simultaneous GPS 
positions on a known geodetic survey point.

Types of GPS Equipment and Common GPS Uses
Although the accuracy of  a position determined in autono-
mous (i.e., no correction augmentation) mode is not much 
different among GPS receivers, the type and quality of  a 
given GPS receiver and antenna will yield significantly dif-
ferent results when accurate correction data are applied (we 
explain more about corrections in the section on differential 
GPS below). Thus, the user’s receiver—also known as the 
rover—is the first (but not only) critical bottleneck in the 
quality of  the positions one can expect. It is true that an in-
expensive consumer-grade receiver can improve on the pre-

Fig. 18.5. Three satellites are used for triangulation; the fourth 
satellite takes another measurement to check the other 3.

Box 18.4. gloBal positioning  
systEm satEllitEs 

Navstar GPS was developed by the U.S. Department of 

Defense and manufactured by Rockwell International. 

These 24 satellites are placed in 6 orbital planes 

20,200 km (10,900 nautical miles) above Earth. Each 

plane is inclined 55° relative to the equator. They weigh 

about 710 kg and are 5.2 m wide with solar panels ex-

tended. Their orbital period is about 12 hr, and they 

pass over one of the ground stations twice a day. The 

lifespan of these satellites is planned at 7.5 years. Us-

ing ≥4 satellites can yield 3-dimensional estimates of 

location, whereas using 3 satellites can only generate 

2-dimensional observations.
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sumed 15.2 m inaccuracy of  autonomous GPS by means of  
correction augmentation, but not to a typical accuracy of  
much better than 3.0–4.6 m, assuming good GPS condi-
tions. If  we need better than that, we need to use better 
receivers!
 There are 3 common grades of  GPS receivers. The first 
is consumer grade receivers, which are the least expensive 
and provide the least accurate positional information. The 
second is mapping grade receivers, which generally cost be-
tween US$1,000 and US$10,000 and are frequently used to 
develop information for GIS databases. The wide dispersion 
in cost of  mapping grade receivers reflect a variety of  accu-
racy capabilities, depending on make and model. However, 
many mapping grade applications focus on receivers that 
can achieve at least 1 m or even 0.3 m horizontal accuracy, 
which is far superior to what a consumer grade GPS receiver 
can achieve. As one would expect, these high-accuracy map-
ping grade systems will be at the higher end of  this cost 
spectrum. Finally, the third grade is survey grade receivers, 
which are the most expensive and may require more data 
collection time, yet they can provide centimeter-level posi-
tional accuracy. Antennas can be self-contained, as in the 
case of  many consumer and mapping grade receivers, or ex-
ternal, allowing them to be mounted on a pole, a backpack, 
a truck, or a person. 
 The choice of  GPS receiver generally centers on, fore-
most, its accuracy capability for the project. Time occupa-
tion required (i.e., the efficiency of  GPS collection) and cost 
considerations to achieve this accuracy must be weighed.

Quality of Signal
GPS is a line of sight technology. If  the GPS receiver can-
not “see” (track) the signals from the satellites, then it  
cannot calculate positions. If  it can see them, but the signals 
are mitigated in their flight, we will not get accurate posi-
tions. The quality of  these signals is critical to accurate posi-
tioning. There are 2 key aspects to signal quality, described 
below.

Geometric Configuration of the Satellites
If  the tracked satellites are spaced apart sufficiently in the sky, 
the receiver will have better inputs to perform the math re-
quired for accurate positioning. If  the opposite is true, we get 
greater dilution of  precision (DOP) and our accuracy suffers. 
The DOP is used to describe the strength of  a satellite config-
uration and its impact on the accuracy of  the data being col-
lected. Positional DOP (PDOP) is most commonly used indi-
cator, and it represents the mean of  the vertical DOP and the 
horizontal DOP. A major benefit of  many higher quality GPS 
receivers is their ability to filter or set masks for DOP thresh-
olds, ensuring only low DOP data is used (low DOP implies 
more accurate postions). Most consumer-grade GPS receivers 
do not allow the user to set a DOP mask and thus cannot fil-
ter out this high dilution of  precision.

Satellite Signal Strength and Direct Flight Path 
Strong signals from direct observable satellites in view yield 
better positioning results. A satellite directly overhead that 
is tracked by our receiver without being hindered by ground 
obstructions (trees, buildings, canyon walls, etc.) is an excel-
lent input to the location calculation. Satellite signals can 
pass through forested canopies, yet they can be blocked by 
tree trunks or other landscape features. This blockage may 
lead to either no reception of  the signal or reception of   
a multipathed signal. Other sources of  error include atmo-
spheric interference, problems involving the synchronization 
of  clocks (satellite and receiver), and other receiver errors.
 In forested conditions, mapping-grade receivers can ob-
tain accuracy levels of  ≤3 m after differential correction is 
applied (Wing 2008, Danskin et al. 2009). Depending on the 
model, consumer-grade GPS receivers may obtain accuracy 
levels of  ≥5 m (Wing et al. 2005). Positional accuracy seems 
to increase as slope position increases, is better in the winter 
time (under leaf-off  conditions), and can be improved slightly 
when the Wide Area Augmentation System (see below) is 
available. Further, differential correction significantly im-
proves positional accuracy (Wing et al. 2008, Danskin et al. 
2009). GPS test sites have been developed in Oregon (Clack-
amas GPS test network), Pennsylvania (Ridley Creek test 
network), and Georgia (Whitehall Forest GPS test site) to 
help study and publish the performance characteristics of  
different receivers under forest canopy (Box 18.5).

Critical Role of Differential GPS
Differential GPS (DGPS) is mission critical to driving our 
GPS systems to better accuracy beyond what receivers can 
do alone (i.e., autonomous mode). Simply explained, differ-
ential GPS is correcting our rover receiver’s answers relative 
to another GPS receiver that is calculating locations at the 
same time. We call this second receiver a base station. What 
is so great about this base station? Well, technologically, not 
a whole lot. Base stations are basically subject to the same 
kind of  GPS errors as ordinary receivers. However, they are 

Box 18.5. gloBal positioning systEm 
ground stations

Known as the control segment, these stations moni-

tor each satellite’s functionality and exact position in 

space. They correct ephemeris errors, such as clock 

offsets, and transmit corrections to the satellites. 

There are 5 stations worldwide: Hawaii and Kwajalein 

in the Pacific Ocean; Diego Garcia in the Indian Ocean; 

Ascension Island in the Atlantic Ocean; and Colorado 

Springs, Colorado, which is the master ground station.
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placed in excellent GPS conditions, such as on a tall building 
or tower (above any potential for signal obstructions). What 
really makes them so useful is they are stationary and 
placed on known survey locations. So, even when the base 
station is calculating imprecise GPS autonomous locations, 
our base station and correction systems can detect it and 
can correct the same errors that our rovers are seeing!  
Errors the base station detects, which are common to our 
rover data, such as atmospheric errors, can be effectively 
eliminated. DGPS cannot get rid of  all errors from our 
rover, but it gets us closer to perfect data, depending on the 
quality of  receiver and signals we are using, as described in 
the section above.

Post-Processing versus Real-Time Correction of DGPS
DGPS corrections can be delivered from the base station  
in 2 main ways, post-processed and real-time. Post-
processing delivers the correction result after the rover has 
collected its data from the satellites. This method is ade-
quate for applications where the data is being collected for 
map production or GIS database updates. The data accuracy 
is not critical in the field, but may be for the end-product. 
Real-time DGPS systems allow us to obtain our DGPS cor-
rected accuracy (again, relative to the device type and qual-
ity of  inputs) on the spot. This speed may be key in mission 
critical navigation, where autonomous accuracy will not 
bring us close enough to the desired target. For example, if  
our navigation map shows us the precise location of  a bur-
ied well head that we need to excavate, a 15.2-m navigation 
circle around the exact location is a lot of  wasted digging 
and is not practical! If  we instead can use a sub-meter or 
better mapping-grade receiver with real-time corrections, 
we can drill into the target area within the standard size of  
an excavator’s bucket. 

Post-Processing
Not all GPS receivers support post-processing. To post- 
process, you will need the following.

•   A GPS rover’s receiver with internal software that sup-
ports collection of  raw satellite information.

•   Access to correction data collected by a GPS base sta-
tion, preferably one dedicated to collecting GPS data 
on a known, verified surveyed position. The U.S. Na-
tional Geodetic Survey runs a huge network of  base 
stations that provides correction data for post-process-
ing free to the GPS public (http://www.ngs.noaa.gov/
CORS/).

•   A  post-processing  software  or  post-processing  service 
provider that is compatible with the data from your re-
ceiver. This would generally be sourced from the man-
ufacturer of  your receiver. Users also can use the Na-
tional Geodetic Survey Online Positioning User Service 
at their website (http://www.ngs.noaa.gov/OPUS/).

Real-Time DGPS Corrections
Real-time DGPS opens up the ability to obtain your receiv-
er’s corrected accuracy right in the field. In the early days of  
GPS, real-time DGPS stations were more than likely limited 
to private companies, for example, a large surveying outfit 
or multimillion dollar mining or drilling operation. How-
ever, the real-time DGPS options and infrastructure have 
been expanding. There are a number of  real-time sources, 
many free of  charge, that one can use, depending on re-
ceiver capabilities. It should be noted that real-time DGPS 
depends on acquisition of  the corrections by one’s receiver 
hardware (typically by radio or satellite). One needs to de-
termine whether the available real-time source will be blocked 
by obstructions or natural topography.

Wide Area Augmentation System
Because of  GPS utility to fix an airplane’s location in real 
time, the Federal Aviation Agency (FAA) has developed a 
plan called Wide Area Augmentation System (WAAS) that 
would extend coverage for DGPS for the entire United 
States. WAAS is a critical component of  the FAA’s strategic 
objective of  a seamless satellite navigation system for civil 
aviation. This system improves the accuracy, availability, and 
integrity of  GPS, thereby improving the system’s capacity 
and safety. Ultimately, WAAS allows GPS to be used as a pri-
mary means of  navigation from takeoff  through Category I 
precision approach (i.e., very close to the runway, but not 
zero visibility; Category 3 landings are zero visibility). The 
ramifications of  the FAA to maintain this system go well be-
yond aviation; because of  its design, the system helps ensure 
that DGPS corrections will be accessible to all who need 
them. WAAS takes a consumer grade GPS to about 4.6-m 
accuracy, and with the right piece of  mapping grade equip-
ment, you can achieve about 0.6–0.9-m accuracy. Users 
working in closed canopy conditions will find it quite diffi-
cult to consistently obtain and hold the WAAS satellite sig-
nal. If  you want to know more about WAAS, see the Garmin 
website (http://www.garmin.com/aboutGPS/waas.html).

U.S. Coast Guard DGPS
The original real-time DGPS source, the U.S. Coast Guard 
and other international maritime and navigation agencies, 
have established radiobeacons that transmit corrections to 
compatible receiver hardware. It is likely you would require a 
dual-frequency beacon receiver along with your GPS receiver. 
The radios transmit usually in the 300 kHz range. For infor-
mation about the Coast Guard DGPS system, go to their 
website (http://www.navcen.uscg.gov/dgps/Default.htm).

Real-Time Kinematic and Their Networks
As discussed above, WAAS and the Coast Guard beacon 
DGPS systems have provided a great augmentation infra-
structure primarily to our consumer grade and mapping 
grade receivers. However, WAAS and the Coast Guard bea-
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cons cannot directly achieve survey grade accuracy. If  you 
are going to use survey grade GPS, your receiver and its 
base station will need to be capable of  real-time kinematic 
(RTK) to effectively incorporate real-time centimeter posi-
tioning. Because the base station requirements in a RTK 
network require very proximal access to the base station 
(typically baselines ≤20 km), it has been very common for 
surveyors and other high precision users to set up their own 
base stations, transmitting corrections to their RTK rovers 
on a radio broadcast (e.g., 450–470 MHz).
 There is now a push for many areas to fill in RTK networks. 
These are the RTK correction equivalents to WAAS and the 
Coast Guard beacons. Because of  the short baselines, RTK net-
works require many more receivers to cover DGPS for a user 
base. However, we are seeing cooperative infrastructure that is 
building large RTK networks. The networks also are taking  
advantage of  virtual reference station technology. A virtual ref-
erence station can greatly extend the baseline distances al-
lowed to obtain quality RTK corrections to your rover. It also 
allows for redundant corrections to be applied from multiple 
base stations in the network to maximize the quality of  results. 
RTK corrections from these networks can be “broadcast” over 
an Internet connection, making it possible for a user to sub-
scribe to a data cell phone plan and obtain RTK corrections 
from the cell phone connected to the RTK rover. 
 A significant by-product of  these RTK networks is they 
eliminate the need for users in the coverage area to set up 
their own RTK base stations, cutting down significantly on 
capital expense and operation setup time. Along with sur-
vey-grade RTK systems, some of  today’s sub-meter map-
ping-grade GPS devices (connected to a compatible data 
modem or cell phone) can accept RTK corrections from 
these networks as well. This capability provides a more af-
fordable solution for users that do not need centimeter real-
time positioning, but want to navigate to features to within 
as good as 0.2 m! An example of  a sub-meter real-time capa-
ble solution is Trimble’s 2008 GeoXH® device (http://www
.trimble.com/).

GPS Uses in Wildlife Biology
Now that a cursory understanding has been given of  what 
GPS is and how it functions, you may be wondering what 
its practical applications are in the field for wildlife. Two ar-
eas of  use are predominant: (1) tracking and recording wild-
life movements and (2) inventorying, mapping, and/or sur-
veying wildlife habitats or specific wildlife use areas (Box 
18.6). A GPS tracking collar can be used to track and re-
cord wildlife movements (Fig. 18.1) and provide more accu-
racy than other tracking systems can (Rempel and Rodgers 
1997). Since 1994, there are a number of  GPS collars avail-
able, and some use the Navstar GPS (e.g., those from Lotek, 
Telonics, and Televilt). For example, GPS collars have been 
used to successfully track moose (Alces alces; Rodgers et al. 

1997), grizzly bears (Ursus arctos horribilis; Servheen and 
Waller 1999), caribou (Rangifer tarandus; Dyer 1999), moun-
tain lions (Puma concolor; Bleich et al. 2000) and wolves (Mer-
rill and Mech 2000). 
 These collars now come in different sizes that can be 
used on small, medium-sized, or large mammals. The weight 
varies from 100–2,100 g (depending on the collar size), and 
the collars can store typically up to 10,000 locations non- 
differentially corrected or 5,000 locations differentially cor-
rected, depending on recording frequency and battery con-
figuration (Box 18.7). They can operate in temperatures 
ranging from –30° C to 50° C, and the data can be retained 
in the collar at temperatures ranging from –50° C to 75° C. 
Collars can be configured to allow periodic data downloads, 
or all the data can be transferred to a computer when the 
collar falls off. A source of  concern, however, in using GPS 
collars lies with locating an animal, such as an elk, in a for-
est of  varying density and topography. Rumble and Lindzey 
(1997) found that nearly 50% of  attempted GPS locations 
failed in stands with >70% overstory canopy cover; in stands 
with less canopy cover, the percentage of  GPS location at-
tempts that failed was lower. Attempts to model the effects 
suggested a positive linear relationship (P ≤ 0.01) between 
percentage of  GPS location attempts that failed and the tree 
density, tree basal area, and index of  diameter at breast-
height times tree density. Dussault et al. (1999) and Gamo  
et al. (2000) also noted that vegetation can block signals 
from satellites to GPS radio collars. Therefore, a vegetation 
dependent bias to telemetry data may occur, which, if  quan-
tified, could be accounted for. As this technology evolves, 
steps to increase GPS efficiency in a forested environment 
may enhance its usability in these habitat types.
 GPS technology also can be used to inventory, map, and 
monitor marine, fish, and wildlife habitats. For instance, 
GPS has been used to delineate coral reefs (Field et al. 2000), 
wildlife habitat types (Kiilsgaard 1999, O’Neil and Barrett 
2001) and fish habitats (Martischang 1993, Threloff  1994, 
Waddle et al. 1997). GPS is first a navigation tool (Ander-

Box 18.6. gloBal positioning  
systEm rEcEivErs

GPS receivers can be carried by hand or installed in 

airplanes, boats, cars, or trucks. These receivers de-

tect, decode, and process GPS satellite signals. Typi-

cally, hand-held receivers are about the size of a cel-

lular phone or palm computer, and they are getting 

smaller all the time.
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son 2002a) that allows researchers to accurately track their 
movements and guide themselves to an exact location (e.g., 
a coral reef ) and then record the delineation of  the location 
on a map. These wildlife habitat maps require the develop-
ers to interface GPS with a map database that would permit 
storage of  information directly on the map (Box 18.8). Fur-
ther, the maps need to display the GPS receiver’s current po-
sition in real time, creating a moving map. By displaying 
their positions in real time, researchers can be sure of  their 
locations and the location of  what they are classifying. 

Box 18.7. dEfinition of tErms for data capturing standards

Base station—a stationary receiver at a known location that provides the data used in the differential corrections of GPS 

data acquired by a moving receiver; a rover (field) receiver should be 500 km from the base station when using differential 

corrections. Depending on the accuracy requirements of your application and the equipment you are using, your baseline 

(distance between the base station and rover field unit) will be a key consideration in achieving effective corrections. For 

example, for some survey-grade receivers to achieve centimeter accuracy, they may need to be 10 km from a base station 

(and collect ample occupation points), whereas for an appropriate mapping-grade receiver to achieve submeter accuracy 

may allow a more liberal baseline of 150 km or more. Review the manufacturer’s specifications for the accuracy require-

ments of your project.

Datum—a smooth mathematical surface that closely fits the mean sea-level surface, for example, the North American Da-

tum of 1983 (NAD83), a geodetic data system used in satellite navigation systems to translate positions indicated on their 

products to their real position on Earth.

Elevation mask—a filter that ensures that the rover (field) receiver is using the same set of satellites as the base station. 

For distances 500 km to the base station, use 15°, for distances 1,000 km, use 20°.

Kinematic mode—the mode in which data points are collected at time intervals that vary, depending on the rate at which 

you are collecting data. Measurement interval will usually be ≤1 second; these data are stored in the receiver for later 

downloading and post-processing.

Positional dilution of precision (PDOP)—an indication of the quality of the geometry of the satellite constellation. The 

lower the PDOP value, the better the receiver can triangulate the satellite positions to provide accurate readings. However, 

other GPS errors can mitigate accuracy even when a good PDOP is being calculated by the user’s receiver; thus, PDOP is 

just one indicator GPS users should evaluate in the field and in the office. Quality receivers can ignore (filter) satellite 

readings with unacceptably high PDOP; these receivers provide significant quality control improvements to the user who 

needs to validate GPS conditions relative to their reported positions.

Signal to noise ratio (SNR)—a measure of a signal’s quality at the Global Positioning System (GPS) receiver. The higher 

the SNR value, the stronger the desired signal is compared with associated noise. A low value would indicate a weaker sig-

nal and/or higher levels of noise; for example, a SNR of 6 indicates a signal that should not used.

Spheroid—a spheroid of best fit over the surface of Earth; for example, the Geodetic Reference System 1980 (GRS1980) is 

a geodetic reference system consisting of a global reference ellipsoid and a gravity field model.

Static mode—the mode in which data points are collected at 1-second fixed intervals; a general guideline is to collect point 

positions at 1-second intervals. The amount of data collected varies with the type of receiver.

Mobile GIS
Making useful decisions based on geographic information 
requires more than just accurate positions and GPS. We 
need GIS technology, but in the past, GIS was relegated to 
our desktops. We would collect data in the field and return 
it to our office computers to make decisions. In fact, for 
much of  our field collection, we may have used paper maps 
and written capture data notes on paper. This process is very 
inefficient and leads to errors, not to mention extremely 
slow turnaround of  the data back to our field people that 
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rely on it. Mobile GIS is the extension of  GIS from the of-
fice into the field. Mobile GIS integrates one or more of  the 
following:

•   mobile devices (e.g., personal digital assistants [PDAs]),
•  GIS software, 
•  GPS technology, and
•  wireless communications for Internet GIS access.

 These technologies allow our field-based users to not 
only capture GIS features with accurate GPS devices, but 
also to access existing GIS data (GIS layers, aerial photogra-
phy, and other necessary supporting data) when and where 
the decisions have to be made. O’Neil et al. (2007) drove 
over 80,467 km, visually inventorying and mapping wildlife 
habitats in the Willamette Valley of  Oregon using a GPS de-
vice connected to a laptop with GIS data. Such extensive 
surveys are why mobile GIS is so critical. Now, field profes-
sionals could collect positions (from the GPS or other mea-
surement device) and provide detailed database descriptions 
about the observations. They also can update existing GIS 
databases directly in the field, virtually eliminating the slow 
turnaround of  paper edits to these databases. They can im-
mediately notify authorities of  mission critical events by 
submitting, from their wireless PDAs, emailed reports or 
automatic incident updates to the GIS.
 ArcPad by ESRI (Redlands, CA), SOLO CE (http://www 
.timbersys.com/products/handheld-systems/solo-forest), 
and TerraSync Professional (http://www.trimble.com/terrasync 

.shtml) are examples of  mobile GIS platforms; they feature 
map displays, interface to GPS and other measurement sys-
tems, and supply data collection and editing capabilities. Ar-
cPad, which is a particularly GIS function- and feature-rich 
mobile GIS also is customizable for special projects that re-
quire particular work flows, data entry and edit forms, and 
even special tool bars.

USING REMOTELY SENSED DATA

Landsat Imagery
The Landsat series of  satellites has been in operation since 
1972, when Earth Resources Technology Satellite 1, later re-
named Landsat 1, was launched. There is a rich historical 
description of  the Landsat program and usage of  its data  
in a variety of  published articles (e.g., Cohen and Goward 
2004, Williams et al. 2006). The interested reader should re-
fer to those and related articles for a historical perspective. 
Landsat’s contributions to study of Earth as a system are 
legendary, owing largely to its observation characteristics, 
which have steadily improved with each successive launch. 
These include global coverage, multiple monthly obser- 
vations of  the same location, excellent radiometric calibra-
tion and georegistration, approximately 30-m spatial reso-
lution, and multispectral sensors that include shortwave–
infrared wavelengths. 
 The latest satellite in the series (number 8), the Landsat 
Data Continuity Mission (LDCM), is slated for launch in 

Box 18.8. dEsktop and moBilE vEgEtation managEr (vEma) softwarE rElational dataBasE 

Resource managers require effective sampling tools to collect, archive, and report the data they use to make their manage-

ment decisions. Desktop VEMA is a customized Microsoft Access(R) relational database that helps record, calculate, and 

report vegetation performance based on user-determined performance thresholds. The database was largely designed 

around a vegetation monitoring protocol developed by a team of agency and academic plant ecologists and expert practi-

tioners to help standardize and automate vegetation monitoring and reporting at mitigation and reference sites. The data-

base enables users to record vegetation data and measure the outcomes against peer-reviewed performance criteria and 

default or user-determined performance thresholds.

 Now, with mobile VEMA, the data collection protocol is handled on a mobile personal digital assistant (PDA). Mobile 

VEMA was developed to complement desktop VEMA by allowing users to capture vegetation data in the field electronically 

and to capture the Global Positioning System (GPS) coordinates (decimal degrees) where the data is collected. The field 

data recorded in mobile VEMA can then be transferred to desktop VEMA using a universal series bus (USB) enabled cra-

dle for the GPS or PDA device, ActiveSync software, and a the embedded Vegetation Table Manager. Automated field data 

collection helps eliminate many data entry errors, because information is collected and entered into database only once. 

Although VEMA data can be manipulated and represented in Geographic Information System (GIS) software, as both 

shapefiles and feature classes in geodatabases, it is not yet a true geodatabase at the outset. We are continuing to strive to 

increase VEMA’s efficiency, GIS compatibility, and field utility. Mobile VEMA is an excellent example of how mobile GIS is 

increasing field user’s efficiency and extending office capabilities into the field.
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December 2012. In keeping with the historic character of  the 
Landsat program, the Operational Land Imager (the LDCM 
sensor) is an improvement over the existing Landsat 5 and 7 
Thematic Mapper-class sensors. The existing 2 satellites are 
being managed for minimum fuel consumption, and hence 
maximum life span, with the hope their utility can be extended 
into the LDCM era. If  successful, there will be no data gap, 
and the user community will be extraordinarily fortunate. If  
either or both Landsat 5 and 7 fail before the launch of  
LDCM, the sudden lack of  new Landsat data will cause a 
scramble for other current datasets as a replacement. 
 As the name implies, LDCM is about data continuity 
(http://landsat.usgs.gov/documents/ldcm_factsheet.pdf ). 
Thus, the specifications for both spacecraft and reflectance 
sensor have qualities at least as good as those of  their prede-
cessors. For example, there will be a minimum cross-track 
swath width of  185 km at the equator; multispectral band 
spatial resolution of  30 m; panchromatic band spatial reso-
lution of  15 m; about 12 m spatial accuracy; essentially the 
same 6 spectral reflectance bands and panchromatic band, 
with 2 additional bands for coastal studies, aerosol detec-
tion, and cirrus cloud detection. There is currently no ther-
mal sensor being built for LDCM, but the platform will 
have a place for it, and current negotiations suggest there 
will be a thermal sensor on the LDCM satellite, as a sepa-
rate sensor from Operational Land Imager.
 There is one major advancement, or even revolution, in 
the Landsat program associated with the new data policy. 
For the first time, all Landsat data acquired by LDCM will 
be available free to all users on a nondiscriminatory basis. 
Given the anticipated demand for data, to accomplish this 
goal, a single product recipe will be offered, which includes 
30-m (multispectral) and 15-m (panchromatic) spatial reso-
lutions, Level 1T (terrain corrected) data in GeoTIFF for-
mat, Universal Transverse Mercator (UTM) projection (ex-
cept for Antarctica), World Geodetic System (WGS) 84 (used 
in satellite navigation systems to translate positions indi-
cated on their products to their real position on Earth) da-
tum, cubic convolution resampling, and web-enabled delivery.
 Another extremely important change in the program is 
the archive of  U.S. Geological Survey data from all previ-
ous Missile Defense, Thematic Mapper, and Enhanced The-
matic Mapper+ sensors. All Thematic Mapper and En-
hanced Thematic Mapper+ data in the U.S. archive are now 
available at no cost in the above standard recipe to everyone 
(Landsat Science Team 2008). Technical issues with the MSS 
portion of  the archive are delaying the ready release of  
these data in a timely manner using the standard recipe. It is 
expected this problem will be solved within the year. More-
over, negotiations with international receiving station coun-
tries are expected to lead to a similar data policy for data in 
their archives. 
 Beyond LDCM, there is a plan for a National Land Imag-
ing Program; http://www.ostp.gov/pdf/fli_iwg_report_print 

_ready_low_res.pdf ). The National Land Imaging Program 
is intended to provide a long-term strategy for Landsat-class 
observations of  Earth in perpetuity. At the current time, 
there is no traction in the program, but the Landsat Science 
Team is strongly advocating it at appropriate places in the 
U.S. government. This effort is important, because the road 
from declaration of  a new satellite to actual launch can be 
long and circuitous.

Landsat Change Detection: 40 Years and Counting
Over the years, a variety of  approaches has emerged for  
using Landsat data to characterize land cover change (see re-
view  by  Coppin  et  al.  [2004]).  Most  approaches  involve  
2 dates of  imagery, or a series of  images at intervals generally 
>3 years. These interval-based datasets were necessitated 
largely by the relatively high cost of  Landsat data per image 
and data storage and computation limitations. With the avail-
ability of  free Landsat data in a highly processed format, inex-
pensive storage space, and improved computing capabilities, 
several approaches for characterizing cover change with an-
nual (Kennedy et al. 2007, Schroeder et al. 2007) or near an-
nual (Healey et al. 2006, Powell et al. 2008, Vogelmann et al. 
2009, Huang et al. 2010) Landsat time series are emerging. 

Landsat Detection of Trends in Disturbance  
and Recovery
To describe this new time series class of  Landsat change  
detection approaches, we provide a description of  the Land-
sat Detection of  Trends in Disturbance and Recovery 
(LandTrendr) algorithm (Kennedy et al. 2010). The LandTrendr 
algorithm is based on the concept of  trajectory-based 
change detection, first presented by Kennedy et al. (2007). 
 With LandTrendr, the goal is to assemble an annual stack 
of  images that has been geometrically registered, atmo-
spherically corrected, and radiometrically normalized (Fig. 
18.6). Then, for each pixel, the spectral response over time 
for a given band or spectral index (the pixel’s temporal tra-
jectory) is examined, and a set of  statistical and knowledge-
based rules is imposed to fit segments with consistent 
trends. This analysis results in a single trajectory being seg-
mented into 1 to n segments, depending on the number of  
distinct breaks in the trajectory identified by the algorithm. 
For example, in Figure 18.6, the fitted line for the forested 
pixel identified as having been clearcut between 1985 and 
1986 has 2 segments: 1 for the clearcut and the other for the 
slower process of  vegetation recovery after the disturbance. 
In contrast, the green fitted line is associated with a forested 
pixel that has 3 distinct segments: 1 stable segment where 
spectral response was essentially constant between 1985 and 
1991, at which time the forest was thinned (trees were cut 
to make them less crowded), and a third segment associated 
with the recovery after thinning. 
 Temporal trends in pixel trajectories can be noisy (Fig. 
18.6), due to sun angle, atmospheric effects, and phenologi-
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cal state differences among images used to create a given 
stack. For example, the recovery segment for the clearcut 
pixel response (red fitted line) shows a fine temporal grain 
instability, whereas the longer-term trend is clearly direc-
tional. The statistical fitting rules examine multiple tempo-
ral scales of  spectral response to best select the break points 
in the trend (vertices) and thus properly segment the full 
trajectory. 
 The map output from LandTrendr is rich and must be 
summarized for practical utility. The most basic information 

is maps of  disturbance interval and magnitude, in terms of  
relative or absolute vegetation loss (Fig. 18.7). The vegetation 
loss is relative if  in terms of  degree of  spectral change, or it is 
absolute if  the spectral band or index has been statistically re-
lated to a biophysical variable, such as percentage cover. Most 
disturbances are of  the event type, whereby a sudden change 
occurs in a 1-year observation period. However, as is usual for 
recovery, some disturbances also occur over multiple years. 
This time frame is common for forest insect damage, for ex-
ample, and leads to several other possible map summaries, 

Fig. 18.6. Schematic of how the 
LandTrendr algorithm works.

Fig. 18.7. Sample output maps 
from LandTrendr for areas 
disturbed by fire and harvest.
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such as disturbance and recovery duration and recovery mag-
nitude. Because different types of  disturbance (e.g., insects or 
harvests) have different characteristic durations and spatial 
patterns, it should be possible to identify different disturbance 
agents using the LandTrendr algorithms. This possibility is 
being explored and improved as the algorithm matures (Ken-
nedy et al. 2010).
 With LandTrendr and related algorithms that focus on 
an annual time step, clouds can be a persistent problem in 
some locations. Moreover, the Landsat 7 Enhanced Thematic 
Mapper+ instrument developed a problem in 2003 that has 
led to “wedges” of  missing data in every image collected 
since that time. With the ready availability of  free data, it is 
now possible to operationally composite images in such a 
way that pixels covered by clouds (and their shadows) and 
those that contain no data (Landsat 7 from May 2003 to 
present) are replaced with suitable image data from another 
relevant time period. Compositing is an important feature 
of  the LandTrendr algorithm.
 Creating a set of  rules to derive maps of  land and/or 
vegetation cover from Landsat data can be expensive and 
time consuming. But more often than not, it is highly desir-
able to know not just that an area changed, but also that it 
changed from one cover type or quality to another. Thus, 
the typical approach of  developing 2 separate land cover 
maps (1 for each of  2 dates) and comparing them was devel-
oped long ago and persists today. Scene-level radiometric 
normalization procedures (e.g., Canty and Nielsen 2008) 
were developed to address this issue by facilitating more 
meaningful application of  the same classification rules to 2 
dates of  imagery, but scene-level normalization procedures 
are a relatively crude solution for the problems associated 
with variable sun angle-viewing geometries, atmospheric 
conditions, and phenological conditions among image dates, 
which can be pixel specific. 
 LandTrendr uniquely addresses this issue by performing 
a pixel-level normalization based on the trajectory itself  
(Fig. 18.8). Given that annual time series express the inher-
ent noise of  Landsat imagery even after scene-level normal-
ization, but that meaningful changes in spectral direction 
are confidently detectable (Fig. 18.6), the LandTrendr ap-
proach uses the fitted trajectory segments to normalize a 
pixel’s spectral trajectory. In other words, the spectral re-
sponse for all bands and/or indices, over time for a given 
segment, are expressed as the fitted values for that segment 
rather than as the original (or scene-level normalized) val-
ues. This format allows for a more meaningful use of  classi-
fication rules developed for a single year of  Landsat imagery 
to be applied to other years of  imagery. Furthermore, be-
cause we have an annual time series, those rules can be ap-
plied to all images in the series, resulting in an annual time 
series of  land and/or vegetation cover maps that express 
stable class labels for unchanged areas and new labels for 
changed areas as the times series progresses (Fig. 18.9).

Validation of Landsat Time Series Maps
Maps of  forest change that have an annual time step and 
are for large areas are difficult to validate. As we cannot 
visit areas today and clearly determine their history, we 
must rely on extant datasets. Extant datasets are commonly 
for a single point in time; even for areas visited more than 
once, it would be the exception rather than the rule they 
were visited on an annual basis over the period of  interest. 

Fig. 18.8. Example of how LandTrendr fits the temporal spectral 
trend of a given pixel (the magenta line). The fitted line (gray) is 
based on regression for each segment of a given band or index 
(in this case the normalized burn ratio [NBR]). The vertices for 
each segment were derived from the fitting of the NBR, and the 
same vertices are transferred to the other indices or bands (in 
this case brightness, greenness, and wetness). Fitting is repeated 
for each band or index of interest.
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Moreover, given that maps are spatially explicit at a 30-m 
resolution, there are large areas where no extant datasets ex-
ist. For Landsat change detection in forested areas, this 
problem was addressed by Cohen et al. (1998). They found 
that by observing and interpreting the Landsat images, 
one can unambiguously detect forest stand replacement 
disturbances visually in relatively dense forests. This was 
verified by comparing visual Landsat assessment with air-
photo interpretation and polygon databases from a fed-
eral agency. In the era of  time series maps developed over 
large areas, the problem of  validation is exacerbated by 
the temporal richness and spatial extent of  the maps. To 
address this issue, Cohen et al. (2010) developed a Landsat 
time-series visualization tool, TimeSync. Similarly, Thomas 
et al. (2011) have developed a different tool for the same 
general purpose.
 TimeSync derives its name from the concept of  syncing 
automated and human interpretations of  Landsat time series. 
TimeSync has 4 main components a: chip window, trajec-
tory window, Microsoft Access database, and a Google Earth 
interface. For an area of  interest (a 3-pixel × 3-pixel plot), 
TimeSync displays an image chip series in the chip window 
and the spectral time trajectory for any Landsat band or 
vegetation index of  interest. For a plot that is spectrally sta-
ble, the image chip series will reveal a stable spectral re-
sponse, and the trajectory in various bands and indices will 
reveal the normal noise associated with time series, but will 

show no meaningful breaks in spectral trend (Fig. 18.10). 
For changed areas, both the chip and trajectory windows 
will reveal those changes (Fig. 18.11). As the plots are inter-
preted, the analyst uses the TimeSync interface to enter 
data into the database that contains the interpretations 
made on the series of  plots under investigation. Because of  
the dense time series, as with LandTrendr, TimeSync facili-
tates interpretations of  both high and low intensity distur-
bances and assessments of  recovery trajectories.
 Google Earth is used to examine a high-resolution geo-
referenced image of  plot. This image serves to assist the 
analyst in describing the plot trajectory, as the date of  the 
image displayed in Google Earth is commonly time 
stamped. Moreover, the newest version of  Google Earth has 
historical imagery for many locations, facilitating a direct in-
terpretation of  change independent of  the Landsat imagery. 
 Using TimeSync, one can design a statistically valid sam-
ple that covers the full time period of  interest at an annual 
resolution whenever a Landsat time series was developed 
for analysis by an automated algorithm. Once the data have 
been collected with TimeSync, they can be summarized and 
compared to map output (Fig. 18.12). Ancillary datasets 
from forest harvest records, for example, can still play an 
important role in the map validation process. Using these 
data, we can assess the level of  consistency between the 
TimeSync interpretations and the information in the extant 
databases. When the whole approach is integrated, one has 

Fig. 18.9. Example of how 
LandTrendr fitted time series is 
used with a set of classification 
rules. Shown are three dates from 
a time series, where classification 
rules were applied to fitted 
imagery. The arrow points to an 
area that changed from barren to 
coniferous woodland mixed shrub 
between 1984 and 2006 in Zion 
National Park, Utah. Also shown 
are a 1999 Tasseled Cap transfor-
mation (TC) image and a 2006 
high-resolution digital orthophoto 
quadrangle (DOQ) photo. The TC 
transforms 6 Landsat Thematic 
Mapper™ data channels to 3 data 
channels with known characteris-
tics (soil brightness channel, 
vegetation greenness channel, 
and moisture content of soil and/
or vegetation [wetness] channel). 
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a statistically valid assessment of  map quality via TimeSync 
and an independent assessment of  TimeSync observation 
quality. Although it is tempting to call this process an accu-
racy assessment, in reality, there are errors in all component 
observations, interpretations, and databases, and it may be 
best to consider the result a series of  agreement analyses. 
For a further review of  how Landsat imagery works and for 
data sources see O’Neil et al. (2005).

Lidar—Light Detection and Ranging
Characterizing Habitat with Lidar
Lidar (light detection and ranging) is an optical remote-
sensing technology and geospatial mapping tool that allows 
for the fine-grained yet broad-scale collection of  high reso-

lution, accurate terrain surface data that can provide valu-
able information about the 3-dimensional structure of  ter-
restrial and aquatic ecosystems (Lefsky et al. 2002, Vierling 
et al. 2008). Although lidar technology has been around for 
>2 decades, recent advances in lidar technology over the 
past 5 years have revolutionized mapping and have the po-
tential to contribute greatly to our understanding of  wild-
life–habitat associations. Providing better vertical resolution 
and sampling density than can be achieved by traditional 
field assessments, lidar is a powerful tool for investigating 
questions in wildlife ecology at multiple spatial scales using 
new, previously unmeasurable, habitat features. Particularly 
in remote, rugged, and otherwise inaccessible terrain, lidar 
has the potential to become a viable, and in many cases su-

Fig. 18.10. TimeSync visualization, 
showing a set of image time 
series chips (upper right) and the 
spectral trajectory for Landsat 
band 5 for the 3-pixel × 3-pixel 
area (plot) at the center of the 
chips. This plot was unchanged 
throughout the time series.

Fig. 18.11. A TimeSync example for 
a 3-pixel × 3-pixel plot that was 
disturbed.
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perior, surrogate for assessing wildlife habitat features tradi-
tionally measured in the field.
 Lidar data and their applications are young, but are rap-
idly gaining recognition. Although many researchers have 
quantified habitat features of  relevance to wildlife, few stud-
ies have actually used lidar data to aid our understanding of  
wildlife–habitat relationships, and there are many applica-
tions that have yet to be explored. Moreover, the technology 
is ever-changing, and the possible trajectories of  advances 
make it difficult to predict the dominant and useful applica-
tions of  lidar to wildlife science in the future. It will be well 
worth monitoring how the field advances to seize opportu-
nities to better inform wildlife and conservation science.
 Despite the recent rapid advances in the ability to achieve 
high-density lidar data, it is highly important to recognize 
that not all lidar datasets are equal. Differences in acquisi-
tion specifications (e.g., flight altitude and sensor settings) 
and ground truthing methodologies will result in lidar 
datasets of  differing resolutions and accuracies. Moreover, 
the data products themselves will determine the utility of  

the data for different applications. It is essential for any biol-
ogist to understand the strengths and limitations of  a lidar 
dataset before it is used as a predictor variable from which 
to draw inferences regarding animal–habitat relationships.

Lidar Technology
There are 3 general classes of  lidar instruments that differ in 
mode and therefore the scale of  data acquisition: ground-
based, spaceborne, and airborne lidar. Ground-based lidar 
systems can be stationary (mounted on a tripod) or mobile 
(i.e., vehicle mounted), and collections of  dense point clouds 
from multiple vantage points provide for detailed views of  
study areas at small spatial scales (meters). Satellite sensors 
currently in operation include the Geoscience Laser Altime-
ter System NASA 2009) and the Vegetation Canopy Lidar 
mission, both administered by NASA. Applications of  satel-
lite sensors are typically to answer questions at very large 
spatial scales, such as deforestation rates on a continental 
scale (e.g., Potter 1999, DeFries et al. 2006), and coarse mea-
surements of  forest structure (Dubayah et al. 1997, Lefsky 
et al. 2005). Although ground- and satellite-based sensors 
certainly can be applied to studying very fine or broad scale 
questions in wildlife biology, airborne sensors have been 
used to collect the majority of  data at spatial scales that bi-
ologists are typically most interested in (from the watershed 
scale down to individual habitat parcels of  relevance to 
wildlife). Among airborne lidar instruments, there are cur-
rently 3 primary sensor types with great potential for pro-
viding valuable terrain data to inform wildlife biology stud-
ies: discrete-return infrared (IR) lidar; full waveform IR lidar; 
and high-energy, full-waveform green lidar.
 Discrete-return IR lidar instruments record the return-
ing laser signal as one or more distinct returns and operate 
using a laser wavelength of  1,064 nm (the near infrared 
range of  the spectrum) with laser pulses emitted at 10–200 
kHz (Haugerud 2009). Discrete returns are simplifications 
of  the continuous waveform into as many as 4 principal 
peaks corresponding to echos (returns) off  of  surfaces in the 
travel path of  the laser pulse (Fig. 18.13). Quantity of  dis-
crete-return lidar data is measured as pulse density, which 
typically ranges between 1 and 12 points/m2 (0.3–1.0-m spot 
spacing). Because infrared light does not penetrate water, 
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Fig. 18.12. Results of a comparison between LandTrendr output 
and TimeSync observations for approximately 500 plots. Shown 
are percentage agreement on disturbance for a variety of 
TimeSync-observed disturbance agents and intensities.

Fig. 18.13. Ten-meter deep cross-section of 
multistory canopy, showing laser returns (point 
cloud) of dense vegetation (right) and planar view 
of the surface derived from classified ground 
points (bare earth triangulated irregular networks; 
left). These data were acquired at a pulse rate of 
70 kHz, Yamhill River Basin, Oregon. Lidar data 
acquired and imagery produced by Watershed Sciences.
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discrete-return IR lidar instruments are principally used to 
map terrain that is above the water surface at the time of  
the survey. In contrast to discrete-return lidar instruments, 
full waveform sensors capture the entire return profile, 
providing highly detailed information and allowing bio- 
physical features, such as canopy structure and aboveground 
biomass, to be estimated with unprecedented accuracy 
(e.g., Harding et al. 2001, Hyde et al. 2005). 
 High-energy, full waveform, green lidar instruments 
are used to provide bathymetric data at shallow (20 m)  
water depths. As such, their potential relevance to wildlife 
studies include characterizing habitat for aquatic wildlife 
(e.g., amphibians and riverine or coastal marine mammals). 
Green lidar sensors use information from the entire wave-
form and operate using a laser wavelength of  532 nm with 
laser pulses emitted at 0.8–4.0 kHz (Haugerud 2009). Typi-
cal pulse densities for full waveform green lidar vary from 
0.05 to 0.25 points/m2 (2–4-m spot spacing), much lower 
than can be achieved with near IR lidar, yielding data of  
lower resolution. Green lidar data may be advantageous by 
providing bathymetric data in shallow streams, where a  
hydroacoustic survey may not be possible. The prominent 
available green lidar systems include Compact Hydrographic 
Airborne Rapid Total Survey (CHARTS; Joint Airborne  
Lidar Bathymetry Technical Center of  Expertise [ JALBTCX 
2009];  available  commercially  from  Fugro  Pelagos),  Hawk-
Eye (Airborne Hydrography AB 2009), and Experimental 
Advance Airborne Research Lidar (EAARL; U.S. Geological 
Survey 2009a). Although not available commercially, the 
EAARL system’s short pulse width (5 kHz) and narrow field 
of  view allows for simultaneous mapping of  bare-earth  
topography and shallow submerged topography, enabling 
characterization of  the littoral zone of  coastal and riverine 
environments. The EAARL system is operated by the U.S. 
Geological Survey. 

Lidar Data
Using rapid pulses of  light photons, lidar systems detect and 
determine the distance (range) of terrain features to pro-
vide the location of  objects in (x, y, z) space. When an emit-
ted laser pulse hits a target surface, portions (most for full 
waveform) of  that laser energy will be returned to the sen-
sor. Given the speed of  light, aircraft position and attitude, 
and time elapsed between laser pulse emission and recep-
tion of  these returns, the spatial coordinates (latitude, longi-
tude, and particularly, elevation) of  reflected laser pulses can 
be calculated. Reflections off  tall or high objects have faster 
return times than those off  the ground surface. The pattern 
of  this information allows discrimination of  such features as 
trees or buildings from the ground surface. Current sensors 
can resolve laser information fired and returned at rates of  
up to 200,000 pulses of  light per second and as many as 4 re-
turns per pulse. Depending on the flight parameters, the li-
dar sensor is capable of  essentially “painting” the study area 

features using a multitude of  laser pulses that are returned 
to the sensor. 
 A lidar system includes a scanning pulse laser scanner 
and receiver, a GPS device, and an inertial measurement 
unit (IMU). Throughout the survey, the collection of  real-
time GPS and IMU data enables calculating the (x, y, z) po-
sition and exact orientation and attitude (roll, pitch, and 
yaw) of  the lidar sensor with a precise time reference. Com-
bining this information with the time reference encoded for 
each laser pulse return yields the absolute position of  each 
laser pulse return. Finally, concurrent operation of  ground 
base stations strategically placed to provide geodetic survey 
support for the mission enables adjustment and correction 
of  the laser positions to result in a dataset of  high absolute 
accuracy. 
 The spatial data provided by current lidar technology en-
ables the generation of  3-dimensional models of  the sur-
face of  Earth and land cover that are of  amazingly high 
resolution (Fig. 18.14). Lidar data are far superior to the tra-
ditional topographic maps researchers have worked with in 
the past: current datasets are correct to within a few centi-
meters of  their true absolute elevation in space and to within 
a few meters horizontally. In addition, compared to tradi-
tional survey techniques, lidar has revolutionized the speed 
with which surface terrain data can be collected over large 
survey areas, making it relatively inexpensive to collect per 
unit area. 
 Raw lidar data are collected as a cloud of  (x, y, z) points. 
The points are associated with a myriad of  features, includ-
ing not only the ground, but also manmade structures 
(buildings, bridges, powerlines, vehicles, etc.) and vegetation. 
To extract a topographic surface, the data needs to be pro-
cessed to generate clean surface models. Processing includes 
automated and manual techniques for modeling ground-
level and aboveground points and filtering points errone-
ously classified as ground. A triangular mesh of  the points is 

Fig. 18.14. Detail of bare earth (top) and highest hit (bottom) 
lidar-derived digital elevation models (1-m resolution) in the 
Siskiyou National Forest, Oregon. Lidar data acquired and imagery 
produced by Watershed Sciences.
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then output as a grid, or digital elevation model (DEM) at 
resolutions as high as 0.5 m, depending on resulting ground 
point density and terrain. Hill shading and coloring can be 
applied to display final maps. The DEM can be generated 
from only the ground-classified points (bare earth model), 
or from the first returns (highest hit model). From the data 
cloud, specialized remote sensing software packages, such 
as FUSION (McGaughey 2009), are helpful in further char-
acterizing vegetation and generating canopy surface models. 

Applications to Wildlife Biology
Two general classes of  lidar data products have been useful 
and provide great promise for studies in wildlife ecology. 
These include the point cloud of  data points, elucidating veg-
etation structure, and the digital elevation models generated 
from the ground-classified points, providing detailed infor-
mation on surface topography. Naturally, these 2 classes re-
late to applications in wildlife ecology in 2 general ways: (1) 
use of  point cloud data and lidar-derived canopy surface mod-
els in studies of  terrestrial vegetation, primarily forests (Figs. 
18.15, 18.16), and (2) use of  digital terrain models in studies 
related to geomorphology and topography, in both terrestrial 
and aquatic environments (Fig. 18.17).

vegetation structure
For a great majority of  terrestrial wildlife (e.g., birds and 
mammals), the structure of  vegetation (placement, quantity, 
shape, type, and connectivity) is of  great interest for under-
standing species–habitat associations (Hansen and Rotella 
2000; Fig. 18.2). For these studies, of  the data provided by li-
dar instruments, it is the point returns from the vegetation 
that are of  primary interest. Using lidar, canopy structure 
can most simply be measured and defined by canopy height 
and cover (Lefsky et al. 2002). High agreement between li-
dar-derived data and field measurements for canopy height, 
cover, and biomass have been observed in temperate, bo-
real, and tropical forests a well as desert scrub (e.g., Ritchie 
et al. 1995; Nelson et al. 1997; Magnussen et al. 1999; Hyde 
et al. 2005, 2006; Clawges et al. 2007). In addition, compared 
to other active sensors (e.g., radar) and passive optical sen-
sors (e.g., Landsat and Quickbird 4-band imagery), lidar has 

been found to be the best single sensor for estimating can-
opy height and biomass (e.g., Hyde et al. 2006). Additional 
descriptors of  canopy structure, such as the height distri-
bution of  outer canopy surfaces quantifying light gaps,  
also have been made with lidar (Lefsky et al. 1999). The 3- 
dimensional vertical distribution of  all material in the can-
opy, or foliage-height profiles, can be measured with full 
waveform IR lidar (Harding et al. 2001). Finally, combining 
lidar data with ancillary data can provide measurements for 
a variety of  wildlife-relevant vegetation patch characteris-
tics, including stand density, age, and volume; number of  
snags and downed trees; number of  large trees; basal area; 
understory height and density; ground surface texture; and 
landscape metrics, such as patch/edge characteristics and 
the landscape matrix (Dubayah and Drake 2000, Lefsky et al. 
2002, Turner et al. 2003, Corona and Fattorini 2008; Fig. 
18.16). The Precision Forestry Cooperative of  the University 
of  Washington is an active group researching the many for-
estry applications of  remote sensing, including lidar (Preci-
sion Forestry Cooperative 2009).
 Lidar data has been used as an analytical tool to predict 
species distributions based on prior knowledge of  species’ 
habitat preferences. For example, Nelson et al. (2005) used 
lidar to identify potential habitat for the Delmarva fox squir-
rel (Sciurus niger cinereu; known to prefer tall, dense forests 
with an open understory) across extensive areas in Delaware 
to guide survey efforts for this endangered species. In addi-
tion, lidar data can be used as an exploratory tool to deter-
mine habitat selection patterns. Broughton et al. (2006) 
used lidar data to determine habitat preferences of  marsh 
tits (Poecile palustris) by comparing lidar-derived vegetation 
structure in territories to that in surrounding locations that 
were not occupied by the species. As determined from the 
lidar data, birds occupied sites containing mature trees with 
a subcanopy shrub layer, and they avoided sites containing 
many small young trees. The relationship between lidar- 
derived woodland canopy height and structure and song- 
bird (great tit [Parus major] and blue tit [Cyanistes caeruleus]) 
breeding success in local territories was investigated to de-
velop a map depicting habitat quality for these species across 
an entire woodland study forest in England (Hinsley et al. 

Fig. 18.15. Example of lidar-derived 
highest-hit digital elevation model  
of forest habitat (left) with a 5-m 
cross-section of the lidar point  
cloud (right). From this data, forest 
structure can be quantified, and 
patch characteristics can be 
inventoried and stratified using data 
from the multiple laser returns that 
paint the canopy vegetation. Lidar 
data and imagery acquired by Watershed 
Sciences.
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2002, Hill et al. 2004). In addition to forested ecosystems,  
lidar-derived characteristics of  vegetation structure have been 
made to examine wildlife–habitat relationships in low-lying 
shrubland (Streutker and Glenn 2006), farmed landscapes 
(e.g., sky lark [Alauda arvensis] and other grassland species in 
English’s cropland; Davenport et al. 2000, Mason et al. 2003, 
Bradbury et al. 2005), and dune vegetation (feral horses on 
Assateague Island National Seashore, MD; Stoppelaire et al. 
2004). 
 Lidar data also has been used to evaluate wildlife com-
munity structure. For example, relationships between lidar-
derived measures of  vegetation structural diversity and bird 
species diversity have been found in both deciduous forests 

in Maryland (including forested wetlands; Goetz et al. 2007) 
and mixed conifer/aspen forests in South Dakota (Clawges 
et al. 2008). In particular, Goetz et al. (2007) found that ver-
tical distribution of  canopy elements as characterized by li-
dar was the strongest predictor of  species richness; Clawges 
et al. (2008) found that lidar-derived foliage-height diversity 
indices were positively correlated with indices of  bird spe-
cies diversity, particularly near the forest floor (5 m from 
ground). Boelman et al. (2007) used lidar data to determine 
how an invasive plant species has affected avian species 
abundance and community composition across a range of  
Hawaiian submontane forests, finding that total avian abun-
dance and the ratio of  native to exotic avifauna were highest 
in stands with the highest canopy height and cover, but that 
among biophysically equivalent sites, stands dominated by 

Fig. 18.16. Examples of stem density measurements and forest 
stand delineations developed from lidar-derived vegetation 
heights. These can be used as valuable habitat attributes 
describing components of forest landscape structure of relevance 
to the habitat associations of wildlife. (A) The tops of individual 
trees (stems) >2 m in height (local maxima) are identified, 
enabling the generation of a 30-m resolution stem density grid. 
(B) In this example, with ancillary Ikonos-2 color infrared data, 
delineations are based on a number of lidar-derived data outputs, 
including elevation, terrain aspect, slope, stem number and 
density, canopy density, vegetation height, and percentage 
distributions of conifer, deciduous, and nonoverstory vegetation. 
Lidar data and imagery acquired by Watershed Sciences.

Fig. 18.17. Example of topographic parameters that can be derived 
from high resolution lidar data and applied to questions of 
interest to wildlife ecologists. In this example, terrain elevation, 
slope, and curvature (top) are used to delineate the detailed 
routing of streams and roads (bottom) for use in hydrologic flow 
modeling. Lidar data and imagery acquired by Watershed Sciences.
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native tree species hosted larger native avian communities 
than did mixed stands of  firetree (Morella faya), an invasive 
evergreen shrub. 

topography
For characterizing topography, in certain situations, lidar 
provides a number of  advantages over traditional photo-
grammetric mapping and field methods (e.g., to detect the 
ground under dense forests where the ground is not visible, 
and where the time and labor costs would preclude an 
equivalent volume of  data collection). Given that terrestrial 
and bathymetric topography can affect components of  
landscape structure and ecological processes (e.g., erosion 
and hydrologic flow; e.g., Fig. 18.17) that impact wildlife, li-
dar-derived bare earth models (DEMs) also have been used 
in wildlife studies and hold great promise for further appli-
cation development. For example, lidar ground models have 
been used to characterize wetland topography (Irish and 
Lillycrop 1999); the surface dynamics of  beaches and dunes 
(Krabill et al. 2000); underlying forest topography (Harding 
and Berghoff  2000); and the structure and elevation of  aban-
doned, paleo, and overflow stream channels ( Jones 2006); 
they also have been used to map river corridors and riparian 
habitats (see Hilldale et al. 2009, McKean et al. 2009). All 
these features of  terrestrial and aquatic wildlife habitats may 
be significant determinants of  habitat selection, population 
distributions, and responses to restoration efforts for some 
species. There are few studies, however, that have directly 
related a detailed understanding of  topography to questions 
of  interest to wildlife biologists. Among these are an effort 
to understand the impacts of  grazing by feral horses on veg-
etation and dune topography on an island national refuge in 
Maryland (Stoppelaire et al. 2004) and the use of  elevation, 
among other lidar-derived metrics, as a predictor of  bird 
species richness in temperate forests of  Maryland (Goetz  
et al. 2007). 
 A number of  studies have demonstrated the usefulness 
and applications of  using accurate DEMs. Although many 
of  these researchers used 10–30-m resolution DEMs, it is 
not difficult to see how their applications would be strength-
ened by ground surface models of  a higher resolution, such 
as the 1-m DEMs derived from current lidar technology. For 
example, Jenness (2004) demonstrated a calculation of  land-
scape surface area and topographic roughness relevant to 
characterizing wildlife habitat using digital elevation data. 
Goetz (2002) looked at how to use topographic information 
from DEMs to better resolve different riparian zones of  crit-
ical importance to fish and wildlife in Idaho and Wyoming. 
Brandes and Ombalski (2004) modeled raptor migration 
pathways based on knowledge of  terrain updrafts calcu-
lated using wind direction, terrain slope, and terrain aspect 
data determined from DEMs in a simulation experiment. 
The usefulness of  DEMs in terrain representation models 

for ungulates residing in mountainous environments has 
been repeatedly demonstrated: Wairimu (1997) evaluated the 
effectiveness of  DEMs in locating and mapping wintering 
areas of  white-tailed deer (Odocoileus virginianus), Divine 
et al. (2000) assessed the use of  DEMs of  varying resolu-
tions to categorize desert bighorn sheep habitat in Mojave 
Desert mountain ranges, Locke et al. (2005) appraised es-
cape terrain (slopes >60%) using DEMs for desert bighorn 
sheep to assess the probability of  translocation success on 
public land in Texas, and Wallin and Wells (2006) used DEMs 
to evaluate predictors of  seasonal variation in habitat selec-
tion for mountain goat (Oreamnos americanus) in the Wash-
ington Cascades. 

Future Opportunities and Applications
The accuracy and spatial scale of  lidar data have already 
brought it to the forefront of  recognition in terms of  its util-
ity for certain applications in remote sensing. However, lidar 
data have only recently become a research tool for wildlife 
biologists, and we have far to go in terms of  tapping into 
that tool’s full research potential (Vierling et al. 2008). The 
one class of  sensors that may truly elevate the utility of  li-
dar, particularly for forest wildlife studies in the future, is 
full waveform IR. Lefsky et al. (2002) include further infor-
mation on applications and utility of  waveform lidar. 
 Research applications of  lidar are most notably missing 
in terms of  geographic scope, habitat types, and the species 
groups for which its use has been explored (the majority of  
studies have only thus far used lidar to characterize habitat 
and evaluate wildlife–habitat associations in forested sys-
tems, primarily for birds and to a lesser degree for mam-
mals, and principally in the United States and England). 
Some studies have ventured into evaluating the accuracy 
and source of errors in characterizing wetland habitats us-
ing lidar (e.g., Hopkinson et al. 2005), and some researchers 
have evaluated the use of  various lidar sensors to map 
stream channel characteristics for fisheries research (see Bayer 
and Schei 2009). But the use of  lidar to examine the influ-
ence of  features of  aquatic habitats (e.g., rivers and wet-
lands) that are of  relevance to wildlife species distributions, 
habitat use, movements, survival, and restoration response 
has yet to be developed. Moreover, applications of  ground-
based lidar to examine wildlife–habitat associations for small 
organisms (e.g., amphibians and insects) with finer spatial 
scale habitat requirements is another greatly untapped area 
for lidar applications in wildlife studies, although it has 
gained recent popularity for urban and corridor mapping. 
 With future advances in lidar technology and applica-
tions, lidar may make its greatest contribution yet to the 
field of  landscape ecology. Many researchers recognize the 
need to study species–habitat relationships at multiple spa-
tial scales relevant to individuals, populations, and metapop-
ulations to effectively address the pressing global conserva-
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tion issues of  today. For a number of  questions of  interest 
to wildlife scientists, lidar data have the potential to revolu-
tionize the scale and dimension of  questions posed by land-
scape ecologists, as well as to refine the resolution and accu-
racy of  detected patterns. In addition, advances made by the 
use of  lidar, particularly when combined with other remote 
sensing data, are likely to impact large-scale conservation 
programs and have far-reaching policy and management im-
plications. A prime example includes the Gap Analysis Pro-
gram led by the U.S. Geological Survey (Scott et al. 1993),  
in which lidar data are being incorporated into GIS data-
bases to map on a national scale the key habitat classes of  
importance to native species distributions, areas of  high bio-
diversity, and areas of  priority for conservation (Vierling  
et al. 2008). 

Data Availability
At present, discrete-return IR lidar surveys costs can range 
widely (approx. US$1.25–2.50/ha for areas >45,000 ha), de-
pending on data quality, specifications, and size and shape 
of  study area; ground-based lidar data are considerably 
more costly per unit area than IR lidar data (but is usually 
purchased only for small areas), and commercially available 
bathymetric data (e.g., CHARTS) are an order of  magnitude 
more expensive. Although costs for lidar data can be high 
relative to other remote sensing data, the multi-utility na-
ture of  the data has encouraged collaborative partnerships 
for data sharing and acquisition. For instance, a growing 
number of  states (Iowa, Louisiana, Ohio, Pennsylvania, North 
Carolina, Texas, and Florida) may soon have discrete-return 
IR lidar coverage, and others (Oregon and Washington) have 
formed consortiums of  agencies devoted to collecting pub-
lic lidar data at reduced cost for large, regularly shaped areas 
of  interest (e.g., DOGAMI 2009, PSLC 2009). A visit to the 
Center for Lidar Information Coordination and Knowledge 
(CLICK) website (U.S. Geological Survey 2009b) will provide 
more information on collaborative cost sharing programs 
for large-scale public acquisition of  lidar data. 

Accuracy Assessment of Remotely Sensed Data
A variety of  devices and techniques, such as Landsat Imag-
ery and Forward Looking Infrared systems, can be used to 
record characteristics of  Earth’s surface from remote posi-
tions. However, interpretation of  remotely sensed data can 
introduce error ( Janssen and van der Wel 1994). Error in 
mapping can be generated in several ways: error in thematic 
classification, both by omission and by misclassification 
(commission; Story and Congalton 1986) and error in car-
tographic delineation (location error). 
 Accuracy assessment of  landscape maps generated from 
remotely sensed data is generally accomplished through 
field verification of  a select subset (samples) of  thematic or 
areal map units. The investigator must identify accuracy as-

sessment objectives as well as the level of  error acceptable 
for accuracy estimates (based on planned uses of  the map). 
To keep the sampling design simple, easy to analyze, and 
statistically robust, it is important to define the sampling 
unit and to use a basic probability sampling design (inclu-
sion probabilities are equal and nonzero for all members of  
the population). Design-based statistical inference can be ap-
plied when sampling is of  characteristics of  a real, explicitly 
defined population (Stehman 2000). Probability sampling 
designs can be interpreted as accuracy estimates for the  
entire population via established statistical estimators that 
vary according to the particular sampling design (Stehman 
1999). Limitations of  resources for field verification or site 
access can constrain a sampling design. Sampling designs 
that meet the requirements of  equal probability sampling 
are simple random sampling, systematic sampling, stratified 
systematic unaligned sampling, and one-stage cluster sam-
pling (Stehman and Czaplewski 1998, Stehman 1999). 
 Investigators initially developed the confusion or error 
matrix, which permitted calculation of  simple test sample 
ratios (the number of  land use classes incorrectly depicted 
on the map divided by the number of  correctly depicted land 
use classes confirmed by field verification; van Genderen et al. 
1978, Fitzpatrick-Lins 1981). Since those efforts, a great vari-
ety of  error matrix interpretations and new error metrics 
have been presented in the literature. The most important 
contributions of  recent work for accuracy findings have 
been the increase in statistical rigor and decrease in confi-
dence intervals (Richards 1996, Stehman 2001). 
 Variation in size and frequency of  thematic cover types 
necessitates adjustments in sampling intensity that reflect 
their relative importance. Thus, a cover type with limited 
occurrence can be sampled with greater frequency, whereas 
those most common and abundant will be sampled accord-
ing to statistical parameters. Stehman (2001) reported that 
sample size required to achieve a standard error of  0.05 for a 
population estimate reaches a maximum sample size of  100, 
when population size is ≥10,000 (for populations 10,000, the 
sample size required to achieve SE = 0.05 is a function of  
n = N/[0.01N + 1], where n is sample size, N is population 
size, and SE is standard error).
 The error matrix is composed of  orthogonal axis with 
cover types (Table 18.1) and allows analysis of  accuracy and 
error rate for each cover type. Cover type accuracy is mea-
sured by dividing the number of  correctly classified sample 
points for each cover type by total points sampled. Map ac-
curacy also can be presented as user’s (diagonal values di-
vided by row totals for each matrix) and producer’s (diago-
nal values divided by column totals for each matrix) values 
for each cover type, which are the converse of  commission 
and omission error, respectively. 
 The assessment of  map accuracy by field verification could 
benefit from methods that increase the accuracy of  sample 
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point capture (Woodcock 1996). This improvement could 
be accomplished by tagging the sample points with location 
information (UTM coordinates, or latitude and longitude), 
which could be targets for the field verification. GPS units 
could help in quantifying variability encountered in access-
ing sample points. Further, proximity to each sample point 
could be quantified and used in the assessment of  map 
accuracy. 
 The overall objective of  performing an accuracy assess-
ment of  a map is to provide a quantified measure of  how 
well the map represents reality. If  proper procedures are fol-
lowed in the design, performance, and analysis of  sampling, 
the accuracy assessment results can be used as an integral 
part of  the map. 

DATA DOCUMENTATION

Data documentation represents a critical component in the 
creation of  a spatial dataset for wildlife biology and helps 
complete the dataset. In an age of  increased technological 
abilities and information sharing, a dataset created for a par-
ticular effort may be used in many other ways not perceived 
at the time of  development. Thus, detailed documentation 
enables data users to better understand why the dataset was 
developed, the process steps taken, when the data was col-
lected, what was collected, and where geographically the 
collection took place. In addition to assisting a wide variety 
of  data users, a metadata record also provides useful infor-
mation for the data creator, because it includes a detailed 
account of how the dataset was developed before the 
passage of  time interferes with memory. Another use for 
metadata involves providing information to help the natural 
resources community avoid data duplication and thus de-
creasing the cost of  data collection. Furthermore, the cre-
ation of  metadata serves as an institutional memory for an 
organization (a history of  datasets at a given institution). 
Metadata transcend people and time, allowing a new data 
manager to continue work with a dataset his/her predeces-
sor may have left behind. Metadata creation retains valuable 

information about data for internal organizational or exter-
nal client use and provides a key component in sustaining a 
biological GIS program in the long term. Finally, delivering 
metadata records through clearinghouses allows users to 
discover and find data, determine their applicability, and 
possibly form new research collaborations. 

History of Metadata
The metadata concept was formalized at the federal level in 
1994 with release of  Executive Order 12906 and the Office 
of  Management and Budget’s Circular A16 as part of  a gov-
ernment-wide effort to reduce duplication of  effort when 
collecting information and to provide a way for federal 
agencies and taxpayers to access data created with federal 
funding (Federal Register 1994). The Office of  Management 
and Budget (2002) released a revised circular A16 to reflect 
technology changes, but kept the core component of  estab-
lishing a coordinated approach to electronically develop the 
National Spatial Data Infrastructure (NSDI). As part of  the 
NSDI, release of  the Content Standard for Digital Geo- 
spatial Metadata (CSDGM) provided a common set of 
terms and definitions needed to document data. All types 
of  spatial and nonspatial data can be documented using 
this standard. Additionally, several profiles of  the standard 
provide users with additional elements for biological, shore-
line, or remote sensing data. In 1998, the Federal Geo-
graphic Data Committee (FGDC) approved the Biological 
Data Profile, an effort led by the National Biological Infor-
mation Infrastructure. Additional elements include taxonomy, 
methodology, and analytical tools allowing data managers 
for wildlife biology to provide more accurate documenta-
tion of  their data. The Executive Order states that any data-
set created with federal funding needs documentation using 
the CSDGM. Many state and local governments and other 
organizations that receive federal dollars have adopted the 
standard. Other standards exist, but many GIS professionals 
either use or work on data created with federal funds and 
need a working knowledge of  it for their jobs. Crosswalks 
exist to share metadata among the major standards for non-
federal organizations that choose to use other standards for 
documentation. 
 The International Organization for Standardization 
(ISO) has released an international geospatial metadata stan-
dard as part of  an effort by a network of  national standards 
institutes from 145 countries working in partnership with 
international organizations, governments, industry, business, 
and consumer representatives (Technical Committee ISO/
TC 211 2003.). The CSDGM along with the several other 
major standards provided many content contributions to 
the development of  ISO 19115. In December 2003, the 
American National Standards Institute (ANSI) adopted the 
international standard, ISO 19115, and the ANSI Inter- 
national Committee for Information Technology Standards–

Table 18.1. Error matrix for cover type

 Cover class

Cover class A B C D E Total

A 2 0 1 0 0 3
B 7 10 3 0 2 22
C 1 0 6 1 0 8
D 0 0 0 9 0 9
E 0 0 0 0 8 8
Totals 10 10 10 10 10 Diagonal  
      total: 35
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L1 signed an agreement with Canadian General Standards 
Board Committee on Geomatics to co-develop the North 
American Profile, a regional profile of  ISO 19115 Geo-
graphic Information—Metadata. Inquiries were made into 
Mexico’s participation early in the profile development pro-
cess; however, Mexico decided to pursue another option for 
developing its national profile. In developing the North 
American Profile, the United States and Canada join many 
other nations in furthering the Global Spatial Data Infra-
structure that extends capabilities for documenting geo- 
spatial data to a global scale (Box 18.9). Compared to the 
CSDGM, the ISO NAP structure uses a Unified Modeling 
Language or object-oriented structure and supplies a few new 
elements, such as the addition of  language and character 
sets. The National Biological Information Infrastructure 
(NBII) leads the effort to build a set of  biological elements 
that will extend the ISO NAP standard, so that data manag-
ers can enter information pertinent to wildlife biology, such 
as taxonomy, methodology, and analytical tools. Similar ef-
forts are on-going for topics of  concern for other interest 
groups, such as shoreline information and remote sensing. 

Précis of Content Standard for Geospatial Metadata
As the FGDC CSDGM standard transitions to ISO NAP, 
metadata creators and users should be aware of  both stan-
dards. Many extensive systems of  metadata repositories and 
tools for metadata creation in existence use the CSDGM, 
and it will take time for the implementation of  ISO NAP.
 The CSDGM metadata standard is organized into 10 
sections (7 main sections and 3 supporting sections) that 

Box 18.9. fEdEral gEographic data 
committEE mEtadata standard

Sections of the standard:

  1. Identificationa

 2. Data Quality

 3. Spatial Data Organization

 4. Spatial Reference

 5. Entity and Attribute

 6. Distribution

 7. Metadata Referencea

Supporting sections (reusable):

 8. Citation

 9. Time Period

 10. Contact

aDenotes a mandatory section.

provide elements to answer a series of questions (Federal 
Geographic Data Committee 1998, 1999, 2000).

•  Who collected and who distributes the data?
•   What is the subject, processing, and projection of  the 

data? 
•  When were the data collected?
•  Why were the data collected? (What is the purpose?)
•   How  were  the  data  collected?  How  should  they  be 

used?
•  How much do the data cost?

 Although the standard includes many elements, not all 
require data entry. Those that do are labeled mandatory, 
and metadata creators may make selections from a series of  
other elements that directly apply to their data (labeled as 
mandatory if  applicable and optional). Definitions provide 
clear descriptions about the type of  information to include 
in each field about the dataset. 

Standardization of the NAP Content
Aside from the Unified Modeling Language structure of  the 
ISO standard, the NAP is organized into sections, classes, el-
ements/attributes, domains, and code lists (Box 18.10). The 
ISO NAP includes 16 sections. Classes are a secondary com-
ponent of  the organization of  the ISO NAP; they can occur 
at multiple levels and can contain both subclasses and attri-
butes. Attributes are an important part of  the ISO NAP 
structure, as this is where information is entered by the 
metadata creator. Attributes can be found in sections, classes, 
or subclasses (Federal Geographic Data Committee 2009). 
High-level sections of  the ISO NAP include: 

•  Identification Information, 
•  Constraint Information,
•  Data Quality Information,
•  Maintenance Information,
•  Spatial Representation,
•  Reference System Information,
•  Content Information,
•  Portrayal Catalog Information,
•  Distribution Information,
•  Application Schema Information,
•  Extent Information,
•  Citation Information,
•  Date Information,
•  Responsible Party Information, and
•  Contact Information. 

 The ISO NAP includes an expanded list of  attribute types, 
such as Boolean (true/false), date, distance, free text, ge-
neric name, integer, and URL. Additionally, NAP employs 
codesets that represent fixed domains. This new and benefi-
cial addition to the metadata standard allows the develop-
ment of  standardized descriptors to enhance search capabil-
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ities. The NAP also introduces a structured hierarchy for the 
documentation of  related levels of  data, including dataset 
series, datasets, features, and data attributes. These catego-
ries allow metadata authors to detail metadata content to a 
certain level (Federal Geographic Data Committee 2009). 
 New elements contained in the ISO NAP incorporate 
needs of  the international community. Added fields include 
Dataset Language, Dataset Character Set, Metadata Lan-
guage, and Metadata Character Set. Other sections of  the 
CSDGM have been expanded in the NAP, such as Data 
Quality. The ISO NAP adds an area to document geospatial 
data services, which include such resources as web-mapping, 
data models, online data catalogs, online data processing, 
ontologies, thesauri, data hierarchies, and classification sys-
tems. Elements related to documenting web services include 
service type (e.g., OCG Catalog), coupled data resources, 
and operations the service can perform (Federal Geographic 
Data Committee 2009). 
 The NAP deals with keywords in a slightly different way 
from the CSDGM. At a very high level, the NAP supports 
Topic Categories as a required element. In addition, an On-
line Linkage Function Code is built into the NAP to capture 
the type of  link the metadata creator is providing. The NAP 
also includes a Portrayal Catalog section, in which a meta-
data creator can provide a citation to standardized (e.g., An-
derson Land Use Cover Land Cover Mapping) or internally 
developed symbologies. An Application Schema provides  
a method for describing the use of  standardized software 
applications that includes attributes to describe a schema, 
constraints of  the application, software dependencies, and 
others (Federal Geographic Data Committee 2009). 

Software Tools
Software tools provide a way to create a metadata record 
and, in many cases, tools can automatically enter values into 
elements as users create their data. When selecting a tool, 
note the pros and cons for your environment. As with any 
software tool, there are trade-offs. The FGDC provides a re-
view of  tools available for creating metadata at its website 

(http://www.fgdc.gov). The NBII also hosts information 
about tools that contain the Biological Data Profile option 
at its website (http://www.nbii.gov). The FGDC website also 
reviews tools available for creating ISO NAP metadata at its 
website (http://www.fgdc.gov/metadata/iso-metadata-editor- 
review). 

Distributing and Accessing Metadata
A completed metadata record should be posted on the Fed-
eral Geographic Data Committee clearinghouse website 
(http://geodata.gov) and on the NBII Clearinghouse web-
site (http://mercury.ornl.gov/nbii). These clearinghouses pro-
vide a single point of  entry for discovery of  thousands of  
metadata records. Organizations that want to establish a 
node in the clearinghouses are provided directions on the 
websites. Additionally, individual records can be uploaded to 
the clearinghouse after completing a quality control pro-
cess. In general, clearinghouses utilize a harvesting method 
to obtain records. The clearinghouse benefits, because it 
avoids a hassle with ports of  entry, such as Z39.50, being 
mysteriously unavailable. The organization providing re-
cords benefits, because it maintains control of  its original 
metadata records at all times and can easily serve records to 
multiple clearinghouses to distribute its information more 
broadly. Clearinghouses provide an opportunity for power-
ful collaborations to develop, as scientists and other users 
can discover many types of  data. 
 The websites (http://www.fgdc.gov and http://www.nbii 
.gov) offer a wide range of  tools, training, and information 
about creating and serving metadata and provide links to a 
variety of  agencies and organizations that specialize in meta- 
data. Visit geodata.gov (http://gos2.geodata.gov/wps/portal/ 
gos) or the NBII Clearinghouse (http://mercury.ornl.gov/
nbii) to search for metadata records on a wide variety of  
topics in geospatial activities or wildlife biology. 

SUMMARY

All projects, whether habitat or animal related, occur spa-
tially in wildlife biology and management. Thus, spatial 
technologies can be used to evaluate research and manage-
ment efforts. This chapter provides a brief  look into using 3 
spatial technologies: GIS, GPS, and remotely sensed data 
(Landsat Imagery and lidar). It also highlights the need to 
understand data documentation, data accuracy, and Internet 
applications. Spatial technologies should be considered as 
tools to assist resource managers with mapping and as a 
way to merge or incorporate datasets from a variety of  
sources into one format. Maps can focus discussion by pre-
senting what is known or thought to be known about an 
area or issue. Additionally, most people readily accept maps, 
because they are easier to understand at first glance than 
some tables or figures, and because many people use them 
to navigate across town or across a country. High resolution 

Box 18.10. hiErarchy of thE intErnational 
organization for standardization’s north 
amErican profilE

Identification Information (Section)

Content Information Online Resource (Class Name)

(Attributes): Data filled in here

+ linkage  + name 

+ protocol  + description

+ application profile  + function
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data are increasingly becoming more widely available and 
hold high potential for contributing to questions in wildlife 
biology, conservation, and management. We have discussed 
several studies relating habitat use and distributions to vege-
tative and topographic features derived directly from these 
data. As the tools and methods for extracting information 
relevant to wildlife and inherent in these datasets continue 
to evolve, it is likely that we will see further development 
on the full potential of  GIS, GPS, Landsat imagery, and lidar 
applications. Spatial technologies rely on computer technol-
ogies and currently are expensive to develop and maintain. 
However, their value outweighs their costs when informa-
tion is incorporated into products that help managers make 
wise decisions about natural resources.
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INTRODUCTION

SINCE THE DAWN of  time, the study of  animal behavior or ethology has 
been a key component of  human ability to utilize and manage other species. 
The earliest hunter-gatherers had a keen insight into the subtle behavioral 

traits that both determined the differences in animal groups (now called species) as 
well as the traits of  individuals that were to be their target or prey. Today, members 
of  hunter-gatherer societies, such as the San Bushmen of  southern Africa, can tell 
entire stories from the placement of  an animal’s single track in the sand. The most 
skilled hunter or conservationist can likely describe with incredible detail the be-
haviors of  the individual being tracked. A founder of  the field of  wildlife biology, 
Aldo Leopold (1949), used animal behavior to illustrate the need for new manage-
ment paradigms in A Sand County Almanac. A species’ relationship to its environ-
ment and its subsequent management or conservation cannot be interpreted with-
out understanding factors influencing its social behavior. Currently, wildlife 
biologists and managers struggle with understanding animal movements, site fidel-
ity, and social transmission of  information in an increasingly fragmented environ-
ment. Given the importance of  comprehending animal behavior, it is remarkable 
how few studies combine the fields of  wildlife management and animal behavior. 
 Perhaps one of  the most compelling stories for why wildlife managers need to 
better understand animal behavior comes from comparing studies of  red deer (Cer-
vus elaphus) movements in Europe to Florida Key deer (Odocoileus virginianus cla-
vium) movements in the United States. More than 20 years ago, the Berlin Wall, a 
fortified barrier of  electric fences and barbwire separating Czechoslovakia, East 
Germany, and West Germany was removed after separating the nations for more 
than 25 years. The area that was once patrolled by men with machine guns is now 
one of  Europe’s largest natural preserves housing red deer. Game managers and bi-
ologists began to suspect in the 1990s that something odd was going on with the 
red deer. After 7 years of  tracking deer during the 2000s, biologists on both sides of  
the border found that deer, all of  which have been born since the wall came down, 
stopped at the border and turned back, creating 2 distinct populations separated by 
a few hundred meters of  contiguous habitat. This amazing group phenomenon 
may be the result of  red deer use of  traditional trails being a learned trait. Al-
though an occasional male may venture across the invisible line, he always returns 
to his natal side, and females have not been known to cross, likely a result of  fe-
males staying with mothers even longer than males do and learning their mother’s 
movement patterns. 

Animal Behavior



a n i m a l  b e h av i o r   463

 Comparing the red deer to Florida Key deer provides an 
even more intriguing management quandary, as the Florida 
Key deer not only move across significant barriers, such as 
fenced highways, they quickly become adapted to wildlife 
underpass tunnels (Braden et al. 2008), and other species 
easily adapt to wildlife overpasses, which can provide con-
nectivity and prevent genetic isolation in areas with roads 
(Corlatti et al. 2009).
 Despite the importance of  understanding animal behav-
ior, its study has not been widely used in the field of  conser-
vation or management because of  differences in training 
and study emphases. Sutherland (1998b), in a 1996 survey of  
the journal Animal Behaviour, reported that of  229 papers, 
none directly related to conservation or management. Mar-
tin (1998) reviewed 8 behavioral texts and found that only 
one had a chapter on the application of  behavior studies to 
management and conservation, while Arcese et al. (1997) 
found only 2 of  17 animal behavior, ethology, or behavioral 
biology texts had such chapters. These authors and others 
have proposed hypotheses about reasons wildlife biology 
and animal behavior have not become more integrated. 
One of  the major issues may be the unit of  study used. Ani-
mal behavioral biologists tend to focus on an individual’s 
physical or behavioral differences as they apply to survival 
and reproductive success. Wildlife biologists are generally 
more concerned with study of  populations; consequently, as 
individuals become summarized as numbers in demo-
graphic or habitat use models, the importance of  behavior 
of  individual animals is often lost (Caro 1998, Martin 1998). 
 Traditional boundaries between different academic de-
partments reinforce disconnection of  animal behavior from 
management studies (Martin 1998). In the United States and 
Canada, practitioners in their respective fields are generally 
in different academic departments in colleges and universi-
ties. Although it is fairly common for a behavioral ecologist 
in a higher education program to include coursework in com-
munity and population ecology, wildlife biology programs 
rarely (5% in the United States; J. R. Young, unpublished 
data), include a required course in animal behavior or be-
havioral ecology. Many wildlife biologists continue to believe 
that most studies in animal behavior have little direct impact 
on species management. In contrast, conservation biologists 
are increasingly recognizing the importance of  the field of  
animal behavior to wildlife conservation (Buchholz 2007).
 There are notable examples in which wildlife studies and 
conservation biology studies have thoughtfully integrated 
behavior into management. Proceedings from wildlife man-
agement and conservation symposia (e.g., Weller 1988, Festa-
Bianchet and Appollonio 2003), books (Gosling and Suther-
land 2000), and book series (Chapman and Hall’s [London] 
Wildlife Ecology and Behaviour) demonstrate an increasing 
awareness of  the importance of  studying animal behavior. 
Although more papers in management journals include as-
pects of  animal behavior, studies generally are focused on 

basic descriptions of  foraging behaviors and habitat use 
and fail to integrate modern developments, such as game 
theory, optimal foraging, cultural evolution, and the impor-
tance of  phenotypic plasticity (Sutherland 1998b). Wildlife 
studies are rarely conducted in a manner that encourages 
development of  predictive models of  population demogra-
phy, dispersal, or habitat use based on changes in individual 
behaviors caused by anthropogenic activities or on factors 
that include variation in individual behavior. Two solutions 
are needed to correct the disconnect between wildlife biol-
ogy and animal behavior: (1) researchers and students in each 
discipline need more exposure to the concepts and ideas of  
both disciplines, and (2) management teams should include 
behavioral biologists (Arcese et al. 1997) to incorporate be-
havioral studies relevant to management or conservation 
issues. 

ANIMAL BEHAVIOR AND WILDLIFE BIOLOGY

Behavior of Whooping Cranes
Wildlife biologists have learned to include insights from ani-
mal behavior into management of  wildlife populations. For 
example, the whooping crane (Grus americana) has become 
an international symbol of  the challenges of  managing and 
recovering populations of  endangered species. This largest 
of  North American cranes was once widely distributed 
across the north-central United States and southern Canada. 
During the late 1800s and early 1900s, overharvesting by 
settlers and homesteaders led to large-scale population de-
clines (Allen 1952). By 1939, J. J. Lynch (Aransas National 
Wildlife Refuge, unpublished data) reported the large size 
and conspicuous plumage of  the whooping crane had made 
it an easy mark for hunters, and there were only a few scat-
tered pairs left breeding in the wild. By 1939, only 2 popula-
tions remained, a migratory population that nested in Can-
ada and wintered in Texas, and a nonmigratory group 
nesting in Louisiana. Wildlife biologists faced a crisis when, 
by 1941, only 16 birds remained in the migratory popula-
tion at the Aransas National Wildlife Refuge, Texas (Lewis 
1995b) and fewer than a dozen in the nonmigratory popula-
tion. Today, all whooping cranes are genetic descendants of  
those 16 individuals. The nonmigratory genetic heritage 
was lost with the death of  Josephine in the New Orleans 
Zoo (R. C. Drewien, U.S. Fish and Wildlife Service, personal 
communication). A major challenge for wildlife biologists 
was to increase the size of  the migratory population, because 
migration routes, nesting locations, and wintering sites 
were learned behaviors. Although in many species, migra-
tion appears to be an innate behavior (Box 19.1), in whoop-
ing cranes, social interactions appear to be key to the estab-
lishment of  migration routes. In 1975, a field experiment 
was initiated to re-establish a migratory flock through cross-
fostering whooping cranes by using sandhill cranes (Grus ca-
nadensis) as foster parents (Drewien and Bizeau 1978).
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 Wildlife biologists cross-fostered whooping cranes by 
placing them with closely related sandhill crane parents. 
Whooping cranes generally produce 2 eggs, but raise only 1 
chick. Wildlife biologists took advantage of  this behavior by 
removing 1 of  the eggs from nests of  wild and captive birds 
and placing them in nests of  selected pairs of  sandhill cranes 
at Grays Lake National Wildlife Refuge, Idaho, in 1975 (Drew-
ien and Bizeau 1978). 
 This experiment initially appeared to be successful, as 
the foster parents raised whooping crane chicks and success-
fully taught them feeding habits and the 1,350-km migra-
tory pathway to Bosque Del Apache National Wildlife Ref-
uge, New Mexico (Drewien and Bizeau 1978). However, it 
became apparent that lack of  previous behavioral studies on 
one key aspect of  the social behavior of  whooping cranes 
was critical to understanding the underlying failures of  the 
experiment. Although migratory behavior was a learned be-
havior, sexual imprinting influenced choice of  mates. This 
is a special type of  imprinting, in which choice of  sexual 
partner is determined during early development. Exposure 
in the initial hours after hatching can permanently influence 
the choice of  mates for many species of  birds. Unfortu-
nately, no one had studied the extent to which whooping 
cranes became sexually imprinted on their parents, as there 
was little opportunity to do so prior to the cross-fostering 
experiment. Although male whooping cranes raised by fos-
ter parents established breeding territories and nests, they 
did not pair with whooping crane females. However, at least 
1 hybrid was produced by a male whooping crane and a fe-
male sandhill crane. The last known whooping crane in the 
experimental population disappeared in 2002.
 Wildlife managers and conservation biologists learned 
from this experience and recently established a new migra-
tory population of  whooping cranes that migrate between 
Wisconsin and Florida following motorized ultralight air-
craft. The first autumn migration occurred in 2001. In au-

tumn 2002, 16 young whooping cranes imprinted to ultra-
light aircraft migrated over 7 states in a 1,900-km journey 
lasting 49 days (www.operationmigration.org). In 2002, birds 
from the previous year migrated north without aid of  the 
ultralight aircraft. The success of  this experiment, as mea-
sured by successful reproduction with members of  their own 
species, will not be known for several years. 
 The use of  information from behavioral studies has been 
critical to the initial success of  the Wisconsin–Florida exper-
iment (Operation Migration) as well as to the releases of  
>200 fledged juveniles in the Florida nonmigratory popula-
tion (R.C. Drewien, personal communication). Care has been 
taken in these experiments to prevent imprinting young 
whooping cranes on humans. In the Wisconsin–Florida ex-
periment, cranes hatched from eggs incubated by captive 
mothers are taken to Necedah National Wildlife Refuge, 
Wisconsin, for acclimation to the wild. Human handlers 
dress in costumes and teach the young cranes critical sur-
vival skills, including foraging, predator avoidance, and 
avoidance of  humans (Fig. 19.1). Eventually, these birds are 
taught to follow their costumed trainer as the trainer oper-
ates a motorized ultralight (Fig. 19.2) in an effort to re- 
establish a migratory population. Efforts for the nonmigra-
tory flock in Florida include teaching young cranes to avoid 
predators by roosting in water as well as other survival 
skills. The challenge of  teaching learned behaviors to long-
lived species that depend on social transmission of  behavior 
is difficult with experimental flocks. The lesson learned 
from whooping cranes is that prior studies of  species’ be-
havior in their natural environment are critical for future 
management and conservation efforts.

Placement of Wood Duck Nest Boxes
Understanding the mechanisms of  social interactions among 
female wood ducks (Aix sponsa) has led to recent manage-

Box 19.1. Learned Behaviors

These are behaviors that are modified by experience 

and the environment. For example, young whooping 

cranes learn which types of areas are suitable for for-

aging by following adults. In contrast, innate behav-

iors are those performed the same way each time af-

ter their initial expression. Innate behaviors are usually 

“hard-wired” in species’ nervous systems. An exam-

ple of an innate behavior in cranes is performing 

highly ritualized mating displays, such as head bow-

ing and leaping into the air.

Fig. 19.1. A costumed pilot works to train young whooping cranes 
by using a puppet head and a loudspeaker playing a soft purring 
sound that chicks would normally hear from their mothers. Photo 
courtesy of Operation Migration.
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ment changes. Wood ducks are secondary cavity nesters and 
inhabit wetlands, including swamps and marshes during the 
breeding season, and they seek cavities created by other spe-
cies, such as pileated woodpecker (Dryocopus pileatus; Bell-
rose and Holm 1994). In such cavities, wood ducks may lay 
a clutch of  up to 14 eggs (Semel and Sherman 1992). In a 
natural setting, wood ducks typically nest solitarily in dis-
persed and cryptic cavities. Deforestation and wetland habi-
tat loss led ornithologists to predict that wood ducks would 
be extinct around the turn of  the 20th century (Hepp and 
Bellrose 1995). Several factors have contributed to the exis-
tence of  the healthy populations observed today. The estab-
lishment of  the Migratory Bird Act (http://www.fws.gov/
laws/lawsdigest/migtrea.html), conservation and creation 
of  wetlands, and use of  nest boxes (Fig. 19.3) to replace cav-
ities lost from old growth forest harvesting were major fac-
tors leading to wood duck recovery. 

 Undoubtedly, use of  artificial nest boxes has led the over-
all recovery of  wood duck populations since the turn of  the 
20th century (Hepp and Bellrose 1995). Ironically, the mech-
anism for recovery led to an overall reduction of  clutch sizes 
when artificial boxes were compared to natural cavities. Al-
though establishment of  nest boxes helped provide nest cav-
ities for wood ducks, it also increased intra-specific brood 
parasitism (Semel et al. 1990, Semel and Sherman 1993). 
The most common method of  placing wood duck nesting 
boxes by wildlife managers was to cluster the boxes to make 
them visible. This clustering changed the solitary nesting 
practices of  wood ducks to semicoloniality. Thus, females 
had a much higher chance of  being observed by conspecif-
ics and, therefore, a higher probability of  having their nest 
parasitized (Semel and Sherman 1986). 
 Intra-specific brood parasitism occurs when a female 
lays eggs into the nest of  another female (egg dumping); 
egg dumping is triggered in wood ducks by females observ-
ing members of  their own species entering or leaving nest 
sites (Semel et al. 1988). Waterfowl have relatively high rates 
of  nest parasitism, and studies have shown that nest parasit-
ism in wood ducks can exceed 50% (Semel et al.1988, Roy-
Nielson et al. 2006). A consequence of  intra-specific nest 
parasitism in natural cavities and nest boxes can be unusu-
ally high clutch sizes. Although natural cavity nests of  wood 
ducks have an average clutch size of  9–12 eggs, parasitized 
nests in nest boxes often contain ≥20 eggs and have lower 
hatching success (Semel et al. 1988). One possible reason 
could be that larger clutch sizes have a greater hatching 
asynchrony, or eggs that hatch at different times, causing 
fewer chicks to be produced per clutch. Hatching success 
also may be lower because of  aggressive interactions be-
tween females when nest parasitism is attempted. At Nau-
voo Slough, Illinois, 379 eggs of  76 nesting females were 
crushed due to female intra-specific aggression (Bellrose and 
Holm 1994). Recent genetic studies have suggested that 
rates of  intra-specific nest parasitism in some populations 
using natural cavities are similar to those in populations us-
ing nest boxes, and that wildlife managers should focus on 
identifying other behavioral causes of  larger clutch sizes in 
nest boxes (Roy-Nielson et al. 2006).
 Animal behavior biologists continue to team with wild-
life managers to find solutions to enhance wood duck popu-
lations (Semel and Sherman 2001). Understanding female 
intra-specific nest-parasitism behavior has led to placement 
of  nest boxes in dispersed and concealed areas in habitats 
preferred by wood ducks. Although occupation rates may 
be lower, clutch success should be higher, and the dispersed 
nesting behavior of  the species will be preserved. 

Ibex Reintroductions
Understanding natural behavioral rhythms is critical, as re-
introductions and population augmentations often have a 
high failure rate initially. One reason for lack of  success may 

Fig. 19.2. Whooping cranes follow an ultralight craft from 
Wisconsin to Florida, possibly establishing a new migratory 
population. Photo courtesy of Operation Migration.

Fig. 19.3. Wood duck female emerging from nest box. Drawing 
courtesy of R. W. Henninger.
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be lack of  integration of  animal behavior into study designs. 
Unfortunately, despite considerable effort to examine habi-
tat suitability and food availability, rarely do wildlife manag-
ers seek to understand how the fundamental behavioral 
ecology of  a species might differ among populations and 
subspecies or among individuals of  different ages and genders. 
 A classic example of  reintroduction efforts not succeed-
ing due to a lack of  behavioral knowledge occurred when 
ibex (Capra ibex; Fig. 19.4) from the Tatra Mountains in 
Czechoslovakia were extirpated during the first half  of  the 
19th century. The Tatra Mountains rise in elevation to 2,600 m 
and are quite cold in spring, with frequent snowstorms and 
temperatures below 0° C. Local populations of  ibex were 
adapted for the mountainous environment and bred in mid-
winter, causing young to be born in late spring (Turcek 1951). 
 During the beginning of  the 20th century, ibex from 3 
different populations (from nearby Austria and warmer cli-
mates in Asia) and 3 different species (Capra ibex, C. hircus, 
and C. nubiana) were translocated to the mountains. The 3 
species interbred, and their hybrids had different physical 
and behavioral characteristics than the ancestral stock. The 
breeding season for the hybrids occurred in late summer, 
and offspring were born in early spring. Young born in early 
spring were unable to survive the cold temperatures and 
storms, so generation after generation failed until they be-
came locally extirpated (Turcek 1951). An understanding of  
the reproductive behavior of  the 3 species would probably 
have helped provide better management solutions to re- 
establish ibex to the Tatra Mountains. 

SENSORY PERCEPTION

The examples above demonstrate how understanding fun-
damental aspects of  an animal’s behavior can lead to better 
management and conservation decisions. A major challenge 
for wildlife biologists is to not allow their own sensory limi-
tations to blind them to the importance of  sources of  infor-

mation for other species. This blindness could lead to anthro-
pomorphism of  the animal’s behavior, or interpretation of  
the behavior in terms of  human contexts, motivations, and 
biases. When wildlife managers are deciding which behav-
ioral information is important, they should consider that 
one of  the fundamental principles of  animal behavior is to 
learn to comprehend the world through the senses of  the 
animal being studied. Jakob von Uexkull (1864–1944) coined 
the term Umwelt to describe how an animal senses its uni-
verse (von Uexkull 1921). He recognized that preconceived 
ideas about how animals should behave often came from ig-
norance of  how animal senses worked. He challenged us to 
imagine the world from an animal’s perspective by learning 
what senses were available and active during different stages 
of  their lives. 
 One example von Uexkull (1921) used that is useful to 
consider for all who have walked the woods is how a tick’s 
perception of  its universe changes depending on environ-
mental stimulus. Ticks have simple sequential behaviors 
based on which sensory perceptions of  their external envi-
ronments are functioning. While adult ticks are waiting on 
the end of  a piece of  vegetation, they are in a form of  al-
most suspended animation until their olfactory senses de-
tect the unique shape of  a butyric acid molecule (common 
in mammalian sweat). Their nervous system reacts by send-
ing signals that allow them to let go of  the vegetation. They 
then quit receiving signals from their butyric acid receptors 
and can only detect heat. When they detect heat, they bur-
row toward the sources of  greatest heat. Imagine a world 
from a tick’s perspective. One would not see, hear, or feel 
until one encountered butyric acid. The encounter would 
turn on a new sensory perspective of  the world centered on 
heat. Other environmental signals would have little meaning. 
 Bubenik (2007) suggested that a key to understanding 
moose (Alces alces) behavior was to understand the concept 
of  Umwelt. He stated that a basic requirement of  under-
standing why and how moose reacted to different environ-
mental cues was to understand the basic differences be-
tween humans and moose in their perception and response 
to environmental cues. He goes on to further explain that 
scientists often wonder why an excellent foraging area was 
not being used by moose or was visited more by one sex or 
social class than another. His explanation was that such be-
havior was determined by neurohormonal factors that may 
be specific to a population, gender, or social class. 
 Often our lack of  understanding of  other animals’ sen-
sory perception and its importance has led to poor man-
agement decisions or unintended consequences. Studies 
contrasting our sensory perception to that of  other animals 
have shown how differently they view the world from us. 
Animal senses are the mechanisms through which animals 
find food, mates, and shelter, and they affect timing and pro-
cesses of  migration and hibernation. Most senses, such as 
hearing, sight, smell, taste, and touch, are familiar to us; 

Fig. 19.4. A lack of behavioral knowledge led to an initial failed 
reintroduction attempt of ibex in the Tatra Mountains in 
Czechoslovakia. Photo courtesy of C. Pourre.
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however, sensitivity to the stimuli activating the senses var-
ies greatly. Radar, compasses, and infrared detectors are tech-
nologies that allow us to mimic other animals’ senses that 
humans do not possess. 
 Understanding the importance of  animals’ sensory mech-
anisms has become increasingly important in understanding 
subtle impacts of  human activities on the landscape. For ex-
ample, some forest birds depend on certain light conditions 
before performing their mating displays (Endler 1997). Fur-
ther, changes in stream turbidity due to forest management 
can affect the duration and location of  fish mating behaviors 
(Endler 1997). The major point of  understanding sensory 
perception is that researchers cannot begin to comprehend 
animal behavior until they let go of  their human biases and 
place themselves in the animal’s world. 

Hearing
Hearing has a large role in how most mammals interpret 
their environments. It also has a critical role for many spe-
cies in individual recognition, mate choice (Howard and 
Young 1998), prey location (Ryan et al. 1982), predator avoid-
ance, and navigation (Roeder and Treat 1961). One can mis-
understand animal behavior, because human hearing is often 
less acute. Because animals use sound for so many purposes, 
one often underestimates the extent to which sound pollu-
tion interferes with vital functions of  wildlife, such as mat-
ing activities and foraging behavior (reviewed by Larkin 
1996). Of  particular concern is the degree to which the 
sounds produced by commercial, research, and military ac-
tivities influence marine mammals’ abilities to communi-
cate and locate prey (Tyack 2008). There has been increased 
attention to understand the degree to which anthropogenic 
activities impact animal populations. For example, whereas 
Jepson et al. (2003) found that different species of  whales 
(Cetacea) may have beached themselves due to brain hem-
orrhages caused by strong military sonar, Krausman et al. 
(2004) found that auditory effects of  military activities had 
little impact on the behavior of  an endangered population 
of  Sonoran pronghorn (Antilocapra americana sonoriensis).
 Mammals and birds hear sounds by detecting pressure 
waves with use of  membranes and hair cell sensory recep-
tors (Bradbury and Vehrencamp 1998). The tympanic mem-
brane vibrates in tune to the frequencies of  the pressure 
waves and stimulates sensory cells in the ear that send sig-
nals for processing in the brain. Sound waves have no inher-
ent directionality, so one challenge for wildlife is to localize 
sounds. Most mammals have pinnae or external ears to aid 
in localizing the source of  sounds (Bradbury and Vehren-
camp 1998). Bats (Chiroptera) and many ungulates, such as 
mule deer (O. hemionus), can rotate their pinnae toward the 
source of  the sound to aid in locating it. Barn owls (Tyto 
alba) have offset ear openings to allow them to localize small 
running rodents by sound in the complete absence of  all 
light. Their offset ears and facial ruffs allow processing dif-

ferences in the intensity and timing of  the arrival of  sound 
waves of  running rodents to help precisely locate them (Proc-
tor and Konishi 1997).
 There is significant variation in animal hearing. Elephants 
(Elephantidae) use low frequency sounds undetectable to 
humans (20 Hz) for communication across vast expanses of  
open savannah environments (Heffner and Heffner 1982, 
Langbauer et al. 1991). Many avian species can hear faint 
sounds at low frequencies that may warn them of  approach-
ing storms or may disrupt their flight when exposed to com-
mercial jet shockwaves (Hagstrum 2000). Bats hear high fre-
quency sounds above our detection abilities (>20,000 kHz) 
and use these sounds to detect prey as small as mosquitoes. 
Cave swiftlets (Aerodramus linchi) and oilbirds (Steatornis car-
ipensis) use relatively high frequencies for echolocation to 
locate entrances to caves and relatively large (≥20 mm) 
items in their environment in the dark (Griffin and Suthers 
1970). 
 Perhaps one of  the most common reasons for animals to 
produce sounds is for communication. There is a rich body 
of  research examining the different things animals commu-
nicate through sound. For example, Gunnison sage-grouse 
(Centrocercus minimus) perform elaborate mating displays 
(Fig. 19.5), in which their sounds can be heard for ≥1 km. 
Their vocalizations and mechanical sounds are used to com-
municate their willingness to mate, warn members of  the 
same gender away from potential mates, and attract females 
to their mating site (Young 1994). Bull elk (Cervus canadensis) 
produce a variety of  calls during rut that serves to defend 
their territories and attract cows to their location; the calls 
vary, depending on aggressive context (Feighny et al. 2006). 
Common ravens (Corvus corax) vocalize loudly when finding 
a large carcass. This behavior seems counterintuitive (why 
bring competitors for food to the scene?). Careful testing of  
alternative hypotheses led to the discovery that young ra-

Fig. 19.5. Gunnison sage-grouse perform ritualized displays on 
their mating grounds. Sounds are produced by both syringeal 
vocalizations and mechanical release of air from their yellow air 
sacs. Photo courtesy of J. D. Sartore.
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vens intruding on territories of  older pairs vocalized to 
draw large groups of  conspecifics to the scene to avoid be-
ing forced from the food bonanza by the territory owners 
(Heinrich 1988). Begging by young birds is a signal to par-
ents to increase food delivery. This communication between 
parents and their offspring has been used by such species as 
brown-headed cowbirds (Molothrus ater), in which the young 
brood parasites produce louder calls than those of  their nest 
mates.

Vision
Although almost all organisms are sensitive to light, verte-
brates have developed the ability to capture images from 
their environment and synthesize information about those 
images. We can misunderstand the impact of  different levels 
of  visual acuity unless we understand that humans have 
only moderate abilities for detecting electromagnetic en-
ergy or light. Most other animals have evolved different lev-
els of  light sensitivity for finding food, detecting threats, and 
orienting themselves in their environments (Bradbury and 
Vehrencamp 1998). 
 Light is captured in photoreceptor cells that contain 
photopigments. In vertebrates, the cells are called rods and 
cones and are packed densely in the eyes to form the retina. 
Rods allow for vision in low light conditions, and cones are 
responsible for color vision in high light intensity environ-
ments. The ability to resolve fine details in the environment 
depends on the number of  receptor cells in a given area, the 
optical system, and the neurological mechanism for passing 
the signals to the brain (Bradbury and Vehrencamp 1998). 
 One of  the most obvious ways humans alter visual habi-
tats is the extent to which nights are illuminated. Photo-
pollution is the detrimental addition of  light into an ani-
mal’s environment, with nocturnal animals being most at 
risk. For example, most species of  sea turtles (Cheloniidae 
and Dermochelyidae) are listed as threatened or endangered 
and will not nest on preferred beaches if  the beaches are lit 
(Witherington 1992). If  they do nest on beaches with night 
lighting, their hatchlings are often at risk as they move to-
ward the light rather than toward the relative safety of  the 
sea. Behavioral research is providing wildlife managers with 
guidelines for safely lighting beaches without impacting sea 
turtle behavior (Witherington 1997). Another problem with 
light pollution occurs from phototaxis (light attraction) by 
birds toward lighted radio towers at night. When weather 
conditions bring low cloud ceilings or fog, lights on towers 
cause refraction, creating areas of  illumination around the 
towers. Thousands of  migrating birds that have lost their stel-
lar cues are attracted to the lighted area and may die if  they 
collide with the tower or its supports (Avery et al. 1976).
 In general, most birds have better distance vision than do 
mammals and can see 2–3 times farther than humans can 
(Gill 1995). One of  the greatest variations in vision among 
species is differing abilities to see color. Many mammals, 

such as hamsters (Cricetinae), Virginia opossum (Didelphis 
virginiana), raccoons (Procyon lotor), some monkeys (Primates), 
and bats, have little to no color vision, whereas birds can 
sense portions of  the color spectrum, such as ultraviolet 
light. For example, Eurasian kestrels (Falco tinnunculus) use 
ultraviolet trails left by small mammals marking their runs 
with urine to locate prey corridors (Koivula et al. 1999), and 
female European starlings (Sturnus vulgaris) use ultraviolet 
cues for mate choice (Bennett et al. 1997). Some snakes, 
such as rattlesnakes (Crotalis spp.) and other pit vipers 
(Viperidae), use wavelengths of  light not visible to us at the 
other end of  the visual spectrum and can detect infrared 
waves (Hartline et al. 1978). The ability to sense an infra-
red wavelength is critical for their success in hunting small 
mammals emitting such frequencies of  light. The position 
of  a tail may send subtle signals to subordinate members of  
a gray wolf  (Canis lupus) pack. The same wolves may end a 
chase of  white-tailed deer that wave their tails in a conspicu-
ous flagging behavior, alerting the wolves they have been 
seen (Fig. 19.6). Such species as Thomson’s gazelle (Gazella 
thomsonii) use vigorous “stotting” displays to warn approach-
ing predators they have been seen by their prey (Caro 1986). 
Stotting occurs when gazelles bound up and down with all 4 
legs held stiffly while displaying their white rump patch.

Fig. 19.6. Tail wagging by white-tailed deer provides visual signals 
to potential prey and predators. Such signals are probably 
adaptive evolutionary traits, as the prey signal the unprofitability 
of pursuit to the predator. Thus, both prey and predator can save 
energy by avoiding energetically expensive escape activities and 
chases. Photo courtesy of N. Paothong.
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Olfaction
Smell is poorly understood, and the extent to which anthro-
pogenic activities influence the “smellscape” is only begin-
ning to be recognized. Such species as Pacific salmon (On-
corhynchus spp.), an important food item for bears (Ursidae), 
are significantly impacted by our olfactory pollution of  their 
streams. One mechanism involved in the decline of  salmon 
in the Pacific Northwest appears to be their dependence on 
olfactory cues for returning to their natal streams (Scholz  
et al. 1976, Nevitt et al. 1994, Dittman and Quinn 1996).
 Olfaction is possible through reception of  chemicals and 
was likely one of  the first animal senses to evolve. Most, if  
not all, wildlife possess some sort of  olfactory organ that al-
lows them to detect airborne chemical messages. In general, 
there is some type of  inlet (e.g., mouth or nose) that leads 
to a chamber carpeted in sensory cells that respond differen-
tially to diverse olfactory chemicals (Bradbury and Vehren-
camp 1998). Historically, scientists believed that birds had 
poor or no sense of  smell, due to the relatively small olfac-
tory bulbs in their brains. Currently, we know that most, if  
not all, birds possess a sense of  smell and can detect odors 
as accurately as mammals can (Clark et al. 1993b). Noctur-
nal birds and carrion eaters, such as vultures, have better 
senses of  smell than do other birds. Turkey vultures (Ca-
thartes aura) can detect traces of  the chemical ethyl mercap-
tan that is released from decaying meat (Smith and Paselk 
1986). Engineers have taken advantage of  the vultures’ ol-
faction abilities by pumping small amounts of  ethyl mercap-
tan into pipelines with breaks and watching where vultures 
gather (Gill 1995). Leach’s storm-petrels (Oceanodroma leu-
corhoa) can detect odors up to 25 km away emitted by krill, 
small crustacea that occur in groups in the ocean (Clark and 
Shah 1992). Mammals also have a keen sense of  smell, with 
nocturnal predators having abilities thought to be 10–100-
fold as great as those of  humans. 
 There are many advantages of  using chemical communi-
cation over auditory cues. For example, pheromones in urine 
are likely to last days or weeks, whereas songs and howls 
last only until the singer is finished. Allomones are chemi-
cal signals passed between species, such as between preda-
tor and prey. Pheromones are chemical messages (organic 
compounds with a carbon skeleton) passed within the same 
species. Pheromones are likely used by mammals for mate 
identification and attraction, territory marking and defense, 
and as alarms of  danger or stress (Bradbury and Vehrencamp 
1998). 
 Sources for pheromones include excretory products, such 
as urine and feces, or specialized glands on the outside of  
the animal’s body. Some mammals, such as ground squirrels 
(Spermophilus spp.) and goats (family Bovidae), produce phero-
mones from sebaceous glands associated with their skin and 
hair follicles. Other mammals, such as mustelids (Musteli-
dae), have anal glands that produce secretions. Some ungu-
lates, such as pronghorn (Antilocapra americana), have pre-

orbital glands by their eyes. Most cervids, such as mule deer, 
produce pheromones from tarsal and metatarsal glands on 
their legs and tails. They often rub their leg against their 
head and then rub their forehead on stems and barks to 
transfer their scent. 
 Pheromones can be used for courtship, and cervids likely 
convey information about individual identification and re-
productive status, as well as social status (Eisenberg and 
Kleiman 1972, Johnston 1998). Some birds may use phero-
mones to elicit sexual responses in males. The ability of  
mallards (Anas platyrhynchos) to mate may be influenced by 
males detecting pheromones produced by females. Balthaz-
art and Schoffeniels (1979) found that male mallards with 
their olfactory nerves excised did not exhibit courtship be-
havior in the presence of  females. Animals often also use 
pheromones for territorial marking. Pheromones in mam-
malian urine are a common method of  territorial marking 
for large carnivores and other mammals. 

Taste or Contact Reception
Although smell entails sensing airborne chemicals, taste de-
pends on contact reception of  chemical molecules. We know 
little about how changes in animals’ environments interfere 
with their sense of  taste. Currently, most management ac-
tivities studying taste are taste aversion studies. Conditioned 
taste aversion is a learned behavior that occurs when nega-
tive consequences (getting ill, hurt, shocked, etc.) occur fol-
lowing the consumption of  an item. Cowan et al. (2000) 
published an excellent review of  the use of  the behavior for 
reducing predation. 
 Chemical receptor cells in the mouth are specialized 
nerve cells that react on contact with different molecules. 
Taste is shaped by an initial molecule that binds tightly to a 
specific protein receptor and then undergoes a physical change, 
causing a neurological signal to be passed to the brain. The 
intensity of  a taste is influenced by the number of  cells 
binding to receptors, types of  cells, and density of  receptors 
being activated at a given moment. Chemical receptor cells 
are some of  the shortest-lived cells in an animal’s body, only 
functioning for a few days before they are replaced (Brad-
bury and Vehrencamp 1998).
 The number and kinds of  receptors present likely influ-
ence taste. Birds have relatively few taste receptors (usually 
100), whereas mammals, such as humans, have >10,000 taste 
buds on their tongues (Gill 1995, Mason and Clark 2000). 
Both amount and types of  receptors are important in the 
sense of  taste. 
 One way that mammals communicate by taste is through 
use of  a chemosensory organ called the vomeronasal organ 
( Jacobson’s organ), a single opening lying between the nasal 
cavity and the roof  of  the mouth (Bradbury and Vehren-
camp 1998). Some ungulates perform a behavior called 
flehmen (Fig. 19.7) after they contact another individual’s 
urine or secretions, in which they pull back their upper lip 
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to cover their nostrils and raise their head to close off  air-
flow into their epiglottis (Doty 2001). This behavior enables 
them to draw air into their vomeronasal organ. The recep-
tors in the organ are more structurally similar to taste re-
ceptors than those located in the nose for smell. This form 
of  communication is probably important for assessing infor-
mation about mating status and territoriality. For example, 
male mountain goats (Oreamnos americanus) spend about 4% 
of  their time during rut performing a flehmen behavior af-
ter they scent the urine or genitalia of  their tended female 
or nearby females (Mainguy et al. 2008), and scientists spec-
ulate that males may be selecting among females in estrus 
through this sensory mechanism. 

Tactile
Tactile sensory systems are commonly used by all wildlife, 
but are poorly understood and studied. Although the im-
portance of  touch in mating rituals, agonistic encounters, 
social grooming, and other social behaviors is recognized, 
its role is not well investigated, compared to those of  visual 
and vocal displays. In addition to using touch for communi-
cation, it can be a critical sense for navigation in the dark in 
forests or through subterranean or subnivean (below the 
snow) environments. 
 Touch occurs when mechanoreceptors are directly stim-
ulated. Although tactile sensory systems are most developed 
in burrowing mammals, moles (Talpidae), and elephants have 
tactile sensors in their lips and snout, allowing them to sense 
their environment through touch. In birds, filoplumes and 
bristles are specialized feather mechanoreceptors used for 
sensory functions. Filoplumes associated with flight feathers 
in the joints of  the wings help adjust to minute changes in 
wind pressures during flight; those associated with general 
body feathers may provide information about airspeed (Clark 
and De Cruz 1989, Gill 1995). Flightless birds, such as pen-

guins (Spheniscidae) and ostriches (Struthionidae), are de-
void of  filoplumes. 
 The types of  mechanoreceptors can vary as well as their 
location and numbers. Specialized mechanoreceptors occur 
in the vibrissae (whiskers) of  many mammals and in filo-
plumes and bristles on birds. Touch receptors in the bristles 
of  birds can be seen on flying insectivores, such as common 
nighthawk (Chordeiles minor) and swallows (Hirundinidae), 
that have bristles around their mouths to sense the lightest 
touch of  a mosquito (Gill 1995). In mammals, vibrissae of-
ten occur around the eyes, muzzle, ears, or tail and can  
provide detailed information to the animal about size, 
shape, and movement in its environment (Ahl 1986). Pres-
sure receptors are often associated with hair in mammals. 
Social grooming in primates stimulates the receptors and  
is an important aspect of  many primate’s social systems. 
Many small mammals, such as kangaroo rats (Dipodomys 
spp.), use touch for seismic communication in their envi-
ronment. Kangaroo rats communicate by foot-thumping 
species-specific and individually recognized patterns (Ran-
dall 1997). Blind mole-rats (Spalax ehrenbergi) thump their 
heads against their subterranean tunnel walls to defend ter-
ritories (Hill 2001).
 Several species of  animals, including black bears (Ursus 
americanus), shift from using primary sensory modes (e.g., 
visual) for foraging to using tactile and auditory modes dur-
ing twilight and night. For example, black bears can have in-
creased foraging success when they cue in on the touch and 
sounds of  salmon splashing as salmon become more active 
in increased darkness (Klinka and Reimchen 2009). 

Other Senses
Barometric Pressure
Many species of  birds apparently have some form of  me-
chanical receptors to allow them to assess subtle changes in 
barometric pressure (Bagg et al. 1950). Many species of  song-
birds often engage in feeding frenzies prior to low-pressure 
systems that create winter storms. Birds of  the same species 
are often found in the same altitudes during nocturnal mi-
gration, suggesting they can adjust their flights based on pres-
sure differences (Gill 1995). 

Magnetic Fields
Another important sense that birds and other species pos-
sess is the ability to sense magnetic fields. The exact mecha-
nism behind this sense is still under debate (Walcott et al. 
1979, Phillips and Borland 1992); however, there is strong 
evidence that many avian species can detect weak magnetic 
fields from Earth (Wiltschko and Wiltschko 2003). There is 
increasing evidence that some species of  birds use a mag-
netic compass or map, whereas others use a polarity com-
pass that distinguishes pole-ward from the equator rather 
than north from south; the evidence suggests these birds 
have receptors in their retinas. Such a system would be 

Fig. 19.7. Elk performing flehmen behavior to expose its vomero-
nasal organ to “taste” the air. Drawing courtesy of R. W. Henninger 
(after Bradbury and Vehrencamp 1998).
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quite effective for migration movements from the equator 
toward the poles and back again (Beason 2005). 
 Although use of  magnetic fields for both orientation and 
mapping appears to be common in invertebrates (Boles and 
Lohmann 2003), bacteria (Blakemore 1975), and sea turtles 
(Lohmann et al. 2001; Fig. 19.8), the extent to which mam-
malian species can detect magnetic fields is just now being 
explored. Some evidence suggests that rats are influenced 
by magnetic fields (Reuss and Oclese 1986).

Sensory Perception Summary
As one learns to better understand the complex and diver-
gent ways in which animals perceive their environments, 
one can escape from the limitations of  one’s own sensory 
perceptions and develop hypotheses relevant to other spe-
cies’ actions based on their perceptions of  their environ-
ments. One can then better understand how the presence of  
other species, conspecifics, and changes in species auditory, 
olfactory, or visual environments might affect management 
and conservation actions. One also can develop behavioral 
hypothesis based on individual responses to the perceived 
environment. 

FORMING BEHAVIORAL HYPOTHESES

Our activities and efforts can have unintended consequences 
on management of  a species because of  ignorance of  how 
those actions will change the animals’ social behavior and 
social organization (e.g., attempts to control animal popula-
tions believed to have an economic impact on our activi-
ties). Efforts to control the transmission of  bovine tubercu-

losis by killing European badgers (Meles meles), which are 
hosts of  the disease, may actually cause higher transmission 
rates, as individuals encounter one another at increased 
rates because of  the changing dynamics of  their social orga-
nization (Swinton et al. 1997). Hunting can have significant 
effects on population parameters that initially seem un- 
related, due to changes in individual behaviors, social sys-
tems, or mating systems. For example, killing male mallards 
after pair-bond initiation can result in lower population re-
productive success for yearling female mallards (Lercel et al. 
1999). Killing male black bears may result in changes in pop-
ulation sex ratios and an increase in infanticide, lowering re-
productive success at the population level (Swenson 2003).
 Once wildlife biologists have accepted that animals have 
different senses and different behavioral responses due to so-
cial structure and density, biologists can begin to under-
stand the importance of  developing hypotheses about how 
an animal’s behavior can influence its response to efforts to 
manage or conserve its population. Garton et al. (Chapter 1, 
This Volume) present a review of  critical features for hy-
pothesis testing in wildlife biology and management. How-
ever, it is important to understand how formation of  hy-
pothesis for testing ideas about behavioral ecology may 
differ from traditional hypothesis testing for wildlife science.
 Tinbergen (1963) recognized that all behavioral hypothe-
ses could be examined using 4 categories: (1) evolution, (2) 
development/ontogeny, (3) function, and (4) causation. One 
way to develop hypotheses is to distinguish between ultimate 
(those involving evolution and development) and proximate 
(those involving function and causation) questions. Imagine 
behavioral biologists coming upon a male mule deer rub-
bing its antlers back and forth across a small aspen (Populus 
tremuloides) tree or a bush. When forming an evolutionary 
or ultimate hypothesis, they would ask such questions as: 
Does the rubbing of  its antlers increase its survival or repro-
ductive success? When did rubbing behavior evolve in this 
species? These questions can turn into testable ultimate hy-
potheses with specific predictions. Behavioral biologists may 
form mechanistic or proximate hypotheses about the physi-
ological or neurological mechanisms leading to the rubbing 
behavior by asking such questions as: Do the male’s hor-
mones trigger the rubbing behavior? Are males more likely 
to rub their antlers during certain seasons? These questions 
can be turned into testable hypotheses regarding the mecha-
nisms behind the expression of  the behavior. 
 Both ultimate and proximate hypotheses can lead to im-
portant insight into the management and conservation of  
species. For example, if  after careful study it was concluded 
that males who had more rubs on small diameter trees were 
more likely to mate, subsequent management of  aspen tree 
age classes could influence the distribution and reproductive 
success of  mule deer in that area. If  it was found that males 
only rubbed their antlers during certain seasons, antler rubs 
would be an indication of  population use of  habitat on a 

Fig. 19.8. Lohmann et al. (2001) outfitted loggerhead sea turtle 
(Caretta caretta) hatchlings with harnesses tethered to an 
electronic tracking unit that recorded the turtles’ positions as 
they responded to manipulated magnetic fields. The hatchlings 
processed magnetic information to follow innate migration 
routes, suggesting they possess a “magnetic map.” Photo courtesy of 
K. J. Lohmann.
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seasonal basis, promoting management decisions about ac-
cess and physical disturbance activities during different times 
of  the year. It is important to recognize that although there 
are 2 major types of  behavioral hypotheses, examining one 
logically leads to examining the other. 

DIRECT METHODS FOR OBSERVING 
BEHAVIOR

Direct observation is generally necessary to gather suffi-
cient independent quantitative data for statistical testing of  
hypotheses about animal behavior. One of  the most impor-
tant and often overlooked methods for observing and re-
cording behavior is keeping a daily field journal, which can 
lead to formation and testing of  hypotheses about animal 
behavior. A good field journal should always include dates, 
times, places, weather conditions (wind, clouds, etc.), de-
scription of  the habitat, description of  activities, and distri-
butions of  animals in the habitat. 
 During direct observations, the researcher must consider 
and implement ways to minimize observer effect on animal 
behavior, yet still understand and acknowledge that ob-
server presence may cause changes in their subject’s behav-
ior. While considering how to mask the observer’s presence, 
one’s sensory biases may lead one astray, so that only visual 
masking with blinds or platforms is considered. Olfactory 
presence is probably of  even greater significance for mam-
mals in general and is especially critical for carnivores. 
 Visual masking is important, but the observer should ac-
knowledge that animals generally know the observer is pres-
ent in blinds and towers. Often the observer will arrive well 
before the animal and leave after the study organism has 
left. While studying Gunnison sage-grouse in Colorado, 
Young (1994) often arrived by 0300 hours and spent long, 
cold hours in a blind until the last bird left the display 
ground after 0900 hours. Although the visual presence of  
the observer was somewhat masked, it is uncertain to what 
extent olfactory presence influenced the birds’ breeding be-
havior. Even when the study organism appears to be habitu-
ated or accustomed to the observer’s presence, it is difficult 
to ascertain the extent to which categories of  individuals 
(genders, age classes, etc.) are differentially affected by other 
sensory indications that an observer is near. Bekoff  (2000) 
provides a more complete review of  observer effects on 
study animals.
 There are a variety of  ways to mark individuals to allow 
behavioral observation at a distance. The study design may 
require that marks are observable from a few to hundreds 
of  meters. The common error of  overestimating sample sizes 
in wildlife studies is exacerbated by a tendency for wildlife 
managers to mark study populations rather than individu-
ally mark captured animals, as is more common in behav-
ioral studies. Behavioral ecologists should carefully consider 
their needs before embarking on individually marking their 

study organism. One critical question that should be asked 
is the extent to which retention of  the mark is needed. For 
example, amphibians may rapidly regrow clipped toes, and 
bands may discolor or be lost from birds. Other consider-
ations should include minimizing stress or possibility of  in-
jury to the study animal. Finally, many marking techniques 
may have unintended consequences on the behavior of  the 
study animal or the behavior of  individuals interacting with 
the marked individual. For example, Burley (1988) found that 
color banding zebra finches (Poephila guttata) influenced 
mate choice. Silvy et al. (Chapter 9, This Volume) provide a 
more complete review of  marking. 
 After animals are marked, researchers may assign a name 
for field recognition. Most researchers advocate use of  let-
ters or numbers that have no subjective bias associated with 
them and avoid using personal names. Bekoff  (1997) offers a 
contrasting view that naming an animal increases research-
ers’ respect for their study organism. 

STRATEGIES FOR DEFINING BEHAVIORS

Observations
Observing animals leading to increased familiarity is a criti-
cal step in defining behaviors for a study organism. Martin 
and Bateson (1996) suggested that it was vital to get to know 
the organism and to review the literature before defining 
terms. There are 2 reasons for informal observations pre-
ceding quantitative studies. First, it is generally through in-
formal observations that hypotheses are formed. Second, 
choosing the appropriate methods to address hypotheses is 
greatly assisted by a period of  observation. Most animal be-
haviorists would suggest that young researchers or those 
studying an animal for the first time also should review pub-
lished literature on how behavioral definitions have been 
formed and used. However, some researchers would recom-
mend immersing yourself  in the animal’s environment with 
no preconceived notions, as was done by renown primate 
behaviorist, Jane Goodall. 
 Lehner (1996) distinguished between watching animals 
and rigorously observing them. Informal observers should 
understand the difference. A babysitter may watch children, 
whereas a psychologist observes them. Both are valuable ac-
tivities, but the psychologist’s observations are far more likely 
to lead to testable hypotheses. Although observations can 
initially be informal, they should still be able to provide in-
tricate detail about individuals and their social behaviors. 

Behavioral Definitions
Behavioral definitions should be sufficiently precise so they 
can be communicated clearly to other field personnel and 
researchers, and definitions should avoid bias. For example, 
defining types of  movement, such as still, walking, running, 
or flying, is generally more objective than suggesting the 
cause of  the movement (resting, boredom, fear, migration, 
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etc.). For each term, the researcher should apply a definition 
that makes the term mutually exclusive from other terms. 
Walking could be defined as taking 10 steps in a 5-second in-
terval, whereas running could be defined as taking >10 steps 
in a 5-second interval. Behaviors can either describe struc-
ture (posture, movement, etc.), consequences (escape, com-
pete, etc.), or relative position with inter- or intra-specifics 
(approach, flee). Two warnings are appropriate. Behavioral 
definitions based on consequences of  the behavior and those 
based on inter- or intra-specific interactions are often larger 
categories of  activities and can be associated with human 
bias. Definitions based on structure can often generate ex-
cessive detail that does not necessarily test general hypothe-
ses well. 

Indirect versus Direct Measures of Behavior
It is important to consider types of  questions that can be  
addressed with indirect behavioral observations. For many 
animals, direct observations are challenging at best, and in-
direct observations may provide valuable insight into the  
social behavior of  the species. Indirect observations of  be-
havior include studying tracks, markings, foraging sites, bite 
marks, frequency of  scars, feces, and even chewing of  radio-
tracking collars. One exciting method for using indirect  
behavior has been recording of  nocturnal avian migration 
vocalizations to provide survey measurements (Evans and 
Mellinger 1999). 

TYPES OF SAMPLING

Altmann (1974) provided an excellent paper on sampling 
methods for behavioral biologists. There are 4 basic sam-
pling methods: (1) ad libitum sampling, (2) focal-animal 
sampling, (3) scan sampling, and (4) social structure sam-
pling. Each type of  sampling method has benefits and costs 
associated with its use (Table 19.1). 
 Ad libitum sampling occurs when the observer notes what 
they see that seems relevant or interesting. Major problems 

with this type of  sampling are that it lacks randomization 
for meeting the requirement of  independence for statistical 
tests and is likely to bias observers to overestimate con-
spicuous behaviors. Consider the excitement of  watching a 
coyote (Canis latrans) chase a ground squirrel. Although it 
may be interesting to note the sequence of  action and the 
depredation event, it would not provide a researcher with 
information on the frequency or duration of  predatory events 
for either species. Ad libitum sampling can be useful when 
the observer is first observing a species to gather prelimi-
nary information for hypotheses formation or to record rare 
events, but it is rarely useful for actually testing hypotheses. 
 Focal-animal sampling occurs when one individual or 
group (when several groups are present) is watched contin-
uously for a set period of  time, and all acts which the ani-
mal either initiates or has directed toward it are recorded. 
Generally, the investigator has formed an ethogram or a 
catalog of  carefully defined, mutually exclusive behaviors  
to categorize the behavioral repertoire of  the focal animal  
(Table 19.2). The choice of  the focal animal is often ran-
domized to prevent observer bias or is established for exper-
imental design reasons prior to the initiation of  the study. 
One major challenge of  focal-animal sampling is the targeted 
individual may move from sight or leave before the period 
of  time for their sampling is finished. Behavioral biologists 
form explicit rules about how to proceed with this common 
occurrence. Although each rule may differ among studies, 
the critical aspect is they are applied equally by different ob-
servers and across time in the same study. For example, 
while watching a herd of  pronghorn, the targeted individual 
may disappear behind a hill. The observer can either record 
“time out” for the period it is out of  sight or switch observa-
tions to a new focal animal. One caution about using this 
type of  sampling occurs if  the study animal generally does 
certain behaviors secretly or with great privacy (e.g., birth-
ing or mating) that would lead to those behaviors being un-
derrepresented. Focal-animal sampling provides good infor-
mation about rates, durations, sequences, and interactions. 

Table 19.1. Types of data obtained and behaviors measured with different sampling methods

 State or  
 event 
Sampling method sampling Behavioral measure Weakness

Ad libitum Either Opportunistic measures suitable for field notes or for initial  Overestimates rare behaviors; cannot use statistics on 
   observations prior to hypotheses testing  observations, given nonrandomness of  sampling 
Focal-animal Either Provides good information about rates, durations, in animal  Difficult to gather data on sequence of  interactions 
   sequences, and interactions  among individuals
Scan State Provides good estimates of  time budgets or percentage of   Does not provide duration data and usually is limited to 
   time individuals spend doing different activities in a group  recording a few types of  behavioral acts
Sociometric matrix Event May provide information about dominance structure and  Obtaining random sequences is challenging and rarely 
   other group social structures  done

Modified from Altmann (1974).
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It is considered by most biologists to be the type of  sam-
pling that will have the highest dividends for testing the 
original hypothesis and providing information for subse-
quent studies.
 Scan sampling uses a census (total count) of  an entire 
group of  animals for a single behavior or a small set of  be-
haviors. For example, while watching a flock of  geese (Anat-
idae), a researcher would scan the group for 15 seconds  
every 5 minutes to record how many geese in the group 
have their heads up in an alert manner. Although short sam-
pling periods are important for this methodology, realisti-
cally the sampling period will be affected by group size and 
complexity of  behaviors. The important factor is to keep 
sampling time short and constant across samples. The time 
it takes will be a function of  group size, number of  behav-
iors recorded, and general visibility. Scan sampling is a good 
method of  measuring the distribution of  behaviors in a 
group and also can be used to measure the extent to which 
behaviors are synchronized in a group. Scan sampling also 
can help the observer estimate time budgets (the percent-
age of  time individuals spend doing different activities). For 
example, if  the researcher wanted to know whether male 
green-winged teal (A. carolinensis) spent more time (and 
therefore energy) on vigilance behavior than did their mates 
prior to nesting season, scan samples could be quite useful. 
Problems with this type of  sampling are that it does not pro-
vide the ability to estimate the duration of  behaviors (unless 

they are performed for long periods or the sampling is virtu-
ally instantaneous) and is generally limited in the number of  
behaviors that can be investigated.
 Social structure sampling examines social structure 
rather than individual behavior. It is an important type of  
sampling that can be useful for examining social dynamics 
between pairs of  individuals and among groups (McDonald 
et al. 2000). Social dynamics are the resultant interaction of  
an individual’s ecology and behavior. Understanding the so-
cial dynamics of  a species is critical to predicting the conse-
quences of  actions taken to manage wildlife. 
 Historical methods for studying social dynamics include 
sequence sampling, which allows the investigator to follow 
a chain of  behavioral interactions between individuals or 
successive animals in a group. It can be challenging to iden-
tify the beginning or end of  a sequence, and choosing se-
quences at random is rarely done. 
 Pairwise interactions between individuals or species that 
can be measured using sociometric matrix sampling can be 
useful for identifying social dominance (Lehner 1996) or 
other types of  social behaviors. McDonald et al. (2000) pro-
vide an excellent review of  current methodologies for ex-
amining and organizing questions about social structure.
 Each sampling method has strengths and weaknesses. 
Most behavioral biologists combine more than one method-
ology to test their research hypotheses. The key to selecting 
the correct methodology is being certain the methods chosen 
are best to measure the behavior to be quantified for statisti-
cally testing the hypothesis and the methodology has been 
carefully defined to allow others to repeat the experiments. 

TYPES OF BEHAVIORAL MEASUREMENT

Behaviors can be recorded as either events or states. Events 
are behaviors, such as mounting or vocalizing, that occur 
for a relatively short duration, whereas states are behaviors, 
such as rutting or foraging, that indicate prolonged activity. 
 Frequencies are measurements of  how often specific be-
haviors occur during some unit of  time (Fig. 19.9). Frequency 
of  events, such as fighting, is often used to measure behav-
iors for social interactions. In general, frequencies are the 
most common type of  behavior measurement. Durations 
are often used to measure states, such as rutting or migra-
tory behavior. Durations are important measurements in 
time budget analyses. Latency, or the initiation time, mea-
sures the time interval between when a behavior begins and 
another behavior ends (Fig. 19.9). For example, a researcher 
may be interested in the latency to attack after a gray wolf  
raises the hair on the back of  its neck. Intensity is an indica-
tion of  how extreme the behavior expressed is or how loud 
a vocalization may be. Researchers can associate the pres-
ence of  certain acts with either high or low intensity to pro-
vide more objective measurements. For example, a threat 
display from a gray wolf  may be of  higher intensity if  it has 
hair raised, lips curled, and its tail is held in an upright pos-

Table 19.2. An ethogram for bald eagles (Haliaeetus 
leucocephalus), providing mutually exclusive descriptions 
of behaviors. This ethogram identifies relative amount of 
time spent by male and female eagles in foraging, but it 
does not distinguish between relative frequencies of 
different types of aggressive behaviors.

Behavior Description of  behavior

Resting (RS) The eagle is not performing any active behavior,  
  remaining stationary for 10 seconds.
Self-preening (SP) The eagle is manipulating its own feathers with  
  its beak.
Allo-preening (AP) The eagle is manipulating feathers of  a  
  conspecific.
Foraging (FG) The eagle is actively attacking or consuming food  
  items. 
Nest building (NB) The eagle is creating a nesting structure or  
  carrying nesting material to a nesting structure.
Nest incubation (NI) The eagle is sitting in a nest or manipulating an  
  egg in a nest.
Courtship flight (CF) The eagle is performing aerial flight displays with  
  its mate.
Vocalizing (VC) The eagle is vocalizing.
Flying (FY) The eagle is in the air and is not courting a mate.
Walking (WK) The eagle is hopping or walking on the ground.
Aggression (AG) The eagle is demonstrating aggressive behaviors  
  toward a conspecific (pecking, erecting  
  feathers, etc.).
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ture. Bouts are commonly used in post-field analyses. Bouts 
reduce behavioral observations into temporal clusters (court-
ing bouts, foraging bouts, singing bouts, etc.) of  behavior. A 
bout is generally recognized as a period of  time in which a 
behavior occurs regularly, but not continuously (Bart et al. 
1998). Occasionally, defining bouts is easy, because the be-
havioral activities occur in discrete clumps of  time sepa-
rated by a standard amount of  time. When Gunnison sage-
grouse perform mating displays, they have a fairly regular 
pattern of  behaviors followed by a few seconds of  rest (Young 
et al. 1994). However, sage-grouse can be quite variable in 
how long they perform the displays and how long they rest 
between bouts of  mating displays. Because bouts of  displays 
can vary by individual, absolute definitions of  time defining 
a bout often mask individual variation in a species. There 
are several techniques that allow observers to define bouts 
mathematically (Slater and Lester 1982, Sibly et al. 1990, 
Martin and Bateson 1996).

USEFUL NEW CONCEPTS

Improved technology has made aspects of  recording animal 
behavior easier and allowed us to view previously inaccessi-
ble types of  behavior. Use of  computers, specialized soft-
ware, and improved camera technology has dramatically 
aided our ability to record and analyze behavioral data.

Software
Software has been developed for quantifying animal behav-
iors, social structure, movements, spatial data, and vocaliza-
tions. There are numerous programs available that allow a 
laptop computer or personal digital assistant (PDA) to re-
cord and analyze behavioral data. For example, Biobserve 
(http://www.biobserve.com/) provides software for gen-
erating ethograms, correlating ultrasound to behavioral ob-
servations, recording events and social interactions, and cre-
ating x/y coordinate systems from videos. The company 
also provides hardware for using infrared sensor and illumi-
nation to record observations of  behaviors directly to com-
puters. Many products allowing researchers to capture be-
havioral data and ethograms work on PDAs and smart phones 
(e.g., Spectator Go! Professional; http://ptf.com/spectator/

spectator+go+professional/), as well as on more traditional 
hardware, such as laptops and desktops. Other commercial 
products include Forager (Amber Waves Software, Lancaster, 
PA), a program designed to simulate current foraging con-
cepts, record data, and produce reports and maps. Many  
academic laboratories produce software for use on both 
Windows and Macintosh platforms. For example, JWatcher, 
developed by researchers at the University of  California–Los 
Angeles and at Macquarie University, Sydney, is a powerful 
Java program designed to assist in recording focal animal 
data (http://www.jwatcher.ucla.edu/). The Animal Behavior 
Society has both a website with current software (http://
www.animalbehavior.org/Resources/software.htm) and ar-
chives of  software, as does an international site from the 
University of  Saskatchewan, Saskatoon, Canada, focusing 
on applied ethology (http://www.usask.ca/wcvm/herdmed/ 
applied-ethology/links.html#software). Colorado State Uni-
versity (Fort Collins) also has a large collection of  software 
developed for examining mark–recapture data for popula-
tion estimates and distributions (http://www.cnr.colostate 
.edu/~gwhite/software.html).
 There are several challenges associated with using com-
puters, cell phones, or hand-held PDAs to record observa-
tional data. Many researchers have been confronted with 
the unfortunate reality their electronic information has not 
been recorded or saved through a variety of  failures. An-
other challenge, not unique to this platform, is that watch-
ing behavioral interactions while operating recording com-
puters (or pencil and paper!) causes observers to take their 
eyes off  of  their subjects. The advent of  voice recognition 
software will likely replace tape and digital recorders as a so-
lution to this enduring problem (White et al. 2002).

Global Positioning System Telemetry  
Combined with Activity Sensors
Although Global Positioning System (GPS) collars have rev-
olutionized telemetry (see Chapter 18, This Volume) and 
provided much more insight into individual use of  habitat, 
their use simply provides an animal’s position at a much 
more frequent rate than what traditional very high frequency 
(VHF) transmitters provided. A new generation of  GPS trans-
mitting collars are equipped with a dual-axis acceleration 
sensor (Vectronic Aerospace, Berlin, Germany), that can be 
highly correlated with simple individual behavior catego-
ries, such as feeding, resting, and locomotion in ungulates 
(Löttker et al. 2009) and to levels of  activity in brown bears 
(Ursus arctos; Gervas et al. 2006).

Robotics
During the past decade, as technology improves and costs 
are reduced, some biologists are working with engineers to 
design robotic technology to address hypotheses about ani-
mal behavior. As robotic technology improves, it will pro-
vide an opportunity for doing experimentally based behav-
ioral studies that can help explain individual responses to 

Fig. 19.9. The black bars measure the occurrences of a behavior, 
such as foraging, by mountain sheep (Ovis canadensis) over 
time. The bars represent 3 occurrences of foraging in time (t), 
and frequency of foraging would be 3/t. Latency is the measure 
of time until the behavior first occurred. The total duration of 
foraging during the observation period is (a + b + c). The propor-
tion of time spent foraging is (a + b + c)/t. After Risenhoover and 
Bailey (1985).
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specific visual cues in conspecifics. Robots have been used in 
the field of  animal behavior to understand the evolution of  
learning and to test specific hypotheses about the mecha-
nisms of  behavior (Webb 2000). 
 Typically, a robot is an elecromagnetic machine controlled 
by a computer program and is designed to mimic actions of  
humans or animals. Robots can either mimic the appearance 
of  an individual in the species or, in research designed to look 
at the instinctive behaviors, they may look nothing like the an-
imal itself, but accurately mimic a visual or tactile signal. The 
general concept of  mimicking animal signals or behavioral 
cues has been applied in audio playback experiments and with 
mechanical models for decades; however, as robotic technol-
ogy has become better and less expensive, researchers will in-
creasingly be able to model more complex visual, tactile, and 
auditory behaviors for focal animal studies in the field. 
 Currently, a plethora of  behavioral studies have used ro-
bots to mimic specific behaviors in focal animal studies both  
in the laboratory and in the field (Michelsen et al. 1992,  
Patricelli et al. 2002, Göth and Evans 2004b, Martins et al. 
2005; Partan et al. 2009). One example of  a current use of  
such technology is illustrated by Gail Patricelli’s work (Patri-
celli and Krakauer 2010) with sage-grouse robots. Patricelli 
(University of  California–Davis, personal communication) is 
using robotic technology to test hypotheses about male re-
sponses to female behavioral cues (Fig. 19.10). Another unique 
use of  the technology that may assist in captive breeding pro-
grams is using female robots to collect sperm (T. L. Hicks, 
Western State College of  Colorado, personal communication) 
from males of  species in which traditional collection of  sperm 
would involve invasive methods. Such use of  behavioral sig-
nals and robotic technology also can lead to an examination 
of  male fertility and inbreeding depression in field popula-
tions, in which habitat fragmentation may have led to low  
genetic variation and possible decline in individual fertility.
 Perhaps one of  the most promising areas of  wildlife and 
conservation management currently being explored with 

robotics is using robots to better understand social cueing. 
Social cueing is the mechanism by which individuals in a 
population make decisions about when to join groups (con-
specific attraction) and exhibit social behaviors that can in-
fluence choice of  habitats for foraging, predator avoidance, 
and mating interactions. Understanding how individual be-
haviors influence formation of  social groups and habitat 
choices can be a strong tool for wildlife managers working 
to promote reintroductions of  populations into underutilized 
habitats or habitats that may have been historically dis- 
connected by fragmentation of  core habitats. For example, 
Ackerman et al. (2006) found that social cueing was increased 
is some species of  waterfowl when decoys were motorized 
to add wing movements. 

Sound Recordings and Sound Arrays
An interesting combination of  new technologies involving 
combining digital audio with video recordings has led to the 
creation of  digital recording arrays, such as acoustic direc-
tionality measurement systems (Patricelli et al. 2007) and 
acoustic location systems (Mennill et al. 2006, Fitzsimmons 
et al. 2008). These array systems measure sounds in the field 
from animals inside an array of  8–16 microphones. Such 
technology can not only help explain the directionality and 
context of  different types of  vocalizations (alarm calls ver-
sus mating calls), but also may allow the possibility of  spa-
tially tracking and locating animals on larger spatial scales, 
helping to clarify their use of  the landscape. The use of  digi-
tal vocal arrays also is leading to current research on the  
effects of  energy development on species dependent on acous-
tical signaling to attract mates, such as sage-grouse and song-
birds in the shrubsteppe habitat in the West. Finally, such 
systems may become increasingly common for trying to as-
certain the presence and location of  increasingly rare spe-
cies as habitat fragmentation and degradation leads to in-
creased extirpation of  species. Such information could lead 
to targeted protection efforts as well as to target population 
augmentation attempts to maintain small populations.

Cameras
Video can be useful for field studies, because observations 
can be viewed multiple times, and different sampling meth-
odologies can be used on the same behavioral sample. Video 
images of  field observations also can be used as important 
training tools to increase interobserver reliability. Video cam-
eras can help observers see details of  rapidly performed be-
haviors and understand the mechanisms of  those behaviors. 
Longer battery life (up to 12 hr) and the advent of  compact 
digital video cameras have made these devices increasingly 
useful and portable for field studies. Along with changes in 
size and weight have come improvements in technology. 
Today, even a relatively inexpensive digital video camera has 
superior light-gathering ability compared to those commer-
cially available during the past decade, allowing high quality 

Fig. 19.10. A female greater sage-grouse robot used to study male 
responses to females on the lek. Photo courtesy of A. H. Krakauer.
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records during dusk and dawn. There also are video cam-
eras and optical devices sensitive to infrared light that have 
infrared light emitters in them for night viewing. Another 
technology change has been the advent of  fiber optic cam-
eras that can be placed into nests, dens, and burrows to al-
low glimpses of  behaviors previously unavailable for obser-
vation. Inexpensive wireless tilt cameras are increasingly 
being used to record data as well. 
 Digital cameras can be used to take pictures of  feathers, 
pelage, skin, or scar patterns on animals, allowing them to 
be individually identified. Although traditional cameras also 
can perform this task, the resolution and ability to immedi-
ately access and manipulate digital images make them much 
more useful in the field. Both video and digital cameras can 
be set to automatically record events in the absence of  the 
investigator (see Chapter 10, This Volume). Although there 
is some risk of  technology failure with such endeavors, the 
ability to capture rare events of  particularly secretive ani-
mals or to record depredation events makes automatic re-
cordings a welcome additional field tool.

Internet Access
The advent of  increased access to the Internet has enor-
mous potential for allowing exchange of  raw data and ob-
servations that can enhance research efforts and collabora-
tions. Most peer-reviewed journals no longer publish general 
observations or common and rare events that can provide 
insight into behavioral events. The inability to examine other 
researchers’ data in a form that leads to new analyses in-
creases wasteful efforts of  repeating studies and hinders pop-
ulation comparisons. Posting of  such data on personal web-
sites would be helpful. A second opportunity provided by 
the Internet is the ability for researchers to share video ex-
amples of  tools, such as digital ethograms. Stewart et al. (1997) 
created a multimedia vocal ethogram of  European badgers 
based on digital video. These types of  contributions, although 
not publishable in the traditional sense, enhance communi-
cation among scientists and help alleviate disagreements in 
the published literature based on misunderstandings of  ba-
sic methodology. Sharing of  Internet databases and method-
ologies led to major advances in DNA research and could 
do the same in the field of  behavioral ecology. 

MANAGING HUMAN (ANIMAL) BEHAVIOR

Managing human behavior will be one of  the most impor-
tant wildlife management priorities in the 21st century. His-
torically, managing human exploitation of  resources was 
the most common form of  behavioral management. Cur-
rently, human behavior associated with nonconsumptive 
uses of  wildlife is of  growing interest and concern. Many 
states and provinces receive greater economic benefits and 
associated human impacts from recreational activities, such 
as wildlife watching, than they do from hunting. In 2006, 

the 71 million American wildlife watchers (Fig. 19.11) who 
visited, photographed, and fed wildlife had a reported eco-
nomic value of  US$122.6 billion, including paying US$18.2 
billion in state and federal taxes (Leonard 2008). Although 
federal land-management agencies are beginning to grasp 
the implications of  changing uses of  wildlife and their eco-
systems, most state and provincial agencies are still focused 
on hunting and other consumptive uses. 
 As habitat and wildlife viewing becomes increasingly re-
stricted due to reduced areas of  suitable habitat and grow-
ing conservation concerns, the impact of  human disturbance 
on animal behavior and fitness will increase (Hockin et al. 
1992, Knight and Gutzwiller 1995, Gill and Sutherland 2000, 
Fernández-Juricic et al. 2005). Animals may avoid areas with 
high human traffic, noise, or light pollution, or structures 
(e.g., blinds), resulting in habitat sinks or areas unsuitable 
for their reproduction and habitation. For example, bald  
eagles are less likely to use areas with heavy foot and fishing 
boat traffic, may experience disturbances up to 500 m away, 
and will delay foraging by several hours if  disturbed (Stal-
master and Kaiser 1998). Several studies have demonstrated 
that at least some species will avoid roads (Mattson et al. 
1987, Gill 1996), causing the effects of  roads to be greater 
than the actual area of  habitat loss. Sutherland (1998a) de-
veloped mathematical models to examine the effects of  hu-
man disturbance at the species level. Despite the documen-
tation of  recreational impacts, recreationists do not perceive 
their activities as impacting wildlife (Taylor and Knight 
2003). A critical role for behavioral biologists and ecologists 
is to provide information to wildlife managers about the 
consequences of  human disturbance on population parame-
ters, such as density-dependent breeding and mortality.
 Increasingly, wildlife managers will need to take proactive 
steps toward managing the impacts of  human behavior on 
wildlife. Although the formation of  “Watchable Wildlife” 

Fig. 19.11. The increase in wildlife viewing requires new approach-
es to managing human behavior to prevent impacts on wildlife. 
The dancing greater prairie-chicken (Tympanuchus cupido 
pinnatus) on the photography blind was performing a breeding 
display at a watchable wildlife area at the Nature Conservancy’s 
Dunn Ranch, Eagleville, Missouri.
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(http://www.watchablewildlife.org/) sites may help consoli-
date impacts, it is important that such sites are monitored 
and evaluated as to their population-level impacts. In the 
Gunnison Basin, Colorado, the designation of  Gunnison 
sage-grouse as a new species (Young et al. 2000) led to enor-
mous increases in visitation at a designated viewing area. 
As visitor numbers increased, attendance of  males and fe-
males at that mating ground declined at a rate greater 
than at mating grounds not designated for public viewing 
( J. R. Young, unpublished data). Clear criteria for manag-
ing human impacts are needed as well as studies providing 
wildlife managers with data to make informed decisions. 
Such incidents as bear attacks and other negative inter- 
actions with wildlife are increasing at refuges and national 
parks. Research, management, and education will be im-
portant undertakings as increasing numbers of  people seek 
visitation to such sites with concomitant effects on wildlife 
and human behaviors.

Fig. 19.12. Sherri Huwer uses a field incubator to 
collect her human-imprinted Gunnison sage-
grouse chicks at the end of the field day. Photo 
courtesy of J. R. Young.
 

FUTURE DIRECTIONS

The challenge for future biologists in wildlife management 
and animal behavior is to examine how studies can better 
integrate these fields. A study by Huwer et al. (2008) dem-
onstrated the importance of  integrating the fields of  wildlife 
biology and animal behavior. They used human imprinted 
sage-grouse chicks (Fig. 19.12) to test ideas about effects of  
habitat quality on chick development. Their study was help-
ing resolve important management and conservation ques-
tions in sage-grouse management that could not be resolved 
with traditional radiotracking or observational studies. This 
study is an excellent example of  understanding the concept 
of  Umwelt and using the species instinctive behavior to 
learn about the foraging ecology of  a species. Such insights 
are leading to further imprinting studies to better under-
stand the effects of  grazing on Gunnison sage-grouse. Other 
areas of  investigation for which behavioral studies can pro-
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vide new insights into wildlife management include com-
munication, dispersal, diversity, the Allee Effect, and forag-
ing behavior (Table 19.3). 

SUMMARY

This chapter introduces methods for studying behavior by 
wildlife biologists and suggests important future areas of  
study. Given the global biodiversity crisis, large-scale changes in 
global weather patterns, and the continued loss of  habitat, inte-
grating knowledge of  animal behavior with wildlife manage-
ment and conservation is critical. A fundamental understand-
ing of  animal behavior will be necessary to develop robust 

metapopulation models, understand true effective popula-
tion sizes, and elucidate consequences of  anthropomorphic 
changes on landscapes. Although conservation often is directed 
at the ecosystem level, and wildlife management generally deals 
with populations, all levels of  biological inquiry (from genes 
to communities) are necessary for successful management 
and recovery of  species and their ecosystems. Important first 
steps to fostering cross-disciplinary approaches include add-
ing classes on animal behavior in wildlife curriculums, hold-
ing joint regional and national meetings of  disciplinary soci-
eties, developing chapters and units on applied animal behavior 
for courses and programs, and being willing to embrace collab-
oration across traditional disciplinary boundaries.

Table 19.3. Examples of animal behavior studies that could enhance current efforts to manage and conserve species

Behavior study Description of  study

Allee Effect The Allee Effect is a decline in individual fitness due to low population density. Recent behavioral studies suggest that mechanisms  
   for reduced fitness at low population densities may be behavioral. An important tool for conservation will be to understand the 

role of  individual behavior in increasing risk of  extirpation or extinction in populations of  different sizes.
Communication Detecting sources of  communication among conspecifics can enhance understanding of  social structure and increase wildlife  
   managers’ ability to census populations. Increasingly important is understanding how anthropogenic sources of  environmental 

“noise” in smells, visual disturbance, and sounds influence populations. 
Dispersal Knowing which gender and at what age animals disperse from family groups, distances they travel, as well as the conditions leading 
  to survival success, will be critical for habitat designation in multiple use areas and for reserve design. 
Diversity Research quantifying behavioral diversity among individuals and populations is an important tool for wildlife management.  
   Although many wildlife managers are sensitive to the concept of  maintaining morphological and genetic diversity, few consider 

the importance of  managing to maintain variation in behavior. Behavioral flexibility in a population is critical for allowing 
adaptation to different ecological conditions and changing landscapes. 

Foraging behavior Studies showing the effects of  habitat quality on distribution of  animals and subsequent changes in behavior in suboptimal habitat  
   patches will be important as increasing human populations intrude into traditional foraging sites of  animals. Foraging behavior 

often tells us much about how to design or conserve species’ habitats, as studies of  foraging behavior can elucidate how an 
individual weighs the risks of  predation, the quality of  food supply, and interactions in and among species.

Learning and cultural One of  the major causes of  failure of  reintroductions has been that newly released animals fail to know transmission of  behavior  
   where to forage, find mates, and hide from predators. Field studies of  species investigating the importance of  conspecific’s roles 

in the transmission of  behavior could be invaluable.
Life history traits Traits, such as fecundity, age class, and survival, can change due to behavioral responses to exploitation of  species. Understanding  
  population responses to exploitation will require an understanding of  individual behavior.
Mating systems A fundamental understanding of  how changes in densities of  populations and of  their preferred habitats affect mating system and  
   facultative sex ratios in species could help managers understand population-level responses of  species of  concern as well as 

hunted species. Understanding mating social structure in a population can aid in reducing the myriad of  assumptions used to 
estimate parameters in population viability models.

Migration Understanding the mechanisms and evolutionary causes of  migration will be critical during the next century as human population  
   growth leads to greater habitat degradation, fragmentation, and loss. Knowing why an area is critical for migratory success will 

allow either preservation or replacement to facilitate traditional movements.
Sensory studies We are only beginning to understand the unintended consequences of  how odor and light pollution impact migrating species.  
   Basic research into animal senses could provide answers to some of  the more intractable wildlife management and conservation 

challenges. A second area requiring more research is learning how to manipulate the distribution of  animals through aversion 
conditioning based on an understanding of  their sensory system. Such studies could lead to nonlethal animal control. 

Sexual imprinting Studying the mechanisms behind sexual choice are important steps to successful captive breeding programs, releases, and  
  reintroductions.
Sexual selection Studies examining the relationship between mating preferences and trait variation among populations could allow predictions of   
  success for population augmentations.
Stress Changes due to atypical weather, pollution, disturbance, and population density can change hormonal secretions, leading to  
   adaptable changes in behavior. Understanding which factors cause a physiological and behavioral change due to an animal’s 

stress level will be critical for managing human presence and activity in important wildlife habitats.

From Sutherland (1998b), Gosling and Sutherland (2000).
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INTRODUCTION

THE USE OF R ADIOTELEMETRY and other methods of  remote sens-
ing provide investigators with data about locations of  animals and their 
fates. These data are used to estimate several individual and population pa-

rameters, including resource selection, home ranges, dispersal, migration, and sur-
vival; because animals are marked and then resighted with nonmarked cohorts, 
population estimates can be obtained. Radiotelemetry affords us the ability to in-
vestigate features of  wild animal populations that would otherwise be impossible 
(see Chapter 10, This Volume). This chapter provides an overview of  the techniques 
available to analyze radiotelemetry data. The increased use of  radiotelemetry in 
the past 2 decades, ever-growing array of  analytical methods, and developments in 
technology have been accompanied by many publications and books about the 
technique (Kenward 2001, Millspaugh and Marzluff  2001). However, rapid develop-
ments continue on all fronts, making it essential that biologists stay aware of  recent 
advances by investigating the latest literature and corresponding with colleagues 
and those developing analytical methods and computer software. 

GENERAL CONSIDERATIONS

Radiotelemetry is used to address a wide variety of  objectives, each with corre-
sponding analytical issues and methods. However, with any radiotelemetry analy-
sis, several general issues are relevant, regardless of  the methods being considered. 
First, choice among analytical methods should be determined by the question of  
interest and the ecology of  the species being investigated. Radiotelemetry is a 
means to an end, and analyses need to be tailored accordingly. There is no universal 
best technique for the analysis of  radiotelemetry data. Although some analytical 
approaches need to be avoided, there are often better and worse options. Second, 
proper sampling design and sufficient sample sizes are vital to determining the 
strength of  study conclusions. No data analysis approach can save a study that was 
not designed to ensure representative sampling and adequacy of  sample sizes. Third, 
increased sophistication in analytical methods is often a way to make more effective 
use of  data and increase the depth of  ecological inference in radiotelemetry stud-
ies. Methods that make use of  all aspects of  telemetry data, particularly the tempo-
ral component, often allow more powerful insights than do traditional approaches. 
Explanatory power will be increased with approaches that directly integrate biol-
ogy into the analytical model(s). These approaches are clearly the wave of  the fu-

Analysis of  Radiotelemetry Data
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ture in the analysis of  radiotelemetry data. Fourth, more 
than with perhaps any other analytical topic in wildlife ecol-
ogy, one must be very careful when assessing recommenda-
tions in the literature about radiotelemetry data analyses. 
These recommendations are often based on limited com-
parison of  methods with new techniques. Simulations are 
valuable for comparing methods, but beware of  broad ad-
vice based on very limited case studies or simulations, par-
ticularly chosen to show a technique at its worst. Addition-
ally, in terms of  comparing techniques, real data provide a 
case study, not a broad perspective, and such case studies do 
not offer adequate support for sweeping conclusions about 
the utility of  techniques. Fifth, biologists should beware of  
software variations, because seemingly similar methods can 
produce remarkably dissimilar results stemming from differ-
ences in software. The analysis of  radiotelemetry data is of-
ten done using standalone computer packages developed for 
specific analytical techniques, and the utility of  these pack-
ages is dependent on the programmers’ knowledge and skill 
(Appendix 20.1). Programmers should offer transparency in 
the coding and assumptions made in their software. Sixth, 
greater transparency is needed when reporting results from 
radiotelemetry investigations. We strongly urge biologists  
to make raw data available (e.g., www.movebank.org or 
other archive) and report sampling design, sample sizes, user-
defined options in analysis, and assumptions in their analysis 
and interpretation of  telemetry data. Not only is this prac-
tice essential to meeting basic scientific standards regarding 
repeatability, but also the quality of  inference from radio- 
telemetry results may depend heavily on methodological 
details often not reported.

SPACE USE AND MOVEMENTS

There are many motivations for studying animal movement. 
Nathan et al. (2009) identified 4 fundamental questions about 
organismal movement: (1) Why does an animal move?  
(2) How does it move? (3) When and where does it move? 
(4) What are the ecological and evolutionary consequences 
of  movement? White and Garrott (1990) offered questions 
of  “which,” “why,” “when,” and “where” as motivations for 
studying movements of  wildlife. Building on these basic ques-
tions, Nathan et al. (2009) proposed a Movement Ecology 
Paradigm that attempts to unify movement studies of  all 
organisms around a conceptual framework that comprehen-
sively considers the interplay between the organism and the 
environment. Understanding the proximate causes, mecha-
nisms, and spatiotemporal patterns of  movement is critical 
for understanding the evolutionary causes and consequences 
of  movements, as well as the role of  these movements in 
broader ecological processes (Nathan et al. 2009). 
 Radiotelemetry is a powerful tool for collecting informa-
tion about animal locations, rates of  movement, and in some 
cases, general behaviors associated with individual locations. 

As a result, radiotelemetry often is essential for addressing 
the specific scientific and applied motivations of  any study 
or research program examining movements. In this section, 
we focus on 3 commonly used groups of  analyses: (1) esti-
mating general summaries of  space use, such as home-
range or territory size and intensity of  use of  areas in the 
home range over a relatively long period (weeks or months); 
(2) drawing inferences about intra- or inter-specific inter- 
actions, such as the amount of  overlap between 2 individu-
als of  the same species, and (3) examining more detailed as-
pects of  movement rates and trajectories, including move-
ments in the home range and larger-scale migratory or dis-
persal movements. Another primary goal of  many studies is 
to relate the intensity of  space use to habitat characteristics, 
a topic that is briefly addressed in the following section on 
resource selection and more intensively in Chapter 17 (This 
Volume). Although we focus on these categories individu-
ally, one of  the most exciting analytical developments over 
the past decade is mechanistic models that integrate across 
these artificial categories. 

The Utilization Distribution and Home Range Analysis
A major objective of  many radiotelemetry studies is to esti-
mate the spatial extent of  the area used by an animal and 
the intensity of  use of  different portions of  this area during 
a finite period of  time. Commonly, studies estimate the size 
of  the home range, generally defined as the 2-dimensional 
area in which the animal conducts its “normal” activities 
(Burt 1943). Given the ambiguity of  “normal,” numerous 
more precise definitions have been proposed, and investiga-
tors need to carefully define what “home range” means in 
the context of  their species of  interest. For example, a biolo-
gist might choose to include paths of  excursions to and 
from outlying locations as part of  the home range, but ex-
clude dispersal movements (Kenward 2001). The terms ter-
ritory and home range are not interchangeable; some terri-
torial species maintain only portions of  their home range 
for “exclusive” or “priority use” (Powell 2000:70). Further-
more, biologists need to carefully consider whether stan-
dard definitions of  home range make sense for their study 
situation. Despite some views to the contrary (Gautestad 
and Mysterud 1993), the home range concept has broad 
utility: in a defined period of  time (White and Garrott 1990) 
and at a spatial scale of  ecological or management interest, 
there is a finite area in which an animal conducts its activi-
ties (Powell 2000), and individuals of  many species repeat-
edly traverse their general area of  use. The home range 
concept may be less useful for species that wander irregu-
larly at large spatial scales or spend large amounts of  time  
at a few discrete locations, perhaps with occasional large 
scale dispersal or migratory movements. However, estima-
tors discussed below still may be useful for assessing some 
aspects of  space use, such as location and extent of  migra-
tion corridors. 
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 Kernohan et al. (2001:126) defined home range as “the 
extent of  area with a defined probability of  occurrence of  
an animal during a specified time period.” The probabilistic 
component of  this definition clearly identifies the home 
range as summarizing one aspect of  an animal’s utilization 
distribution (UD), which estimates the relative intensity or 
probability of  use of  areas by an animal (i.e., the relative fre-
quency distribution of  locations used by the animal; Jen-
nrich and Turner 1969, Van Winkle 1975). Seen as a proba-
bility density function, the UD is the basis for summarizing 
numerous aspects of  space use, such as home range size 
evaluated at specified probability contours as well as the  
location and number of  core areas (portions of  the home 
range with disproportionately high probability of  use). The 
UD also can form the basis for probabilistic estimates of  
space use overlap between animals (Seidel 1992; see below) 
and use of  different resources (e.g., vegetation types) in the 
home range (Marzluff  et al. 2004). Therefore, methods that 
estimate a probabilistic UD rather than simply home-range 
polygon boundaries have broad utility (Kernohan et al. 2001). 

Outliers, Home Range Contours, and Core Areas
In studies of  space use, investigators need to consider how 
to handle outliers: locations that are comparatively far from 
most other observations, but that accurately represent for-
ays or excursions outside the area “normally” used by each 
animal. How outliers are handled depends on the aspect of  
space use being examined and the analytical technique be-
ing used. For the commonly used minimum convex poly-
gon (MCP) approach, such observations can cause severe 
overestimation of  home range size. For other approaches, 
these excursions may not dramatically affect the estimated 
UD, but the biologist may not be interested in spatial ex-
tremes of  the UD that have low probability of  use. How-
ever, the potential for disproportionately high importance 
of  unique resources at these used locations also must be 
considered (e.g., Powell et al. 2000:75, Fuller et al. 2005). 
Kenward (2001) and Kenward et al. (2001) summarized 
methods for statistical identification of  individual outliers. 
The percentage of  locations that have disproportionately 
high effects on the home range size estimate can be evalu-
ated through visual inspection of  utilization plots, showing 
the incremental decrease in estimated size as locations are 
omitted. 
 Commonly, investigators focus on inner subsets of  the 
home range, either the minimum area containing a speci-
fied percentage of  observed locations or the minimum area 
with the corresponding estimated probability of  use (i.e., 
the minimum area over which the UD probability density 
function integrates to the specified probability). The latter 
approach is recommended, because it makes full use of  the 
estimated UD, focusing on probability contours rather than 
being tied only to a (usually limited) sample of  locations 
(Kernohan et al. 2001:136). The choice of  which probability 

contour to select can be somewhat arbitrary. The 95% con-
tour is a standard summary (White and Garrott 1990, Laver 
and Kelly 2008). However, this choice should be made not 
simply based on what other studies have done, but on the 
biological questions of  interest, the underlying biology and 
patterns of  space use by the species of  interest, and the 
management context of  the study. 
 Some authors refer to a core home range as the subset of  
the home range excluding occasional outlier excursions 
(Kenward et al. 2001). More frequently, core areas are de-
fined as much smaller subsets of  the UD with dispropor-
tionately high use compared to the rest of  the home range 
beyond what would be expected from a random distribu-
tion. Similar to approaches used for eliminating outlying lo-
cations, core areas may be defined based on arbitrary con-
tour levels (e.g., 50%) or graphical tests (see Powell 2000). 
We encourage biologists to consider whether some arbi-
trary contour level adequately identifies an area of  intense 
use. In many cases, we argue that such arbitrary designation 
of  core area does not adequately capture the metric of  in-
terest. Rather than justifying selection of  the 50% contour 
because others have used it, consider methods that actually 
directly identify and estimate the area of  intense use. For ex-
ample, Samuel et al. (1985), Samuel and Green (1988) and 
Seaman and Powell (1996) have examined differential inten-
sity of  use in a range to help delineate the core area, regard-
less of  associated probability contours.

Criteria for Comparing Home Range Methods
Before providing an overview of  common estimators, we 
describe important criteria for comparing alternative meth-
ods, similar to the framework provided by previous reviews 
(Kenward 2001, Kernohan et al. 2001). Our criteria partly 
overlap those of  previous reviews, but we emphasize some 
additional issues that are relevant to current trends in eco-
logical data analysis (Table 20.1).

1. Calculation of  a UD. As discussed above, methods that 
estimate a probabilistic UD allow estimation of  home range 
size based on probability contours and facilitate other UD-
based space-use analyses. The use of  UDs also is useful in 
complementary analyses of  space use overlap and resource 
selection. 

2. Sample size requirements. Acceptable bias and precision 
at moderately low sample sizes is a desirable property of  
home range estimators (e.g., Seaman et al. 1999, Kenward 
2001, Kernohan et al. 2001). Although our focus is on mini-
mum sample sizes needed by each method, such technolo-
gies such as satellite telemetry now allow automatic collec-
tion of  hundreds or thousands of  locations on some species. 
The performance of  estimators needs to be compared more 
thoroughly across a broad range of  sample sizes, from data-
sets containing a few dozen observations, as is characteristic 
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of  ground-based very high frequency (VHF) telemetry, to 
much larger datasets typical of  satellite telemetry studies.

3. Use of  temporal component or other dimensions of  space 
use. As modern telemetry data analysis progresses, estima-
tors that can make use of  the temporal dimension of  location 
data will allow greater insight into animal space-use dynamics 
(Laver and Kelly 2008, Keating and Cherry 2009). Such esti-
mators also can incorporate other dimensions of  space use, 
such as elevation (Keating and Cherry 2009). Ranking meth-
ods higher if  they incorporate the temporal dimension is 
based on the idea the temporal dimension of  radiotelemetry 
data provides important information, rather than being a nui-
sance element. Past discussion of  the temporal component of  
telemetry studies generally treated autocorrelation as a signif-
icant problem, because sequential observations collected too 
close together in time provide less information about space 
use than would a set of  independent locations (White and 
Garrott 1990). In some cases, concern about autocorrelation 
leads researchers to discard some hard-earned data (e.g., by 
removing observations that may have some degree of  auto-
correlation) or to collect locations too infrequently to define 
space use by the animal. However, if  the study design pro-
duces an adequate sample of  locations for each animal 
throughout the temporal frame of  interest, autocorrelation is 
of  little concern (e.g., De Solla et al. 1999; Fieberg 2007a, b). 
As discussed previously in this chapter, an adequate sample 
generally will be based on a systematic and/or stratified de-
sign that ensures samples are collected throughout the daily 
and seasonal period of  interest. 

4. Feasibility. Although wildlife ecologists continue to de-
velop and apply increasingly sophisticated statistical tools, 

for many biologists, the ability to run analyses in standard 
statistical or Geographic Information System (GIS) software 
packages still will be an important factor in the choice of  an 
analytical technique. Ideally, the availability of  user friendly 
software would not drive selection of  analytical options; in 
reality, it does. We encourage those developing analytical 
techniques to also consider the end user. 

5. Facilitation of  modern explanatory model-based infer-
ence. In traditional space use analyses, biologists used a sin-
gle descriptive statistical model to estimate some property 
of  space use (e.g., home range size) and then treated the re-
sulting estimates as the raw data for subsequent analysis to 
assess ecological patterns. Modern ecological data analysis 
attempts to integrate such multistaged inference using mod-
els that incorporate alternative hypotheses about both the 
ecological process of  interest and the observation process, 
along with variability in the data contributed by each pro-
cess (e.g., Royle and Dorazio 2008). Uncertainty about the 
best statistical model for a dataset is not ignored, but rather 
multimodel inference incorporates this model-selection un-
certainty. Home range estimators that can fit into this 
framework may be more powerful than purely descriptive 
estimators.

6. Extent of  evaluation. Frequently, new UD estimators are 
introduced and promoted based on very limited compari-
sons with existing estimators and without good under-
standing of  how these estimators compare across a range 
of  distribution types and sample sizes. Estimators that 
have been evaluated thoroughly support a more informed 
choice about which method is most appropriate for a par-
ticular study.

Table 20.1. Comparison of home-range estimators based on selected evaluation criteriaa

 Explanatory/mechanistic

      Sequential Sequential 
    Model entire movements movements as a 
Comparison of  estimators MCP Cluster KDE set of  locations modeled function of  covariates

Calculates utilization distribution No No Yes Yes Yes Yes
Sample-size requirementsb No Yes Yes N/A N/A N/A
Incorporates temporal dimension No No Yesc No Yes Yes
Information theoretic comparison  
 of  alternative models No No Yesc Yes Yes Yes
Integrates ecological hypotheses  
 into model structure No No No Yes No Yes
Thoroughly evaluated? Yes No Yes No No No

a KDE = kernel density estimation; MCP = minimum convex polygon estimation; N/A = not applicable.

b Estimated home range extent often stabilizes with 50 data points. 

c The standard kernel approach does not incorporate the temporal dimension or allow direct statistical ranking of  alternative models, but the method has been extended to 
incorporate the temporal component of  locations by using a multivariate kernel estimator and to allow direct ranking of  alternative models if  bandwidths are selected with 
likelihood cross-validation (Horne and Garton 2006a, b).

Home range
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OVERVIEW OF CURRENT METHODS

In this section, we provide a brief  overview of  current meth-
ods for estimating the UD and home range size. Several for-
merly commonly discussed estimators, including the bivari-
ate normal and other ellipse approaches, the harmonic 
mean, Fourier transform, and grid-cell methods, are not dis-
cussed here, because we see them as superseded by other 
available methods. Additionally, currently available forms of  
these methods and their limitations have been extensively 
reviewed (White and Garrott 1990, Powell 2000, Kenward 
2001, Kernohan et al. 2001, and Fuller et al. 2005). Instead, 
we discuss methods that currently are widely used or that 
have been recently developed, including the MCP approach, 
other recently developed polygon or linkage methods that 
may be of  broader utility than the MCP method, kernel 
density estimation, and nonmechanistic and mechanistic 
models. The latter 2 approaches share the important advan-
tage of  being able to estimate a true probability density 
function corresponding to the UD.

MCP
The MCP method produces a convex polygon around (1) 
the least number of  locations that will enclose all other lo-
cations (Silvy et al. 1979), (2) all estimated animal locations 
by minimizing the sum of  the distances of  segments linking 
the outer locations (Kenward 2001), or (3) the smallest poly-
gon encompassing a specified proportion of  estimated ani-
mal locations (White and Garrott 1990; Fig. 20.1). The area 

Fig. 20.1. Estimated 99%, 95%, and 50% home-
range contours based on 187 radiotelemetry 
locations of a bull elk in Custer State Park, South 
Dakota. Results of 3 methods are shown: MCP = 
minimum convex polygon method; LoCoH = local 
convex hull method (adaptive form, with param-
eter a set as the maximum distance between 
observed locations; Getz et al. 2007); Kernel = 
fixed kernel estimates (normal kernel, plug-in 
estimation of bandwidth matrix with differential 
smoothing along x- and y-axes).  Produced with 
program R (R Development Core Team 2008) using package 
adehabitat (Calenge 2006) for MCP and LocoH and package ks 
(Duong 2008) for fixed kernel.

of  this polygon is the MCP estimate of  home range size. Al-
though this technique is the oldest home-range estimation 
approach (Mohr 1947, Hayne 1949b, Powell 2000), it has 
been and continues to be the most frequently used method 
(Seaman et al. 1999, Laver and Kelly 2008). Moreover, it still 
is sometimes recommended over modern methods, such as 
kernel density estimation (Wauters et al. 2007). However, 
the continued use and recommendation of  MCP as a de-
fault method is bizarre, given its severe limitations. For ex-
ample, Börger et al. (2006:1402) argued the method “should 
not be used at all for estimating home range size” (see also 
reviews by White and Garrott [1990], Kernohan et al. [2001], 
and Fuller et al. [2005]). 
 Although the MCP method is simple and assumes no un-
derlying statistical distribution, it, “more than any other 
method, emphasizes only the unstable, boundary properties 
of  a home range and ignores the internal structures” (Powell 
2000:80). It is highly dependent on sample size, both be-
cause it requires a large sample size to provide adequate es-
timates (e.g., >100; Harris et al. 1990) and because as the 
number of  samples increases, so does the probability of  ob-
taining an outlying location that has a large effect on the 
MCP estimate (e.g., Anderson 1982, White and Garrott 
1990) that would not heavily influence other methods. Al-
though interior polygons can be formed that eliminate out-
liers (e.g., by delineating the polygon around the subset of  
95% of  locations that produces the smallest such polygon), 
defining such a polygon requires an even larger sample size 
to be collected, so that a sufficient subsample remains to cal-
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culate this interior polygon. The MCP method ignores in-
formation provided by points within this outer boundary, 
and there may be large areas within this boundary that were 
never used by the animal (Powell 2000, Kenward 2001). 
 The simplicity of  the MCP approach has led to it being 
recommended as an appropriate estimator for comparisons 
across studies (Harris et al. 1990). However, its sensitivity to 
sample sizes, insensitivity to internal use of  the home range, 
and inconsistency in performance depending on the under-
lying point pattern (Downs and Horner 2008) make this 
comparability an illusion (Kernohan et al. 2001). In most cases, 
other modern methods discussed below better address the 
problems used by some authors as justification for recom-
mending continued use of  the MCP method. Problems with 
comparability among estimates from different studies are not 
limited to the MCP approach. In home range estimation in 
general, it is difficult to compare home range estimates from 
one study to another because of  differences in sample sizes 
used to construct the estimate, choice of  techniques (e.g., 
method of  analysis and user defined options), and variations 
in software. All these factors should be reported and consid-
ered when comparing home range estimates across studies, 
and they argue for the importance of  archiving raw data 
(http://www.movebank.org or other archives) to facilitate 
robust comparisons.

Other Linkage and Cluster-Based Methods
The MCP approach fits into the general category of  meth-
ods that use alternative strategies for linking observations 
based on distance (e.g., between nearest neighbors or from 
a central point) and forming or merging polygons and/or 
clusters into one or multiple home-range components (Ken-
ward 2001). More recently, applied approaches in this cate-
gory can overcome some problems with the MCP method 
and currently may be the best approaches when there are 
unusable areas within the home-range outer boundary or 
other sharp boundaries between used and unused areas, if  
delineating these sharp boundaries is a priority (Kenward  
et al. 2001, Getz et al. 2007). One such approach, incremen-
tal cluster analysis, links locations into clusters that mini-
mize the sum of  nearest neighbor distances (Kenward 
1987). In contrast to the MCP approach, this method allows 
multinuclear home ranges with multiple components mak-
ing up the home range encompassing a specified percentage 
of  locations. Kenward et al. (2001) also incorporate a test 
for identifying outlier locations that deviate from the distri-
bution of  nearest neighbor distances for the location set.
 Similarly, local convex hull approaches first form local 
convex polygons for each location, where each polygon en-
compasses the focal point and either its k nearest neighbors 
or all neighbors within a specified distance of  the point (Getz 
and Wilmers 2004, Getz et al. 2007; Fig 20.1). Hulls are sorted 
based on their size or the number of  locations they contain; 
the union of  polygons is formed incrementally, starting with 

the smallest polygons or those with fewest points, until a 
specified percentage of  the locations are contained in the  
resulting polygon. This polygon is then taken as the x% 
contour of  the estimated UD (Fig 20.2). An adaptive form 
of  this approach uses variable distances to determine which 
neighbors to include in each point’s convex hull, with shorter 
distances used for locations in heavily used areas. With local 
convex hull approaches, the number of  neighbors, the dis-
tances used, or sum of  local distances in the adaptive ap-
proach to form local polygons must be specified. Getz et al. 
(2007) recommends choosing the minimum values for these 
parameters needed to form polygons that exclude known 
holes in the UD (e.g., unusable areas, such as lakes for a ter-
restrial species that does not swim). 
 These linkage or convex hull methods form clusters and 
polygons based on linking observed locations (Fig. 20.1). The 
resulting home ranges therefore will be delimited by ob-
served locations. This is true for both the individual poly-
gons associated with each point or cluster and the resulting 
overall polygons formed from merging polygons or clusters. 
As a result, the home range isopleths can follow rigid bound-
aries and exclude known unusable areas in the home range. 
However, the property the estimated home range will not 
contain areas outside the observed set of  external locations 
is not always an advantage: with limited sample sizes, there 
may be a high probability that nontrivial use occurs outside 
the outer periphery of  locations, particularly if  there is clus-
tering of  high use at the inner edge of  this periphery. 
 Although the nearest neighbor approach of  Kenward et al. 
(2001) has been evaluated using numerous real datasets, 
evaluation of  local convex hull estimators has mostly fo-
cused on a limited set of  point patterns with sharp boundar-

Fig. 20.2. Effect of different bandwidth values on kernel utilization 
distribution estimation. (A) 146 elk locations. Fixed kernel 
utilization distributions for these locations based on 3 bandwidth 
values (h). (B) h = 500. (C) h = 150. (D) h = 1,500. UTM = 
Universal Transverse Mercator coordinates. (A) From Millspaugh 
(1999); kernel plotting routines from Bowman and Azzalini (1997).
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ies and on a location data from a few animals. These estima-
tors need much more extensive examination across a broader 
range of  point patterns and sample sizes. Although with the 
MCP and these approaches, a series of  isopleths can be 
formed that approximates probability contours of  the UD, 
none of  these approaches form a formal probability density 
function as an estimate of  the UD. Resulting isopleths could 
still be used to modify estimates of  space use overlap or re-
source selection to account for nonrandom space use in the 
home range, but their use would depend on binning areas 
into discrete isopleth slices rather than using a continuously 
defined UD.

Kernel-Based Methods
Kernel density estimation (Silverman 1986; Worton 1987, 
1989, 1995) has been widely recommended as the default 
home-range/UD estimation method (Seaman and Powell 
1996, Powell 2000, Kernohan et al. 2001, Gitzen et al. 2006), 
although this recommendation is challenged frequently (Getz 
and Wilmers 2004, Hemson et al. 2005, Row and Blouin- 
Demers 2006b, Downs and Horner 2008). Like other ap-
proaches discussed above, the standard kernel method is 
nonparametric, in that it assumes no specific probability dis-
tribution for the underlying UD. Like convex hull methods, 
the kernel approach is formed by the union of  individual 
components (i.e., kernels) formed for each location; in this 
case, the overall estimated UD is the sum of  individual ker-
nel functions centered at each location (Silverman 1986, 
Kernohan et al. 2001). This overall probability density func-
tion typically is evaluated across a fine mesh grid of  points 
encompassing the observed locations and extending beyond 
them to allow for nonzero probability of  use exterior to the 
outer periphery of  locations. The density value at an evalua-
tion point x (usually a grid point) is given by

 1 n x̄ – Xif̂ (x) = ——ΣK [———], nh2 i=1 h

where Xi contains the coordinates of  the ith observed loca-
tion, n is the number of  observed locations, h is the band-
width or smoothing parameter (or vector of  (hx, hy) to al-
low differential smoothing along the x- and y-axes), and K(⋅) 
is a kernel function. Usually K(⋅) is a probability density func-
tion; most frequently the Gaussian (bivariate normal) kernel 
has been used, but this choice has the slight disadvantage of  
allowing locations far from the evaluation point to have a fi-
nite if  very small contribution to the estimated density. Other 
kernel functions ensure that points beyond some distance 
(in relation to the bandwidth) have exactly zero contribution. 
 The choice of  a suitable bandwidth is the most critical, 
and controversial, factor involved in applying the kernel 
method (Table 20.2). The bandwidth affects the amount of  
smoothing applied to the observed locations by controlling 
how the effect of  each location on the estimated density at 
an evaluation point scales with the distance from the loca-

tion (Fig. 20.2). Relatively large bandwidths allow locations 
far from the evaluation point to significantly influence the 
estimated density function at that point, producing uni-
modal, smooth estimated UD and large estimates of  home 
range size (Fig. 20.2D). Overly small bandwidths cause the 
estimated UD to fragment into numerous individual com-
ponents (Fig. 20.2C). Thus, estimates of  home-range size 
necessarily increase as bandwidth values increase; this phe-
nomenon is not a weakness of  the kernel method (Row and 
Blouin-Demers 2006), but is simply an inherent property. 
Separate bandwidths for the x- and y-coordinates, or a band-
width matrix that allows smoothing to be oriented along 
axes rotated from the x- and y-coordinates, are recommended 
(Wand and Jones 1995, Amstrup et al. 2004), but many home-
range software packages do not allow automatic incorpora-
tion of  such differential smoothing. The optimal bandwidth 
for a set of  locations (i.e., the bandwidth minimizing dis-
crepancy between the estimated and true UDs) is affected 
by the spatial spread of  the data and the overall spatial pat-
tern (e.g., degree of  clustering) of  observed locations. 
 In addition to the choice of  a general bandwidth selec-
tion method, there are options of  using either fixed kernels, 
in which the bandwidth stays constant for all locations, or 
an adaptive or variable kernel approach, in which different 
amounts of  smoothing are applied locally, depending on the 
number of  nearby locations. Generally the fixed kernel ap-
proach may perform better than the adaptive kernel approach 
implemented in ecological studies, primarily because the 
latter produces relatively greater smoothing at the edges of  
the estimated UD (Seaman and Powell 1996, Seaman et al. 
1999). When there are sharp boundaries between used and 
unused areas, the standard kernel method may overestimate 
home range size and estimate significant use of  unusable  
areas, regardless of  which bandwidth method is used (Getz 
and Wilmers 2004, Downs and Horner 2008). Thus, terri-
tories that have rigid boundaries may be problematic for 
current kernel estimators. However, the imprecise and am-
biguous nature of  territorial boundaries (Powell 2000) may 
mitigate this problem, especially for species with larger ranges 
( Jetz et al. 2004). Bounded kernels that allow a sharp discon-
tinuity between heavily used and unused areas are possible 
(e.g., Hazelton and Marshall 2009), but have not been im-
plemented in ecological studies 

Nonmechanistic Models
Many noninferential statistical models have been used to an-
alyze movement paths of  wildlife. These include random 
walks, first passage time, multibehavioral models, fractals, and 
Lévy flights (Hagen et al. 2001). These statistical approaches 
have been widely reviewed (Turchin 1998, Schick et al. 2008) 
and applied in the ecological literature. For example, the 
fractal index (D) is a scale-free measure of  the tortuosity of  
the movement path (With 1994). The value of  D typically 
ranges from 1 to 2; a value of  1 implies straight line move-
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ment and of  2 denotes a random movement path (but see 
Turchin [1998] for cautions about the use of  this index). The 
primary attraction of  these descriptive methods is for link-
ing these movement patterns to patterns of  the landscape to 
determine how species respond to and perceive their envi-
ronment (With 1994, Nams 2005). For example, With (1994) 
evaluated how D for 3 species of  acridid grasshoppers (Or-
thoptera) was affected by landscape structure in a grassland 
mosaic. 
 However, the linkage between these statistical descriptors 
and the underlying landscapes has historically been weak 
and “none of  these models has an ability to test for how 
landscape features actually influence the movement process” 
(Schick et al. 2008:1344). Instead, new inferential models, such 
as state-space modeling (Morales et al. 2004, Forester et al. 
2007, Eckert et al. 2008, Patterson et al. 2008) and other 
mechanistic models provide powerful new tools for model-
ing the movement steps and relating the species’ movement 
patterns to its environment. 

MECHANISTIC MODELS

Most home range estimators discussed to this point are mod-
els of  animal movement based on a statistical description  
of  point-location patterns. Modern approaches to modeling 

space use and movements include both statistical and con-
ceptual advances over traditional estimators. Traditional home-
range analyses have not included the time of  locations as an 
important variable, but only used them to be sure locations 
were statistically or biologically independent (Swihart and 
Slade 1985, Doncaster and Macdonald 1997). However, the 
exact sequence of  points in an animal’s path contains addi-
tional information not exploited by approaches that ignore 
the temporal aspect, and many models explicitly consider 
the links between successive locations. Temporal autocorre-
lation thus is not an issue of  concern, but it is directly inte-
grated into the model structure (Patterson et al. 2008, 
Schick et al. 2008). As discussed earlier in the chapter, loca-
tion error is present and often significant in all radioteleme-
try studies. Furthermore, unless location estimates are made 
every few seconds, trajectories connecting consecutive loca-
tions also will include additional error by presuming a 
straight line path between points. Modern analytical ap-
proaches explicitly incorporate uncertainty in estimated lo-
cations and movement paths, with separate components 
modeling the observational process (to account for location 
uncertainty) and the biological processes (Schick et al. 2008). 
The best of  these models directly incorporate biological 
mechanisms relating space use and movement to the under-
lying landscape, separate biotic and abiotic forcing (e.g., 

Table 20.2. Overview of bandwidth selection methods used for kernel density estimation in space-use studiesa

Method Description Strengths Weaknesses Selected references

Reference Would minimize discrepancy  Easily calculated; performance Oversmooths greatly, leading Silverman 1986, Seaman 
 (optimal)  between true and estimated   has been evaluated thoroughly  to high over-estimates of   and Powell 1996 
  UDs if  the distribution was     home range size; not optimal 
  bivariate normal   except for unimodal UDs 
Scaled-reference Reference bandwidth multiplied  Easily calculated; can reduce Optimal scaling proportion Worton 1995 
  by a fixed proportion  oversmoothing and out-  depends on UD shape and 
   perform unscaled reference   must be picked subjectively 
   bandwidth  
LSCV Numerical minimization of   Bias is low compared to reference Often fails or identifies inappro- Silverman 1986, Seaman 
  objective function based on   method; if  it does not fail, it  priately small bandwidth if   et al. 1999, Gitzen and 
  mean integrated squared   can perform well for UDs   there are identical observations  Millspaugh 2003 
  error of  estimated distribution  consisting mainly of  tight   or large sample sizes; high 
   clusters of  locations  sampling variability 
Likelihood cross- Minimize score function corres- Outperforms LSCV in terms of  Performance versus plug-in or  Silverman 1986, Horne 
 validation  ponding to the K-L distance   integrated squared error at  solve-the-equation approaches  and Garton 2006a
  between the true and esti-  sample sizes 40–60 in terms   unknown; size estimates  
  mated UDs  of  K-L distance and sampling   compared to positive bias  
   variability at all sample sizes   in home-range size estimates 
   and enables multimodel   compared to LSCV 
   comparisons  
Plug-in or solve- Error function is minimized Always produces a meaningful Oversmooths significantly and Wand and Jones 1995, 
 the-equation  theoretically, then numerical   estimate (unlike LSCV); over-  may be outperformed by  Gitzen et al. 2006 
  estimate is iteratively   smooths much less than  LSCV if  the UD has sharp 
  calculated  reference handwith  boundaries between used and  
    unused areas or consists mainly  
    of  tight clusters of  locations 

a K-L = Kullback–Leibler; LSCV = least-squares cross-validation; UD = utilization distribution.



  joshua j.  millspaugh et  al .

wind or water currents), and recognize that multiple behav-
ioral patterns may be represented in movement data. Rather 
than basing inference on a single descriptive model, investi-
gators increasingly are using multiple models tied to alter-
native biological explanations for patterns of  space use, us-
ing a likelihood framework that allows direct comparison  
of  these alternative models (Burnham and Anderson 2002, 
Royle and Dorazio 2008). 
 Thus, there is rapidly increasing focus, both in home-
range/UD analyses and in broader analyses of  locations and 
movements, on multimodel inference based on models that 
directly incorporate both observational and biological un-
certainty and that make use of  the temporal and behavioral 
dimensions of  radiotelemetry data. Compared to traditional 
descriptive methods, this approach is well suited for predict-
ing how space use may change under alternative ecological 
or management scenarios (Moorcroft and Lewis 2006). We 
use this section to briefly review these approaches and en-
courage readers to review Lima and Zollner (1996), Morales 
et al. (2004), Armsworth and Roughgarden (2005), Jonsen  
et al. (2005), and Schick et al. (2008) for additional back-
ground and specific examples.
 The key process that most movement models are trying 
to elucidate is the relationship between a moving animal 
and its environment. Explanatory and mechanistic models 
directly incorporate ecological factors hypothesized to af-
fect space use into the UD estimation process, incorporate 
rules governing movements between sequential locations, 
or combine both of  these approaches to model sequential 
movements as a function of  hypothesized explanatory fac-
tors. The first approach does not assess movements per se, 
but fits explanatory models to observed locations without 
incorporating the temporal link between sequential obser-
vations. For example, Matthiopoulos (2003) used a descrip-
tive kernel of  space use, with supplemental information 
about ecological factors and other factors affecting space 
use, and therefore can be seen as a link among descriptive 
and explanatory approaches. Additionally, Horne et al. (2007) 
estimated a probability density function with a maximum 
likelihood approach as a function of  spatially explicit covari-
ates, such as habitat variables and proximity of  potential 
mates. In both studies, alternative models were compared 
with an information theoretic approach (Burnham and An-
derson 2002); both the probabilistic UD and coefficients for 
the effects of  covariates are estimated simultaneously, thus 
unifying home range estimation and resource selection analy-
sis into an integrated approach (Horne et al. 2007). 
 Another category of  methods explicitly considers the links 
between successive locations (Kernohan et al. 2001). Tem-
poral autocorrelation thus is not an issue of  concern, but is 
directly integrated into the model structure. However, these 
movements are not typically modeled as a function of  ex-
planatory variables. This family of  approaches is not new. 
The estimator of  Dunn and Gipson (1977) assumes that a 

stochastic diffusion process determines movements between 
successive locations, with an underlying UD that is a bivari-
ate normal distribution (White and Garrott 1990). Horne  
et al. (2007) demonstrate the potential utility of  Brownian 
bridges for estimating home range size and other move-
ment characteristics. The Brownian bridge approach mod-
els a stochastic movement process (random walk) condi-
tioned on the locations of  each pair of  sequential location; 
Horne et al. (2007) build on the Brownian bridge to develop 
a probability density function for overall space use (i.e., the 
UD) that also incorporates telemetry uncertainty associated 
with each recorded location. No assumptions are made 
about the shape of  the UD. Like standard nonmechanistic 
approaches, the estimation of  the UD does not integrate 
habitat or other ecological factors directly into the estimator.
 The final, and most sophisticated, approach to relating 
animal movement to environment also builds on simple 
rules determining movements and then scales from individ-
ual movements to produce an estimate of  the overall proba-
bilistic UD. However, in contrast to the previous approach, 
here ecological factors are directly incorporated. These 
methods start with simple statistical descriptions of  move-
ment (e.g., diffusion or random walk processes), but then 
add movement rules as functions of  covariates hypothesized 
to affect movements. Movement rules might include mov-
ing toward or away, or changing the movement rate or turn-
ing propensity, in response to certain habitat characteristics 
or social factors (Moorcroft and Lewis 2006). This mecha-
nistic approach allows direct modeling of  the primary eco-
logical factors and processes hypothesized to affect space use 
as well as a prediction of  how space use may be affected with 
changes in these primary factors. Models are fit with maxi-
mum likelihood techniques, allowing information theoretic 
comparison of  alternative models and multimodel inference. 
For example, Moorcroft et al. (1999, 2006) used local land-
scape data on topography and prey availability to build a 
model of  coyote (Canis latrans) movement based on random 
diffusive movement. They found the prey-driven model was 
a better fit with telemetry data from the same area. By mak-
ing sequential movement direction a function of  habitat  
features, Moorcroft and Barnett (2008) demonstrate how a 
mechanistic model can integrate estimation of  the UD and 
resource selection analyses into a single framework. Christ 
et al. (2008) perform a similar integration by making the 
likelihood of  a relocation, given the previous location, a 
function of  habitat covariates. Moorcroft and Barnett (2008) 
essentially used a resource selection function (RSF) embed-
ded in a mechanistic home-range model, but they did not 
explicitly consider the time series nature of  the telemetry 
data. Models that consider temporal autocorrelation in data, 
as well as connections with the underlying landscape, are es-
sentially deducing a RSF from movement paths.
 The final conceptual advance we review here regarding 
animal movement modeling is the integration of  movement 



a n a ly s i s  o f  r a d i o t e l e m e t r y  d ata   489

patterns with animal behavior. Movement patterns can be 
used to infer the behavior of  an animal (also known as its 
state) and then used to better predict its subsequent move-
ment and habitat use. The effect of  factors on subsequent 
movements depends partly on an animal’s perceptual range 
(Mech and Zollner 2002), and this relationship can be di-
rectly incorporated into behavioral movement models. When 
integrated with the other statistical and conceptual advances 
discussed above, these integrated movement ecology mod-
els offer the most sophisticated view of  animal movement. 
These models offer the potential for predicting the realistic 
response of  individual animals to changing conditions, be 
they dynamic environments or management scenarios. 
Such models will allow us to infer behavior from movement 
patterns, find relationships between behavior and habitat, 
and use these relationships to better predict movements. 
 Although we expect rapid expansion of  the models de-
scribed in this section, several issues must be considered if  a 
biologist is considering using these approaches. First, the 
ability to develop models that target specific hypotheses 
about the species of  interest is a major advantage, but this 
specificity also means that models need to be tailored to 
each species and study situation, if  not to every individual 
animal. Although this approach more accurately reflects the 
complex reality of  animal movement, it also produces a 
new challenge to make the results of  one study more gener-
ally relevant, particularly for conservation and manage-
ment. Second, the mathematical complexity of  these ap-
proaches is beyond the quantitative skills of  many biologists. 
The examples we describe above include models developed 
as partial differential equations, hierarchical Bayesian statis-
tics, and state space models, to name a few. The hierarchical 
aspect of  many of  these models is functionally useful, be-
cause it allows them to factor higher dimensional problems 
into lower dimensional, conditionally dependent ones (Ber-
liner 1996, Wikle et al. 1998, Clark 2005). However, even 
quantitatively inclined ecologists may have difficulty imple-
menting such complex models. Finally, their bias and preci-
sion, compared to previous estimators, in estimating home 
range size and parameters related to factors affecting space 
use have not been evaluated thoroughly. Sample size require-
ments and evaluation of  how frequently data need to be re-
corded have not been examined in detail (Horne et al. 2007).

SITE FIDELITY, ANIMAL INTERACTIONS,  
AND SPACE USE OVERLAP

We discuss site fidelity and animal interactions together, be-
cause to some extent they both fall under the general um-
brella of  space use overlap. Fidelity is “the tendency of  an 
animal either to return to an area previously occupied or to 
remain within the same area for an extended period of  
time” (White and Garrott 1990:133). Fidelity measures com-
ponents of  overlap over time for the same individuals or 

group, whereas interaction analyses looks at overlap among 
different animals at the same time or over time. Therefore, 
some analytical methods used to assess fidelity also are use-
ful for looking at spatiotemporal overlap among individuals 
of  the same or different species. 
 Analyses of  animal interactions frequently are classified 
as either static or dynamic (MacDonald et al. 1980, Don-
caster 1990). Static analyses consider spatial interaction and 
overlap over a long time period, whereas dynamic analyses 
consider the temporal dimension to look at extent to which 
animals are in close proximity simultaneously. Techniques 
used for assessing static animal interactions are equally use-
ful for comparing site fidelity over time. These approaches 
include comparing changes in one aspect of  the UD (e.g., 
home range centroid) over time, or examining to what de-
gree the overall UD has changed. Distances among cen-
troids or average locations can easily be calculated and com-
pared over time and across different groups of  animals; a 
null hypothesis of  no shift in centroids or no differences in 
the magnitude of  shifts for different groups can be com-
pared with multivariate tests (Hotelling’s T2 or a Mann–
Whitney method). However, this approach is not sensitive 
to changes in space use, such as expansions of  the area used, 
that do not change the mean location (White and Garrott 
1990). 
 Broader changes in space use over time or among groups 
can be assessed by examining whether the sets of  loca- 
tions from different periods or animals come from the same  
underlying distribution, by assessing overlap among the 
2-dimensional home range estimates, or by comparing over-
all overlap in UDs calculated for different times or animals. 
A flexible test of  whether 2 sets of  locations come from  
the same or different UDs is the multiresponse permutation 
procedure proposed by Mielke and Berry (1982). This method 
examines whether the average pairwise distance between 
locations in a group or time period are similar to the aver-
age distances among locations calculated independently of  
time period. It does not require an estimated UD from a  
statistical model, but simply uses the observed locations, 
which may be seen as an advantage of  this approach (White 
and Garrott 1990). However, model-based quantification of  
overlap allows estimation of  the amount of  overlap rather 
than just a test of  whether overlap occurred (Fieberg and 
Kochanny 2005).
 Estimates of  2-dimensional overlap are based on the per-
centage of  each home range polygon that overlaps the other 
polygon in the comparison. If  Ai,j is the area of  animal i’s 
home range that overlaps animal j’s home range (with area 
Ai), then HRi,j = Ai,j/Ai is the proportion of  animal i’s home 
range that overlaps animal j’s home range. For example, 
HR1,2 = A1,2/A1, and HR2,1 = A2,1/A2; these 2 indices are not 
equal unless both animals have the same home range size 
(A1 = A2). Although intuitively simple, these indices are ap-
propriate only if  use is uniformly random in each home 
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range. If  home range use is not uniform, 2-dimensional 
overlap is a biased estimate of  joint space use, because it does 
not consider each animal’s probability of  using the over- 
lapping areas (i.e., outer contours of  the home range may 
overlap significantly, even though this overlap occurs where 
probability of  use by each animal is relatively low; Kerno-
han et al. 2001). Such problems are avoided by overlap indi-
ces that consider differential use intensity in each UD, based 
on joint probabilities of  use of  the same area. Use of  esti-
mated UDs allows direct estimation of  the probability that 2 
animals have used the same area over the time period for 
which data were collected. Such UD-based estimates should 
replace overlap analyses based on 2-dimensional overlap 
(Millspaugh et al. 2004, Fieberg and Kochanny 2005).
 Fieberg and Kochanny (2005) reviewed and compared 3 
alternative measures of  overlap that consider the complete 
probability density function for each UD: the volume of 
intersection index, introduced by Seidel (1992); Bhattacha-
ryya’s affinity (Bhattacharyya 1943), and an alternative UD 
overlap index. The volume of  intersection index estimates 
the integrated overlap in density among 2 UDs; Bhatta- 
charyya’s affinity index and UD overlap index measure the 
joint distribution based on the product of  2 UDs. Although 
these indices correctly rank pairs of  UDs based on the true 
amount of  overlap and should be used in preference to 2- 
dimensional estimators, they are biased. The amount of  bias 
depends on the true amount of  overlap. Simulations indi-
cate these indices underestimate overlap when it is high and 
overestimate overlap when it is moderately low. Bias also is 
affected by sample size, making comparisons in overlap esti-
mates among studies problematic (Seidel 1992, Fieberg and 
Kochanny 2005).
 Dynamic interaction analyses consider whether 2 animals 
are using an area at the same time, and thus require near- 
simultaneous locations for each animal (Minta 1992, Fuller 
et al. 2005). Traditional dynamic interaction analyses com-
pute indices of  co-occurrence. Cole’s (1949) coefficient of  
association compares the proportion of  total observations 
for 2 animals in which the animals occurred in the same lo-
cation simultaneously. A distance-based index (Kenward 
2001) computes whether the average distance between si-
multaneously taken observations for 2 animals is different 
than the average pairwise difference among all locations re-
gardless of  time; it can indicate avoidance, positive associa-
tion, or no relationship in simultaneous space use. The util-
ity of  dynamic interaction analysis has been facilitated greatly 
by technology (e.g., Prange et al. 2006), and continued sen-
sor development will help us understand these interactions. 

GENERAL MOVEMENT CHARACTERISTICS

In addition to broad properties of  space use, investigators 
often focus on detailed aspects of  discrete movements and 

movement paths between observed locations. As with anal-
yses of  UDs, traditional analyses of  individual movements 
have focused on nonmechanistic statistical descriptions of  
selected movement characteristics. The distance, direction, 
and rate of  movement may be relevant to basic understand-
ing of  a species’ natural history, may have direct manage-
ment relevance (e.g., understanding the timing of  migration 
in relation to harvest regulations), or may be compared among 
groups or habitats to test hypotheses about factors affecting 
movements. Distance between successive locations at times 
i and i + 1 can be calculated as di,i+1 = √(xi+1 – xi)2 + (yi+1 – yi)2. 
White and Garrott (1990), Kernohan et al. (2001), and other 
sources provide formulas for calculating the direction of  
travel. Summaries and statistical analyses of  movement di-
rection must use methods designed for circular distribu-
tions. A summary of  such methods is provided by Zar (1996), 
and comprehensive monographs also are available (e.g., 
Mardia and Jupp 1999). 
 Biologists are often interested in quantifying movement 
characteristics for migratory and dispersal movements, and 
in comparing these characteristics before and after onset of  
such larger scale movements. For land managers, understand-
ing where animals go involves both determining the final des-
tination as well as the path or corridor used to get to this des-
tination. Understanding the “which,” “what,” and “where” 
aspects usually requires telemetry techniques that enable ani-
mals to be located far from their original location as well as a 
large sample of  animals. For example, if  the objective is to 
compare proportions of  males versus females that migrate 
with real—but unknown—proportions of  0.3 and 0.6, respec-
tively, basic power calculations (Zar 1996) indicate that one 
would need to monitor 33 animals of  each sex to have high 
power (0.8) to detect such a difference at a significance level 
of  0.10. Any study of  long-distance movements, such as mi-
gration, needs to develop objective criteria for determining 
the onset of  these movements (i.e., separating these move-
ments from the more normal movements that occur before 
and after migration or dispersal events). Ideally, these criteria 
are defined a priori, but in practice, they may have to be de-
fined after exploratory analyses of  the data, unless the investi-
gator has a good understanding of  what constitutes normal 
nonmigratory movements in the study population. 
 As with home range or space use analyses, analysis of  
specific movement attributes increasingly is done using a 
multimodel, often hierarchical approach in a likelihood-based 
framework (Schick et al. 2008). Moreover, the line between 
analyses of  space use versus individual movements is increas-
ingly blurred, as models scale up from properties of  individ-
ual movements to estimates of  an overall UD. Thus, the sum-
mary of  mechanistic home range or space use models earlier 
in this chapter provides a starting point for understanding 
more recently developed approaches to analyzing movement 
data.
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USE OF RADIOTELEMETRY DATA TO STUDY 
RESOURCE SELECTION

The study of  wildlife–habitat relationships has been greatly 
enriched by use of  radiotelemetry. Resource selection is a 
popular and active area of  research that addresses the re-
source choices made by wildlife. Here, we consider resources 
to be vegetation, objects (e.g., a cavity), or environmental 
conditions (e.g., wind). In the study of  wild animals, re-
sources are tied to spatial features of  the environment, mak-
ing resource selection a spatially explicit issue. Managers of-
ten use the results of  resource selection studies to guide 
vegetation management directed at improving conditions 
for a species, evaluate how species might overlap and com-
pete for resources, or assess how human disturbances affect 
a species’ distribution. There is an implied assumption in re-
source selection studies of  wildlife that when a resource is 
selected, it promotes fitness of  the animal. Radiotelemetry 
is uniquely able to provide unbiased estimates of  resources 
used by wildlife, provided the important sampling issues dis-
cussed above are considered and appropriate analytical pro-
cedures are used and interpreted properly. In this section, 
we provide an overview of  the concepts and methods of  an-
alyzing wildlife resource selection with radiotelemetry data. 
McDonald et al. (Chapter 17, This Volume) offer an in-depth, 
broader discussion of  the analytical techniques that assess 
resource selection and food use and availability using a broad 
range of  techniques.
 The study of  resource selection comes with its own jar-
gon, and biologists should be aware of  basic terms and con-
cepts. Foremost among terminology is use, availability, se-
lection, and preference. Use is the quantity of  a resource 
utilized by the consumer in a fixed period ( Johnson 1980) 
and is by default a subset of  available ones (Buskirk and 
Millspaugh 2006). In telemetry studies, use is often defined 
by telemetry locations, but it also can be defined by a collec-
tion of  points, such as a UD (Marzluff  et al. 2004, Millspaugh 
et al. 2006) or other metrics (e.g., time, distance traveled, or 
energy expended; Buskirk and Millspaugh 2006). If  resources 
are selected, they are used disproportionately more than 
would be expected based on their availability ( Johnson 1980). 
Availability is one of  the more difficult components to de-
fine in resource selection studies, because it is strongly af-
fected by semantics and scale (Buskirk and Millspaugh 2006). 
Definitions of  availability ( Johnson 1980, Manly et al. 2002, 
Fuller et al. 2005) all consider accessibility and the amount 
of  resources. However, such factors as accessibility are nearly 
impossible to determine in field studies. Instead, biologists 
consider only the occurrence of  a resource in a study area 
or some finer scale when defining availability. Some recent 
evaluations and analytical options consider animal move-
ment rates and simultaneous modeling of  movements and 
resources, but most simply consider the maximum area that 

could have been used as a means of  defining resource avail-
ability. Preference for a resource reflects the likelihood of  
that resource being chosen if  offered on an equal basis with 
others ( Johnson 1980). Therefore, it is nearly impossible to 
determine resource preference for free-ranging animals, be-
cause resources are not available in equal units and in a ran-
dom distribution (Marzluff  et al. 2001). Thus, resource se-
lection of  free-ranging animals is restricted to use and 
selection, unless resources meet these criteria. Avoided re-
fers to use that is disproportionately less than would be ex-
pected based on the availability of  that resource ( Johnson 
1980). Based on this standard definition, the animal still may 
use resources that are “avoided,” so the intuitive connota-
tion of  the term does not match its definition in this con-
text. “Unused” resources received no use during the study 
period. 
 The hierarchical nature of  resource selection studies in-
herently requires those using telemetry to consider the or-
der of  selection ( Johnson 1980). The selection of  areas and 
resources by animals can be seen as a hierarchical process 
( Johnson 1980). The importance of  hierarchical selection 
should be explicitly considered as part of  the research de-
sign, because the selection order implicitly identifies the 
population of  interest, the experimental units, and the level 
of  management interpretation (Thomas and Taylor 1990). 
First-order selection considers the selection of  the physical 
or geographic ranges of  a species ( Johnson 1980). Second-
order selection evaluates the selection of  a home range 
in the study area or geographic range of  the species (i.e.,  
it emphasizes resource selection in the overall study area; 
Johnson 1980, Thomas and Taylor 1990). Third-order selec-
tion evaluates the importance of  resource components in 
the animal’s home range, emphasizing resource selection pat-
terns in the home range (Thomas and Taylor 1990). Most 
studies involving radiotelemetry will focus on second- or 
third-order resource selection. 
 A second critical element of  the study design is the deter-
mination of  how use and availability data will be collected, 
which determines which analytical methods are appropri-
ate. The variety of  available approaches primarily reflects 
data reliability, quantity of  data recorded at each animal lo-
cation, and the assumption about data independence among 
animals and animal locations. Thomas and Taylor (1990) de-
scribed the 3 study designs for resource selection studies,  
depending on whether use or availability information is col-
lected for the individual or for the population as whole. 
Study design I assumes that both use and availability data 
are collected and summarized at the population level. Study 
design II records use per animal, but defines availability for 
the entire population. In contrast, study design III estimates 
use and availability for each animal. Erickson et al. (2001) 
added a fourth design that considers recent developments in 
resource selection studies (Arthur et al. 1996; Cooper and 
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Millspaugh 1999, 2001). As with the 2 previous designs, de-
sign IV summarizes use per animal, but it defines availabil-
ity for each location rather than assuming that availability is 
constant throughout the study area or home range. Alldredge 
et al. (1998) provide a useful discussion of  the assumptions 
of  each technique across different designs. 
 Resource selection analyses most often compare resources 
used by the animal to resources considered available to the 
animal or population. Resource availability represents the 
amount of  area of  each vegetation type (e.g., meadow or 
ponderosa pine forest) that is available for use by the popu-
lation or individual animal. Unfortunately, it is one of  the 
most troubling aspects of  resource selection studies that 
compare use to availability (Cooper and Millspaugh 1999). 
The biologist’s definition of  availability might not corre-
spond to what the animal perceives to be available (Marzluff  
et al. 2001). For example, various factors that may be im-
measurable to the biologist might influence what is actually 
available to an animal (e.g., social hierarchies or predation; 
Otis 1997, 1998; Mysterud and Ims 1998). Thus, the deter-
mination of  the area for each vegetation type may not pro-
vide an adequate means to measure habitat availability 
( Johnson 1980, White and Garrott 1990). In addition, defini-
tion of  the appropriate study area can be problematic and 
can influence availability (Porter and Church 1987). A com-
mon problem in defining availability is the occurrence of  
widespread vegetation types that are rarely used, possibly 
indicating this vegetation type is not biologically suitable for 
the species. Inclusion or exclusion of  this vegetation type 
may have a substantial influence on habitat selection analy-
ses ( Johnson 1980), and alternative analyses including and 
excluding these vegetation types should be presented (Thomas 
and Taylor 1990). There is limited general guidance on deal-
ing with other problems related to defining availability 
( Johnson 1980, Porter and Church 1987, Cooper and Mills- 
paugh 1999); appropriate strategies for addressing these 
problems depend on the species studied.
 Resource selection studies may focus on selection of  dis-
crete sites or of  general habitats. The spatial extent of  avail-
ability commonly may be based on the entire study area or 
the area within some specified distance of  the focal site, on 
composite population-wide “home range” in the study area, 
on individual home ranges, or on multistage approaches 
combining multiple scales (Buskirk and Millspaugh 2006). Ul-
timately, the decision of  which boundary to use is dependent 
on what order of  selection is being considered, the animal un-
der investigation, and objectives of  the study; each potential 
definition of  spatial extent of  availability has potential prob-
lems. The boundary of  a study area may have no biological 
meaning from the standpoint of  the animals being studied, 
but using the investigator-defined study area boundary may 
be appropriate in coarse scale evaluations (e.g., Erickson et al. 
1998). Porter and Church (1987) demonstrated that when 
vegetation types are aggregated, the study area measure of  

availability may provide spurious results. Using composite or 
individual animal home ranges is problematic, in that a re-
searcher must select an appropriate home range estimator, 
and previously discussed issues, such as sample size, choice of  
contour, and the technique used, all affect home range esti-
mates. Placing a buffer around individual locations to define 
availability helps refine what is considered available to an  
animal, but it requires the investigator define a biologically 
meaningful buffer size (Cooper and Millspaugh 1999, 2001). 
At any of  these scales, defining availability may require or be 
facilitated by GIS layers for resources of  interest. However, 
GIS data layers have limitations that should be carefully con-
sidered in resource selection analyses. For example, difficul-
ties in assigning use locations to habitat features and a mis- 
calculation of  vegetation type areas or other landscape metrics 
are possible when map accuracy is low. 
 Use is usually quantified based on the telemetry points 
directly or on some summary of  those observations via a 
home range analysis. Although many other measures have 
been proposed (see Buskirk and Millspaugh 2006), use of  
these methods is most dominant in the literature. Most stud-
ies use time as the currency of  use, followed by event sites. 
However, as technology makes other options more readily 
available, we expect changes to the interpretation of  use and 
frequency metrics, such as distance traveled. 
 One important and often overlooked aspect of  resource 
selection relates to the animal’s behavior at relocation points. 
Marzluff  et al. (2001) argued that knowing what an animal 
is doing in a particular resource increases our understanding 
of  why the animal is there. Marzluff  et al. (2001:315) devel-
oped behavior-specific UDs based on kernel density esti-
mates to evaluate whether resources were used differently 
for 4 behaviors (foraging, locomotion, perching, and paren-
tal care). Using nested discrete-choice models, Cooper and 
Millspaugh (2001) illustrated how to account for variation in 
animal behavior in resource selection studies. By comparing 
RSFs with and without behavior included as a component, 
they demonstrated potential problems with ignoring the be-
havioral element.

POPULATION ESTIMATION

Radiomarked animals provide considerable advantages for 
estimating wildlife population size and density, because in-
formation about the locations of  animals can be incorpo-
rated into the estimates. Initially, especially for territorial 
pack animals (e.g., gray wolf  [Canis lupus]; Burch et al. 2005), 
home range or territory size and percentage overlap of  
home ranges of  radiomarked animals was scaled up to esti-
mate population size based on the number of  territories or 
home ranges the study area likely supported. However, this 
approach generally underestimates the actual population.
 Many wildlife population studies now use data from radio-
marked individuals as auxiliary information to refine esti-
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mates based on other, independent techniques. There are 4 
primary ways that radiomarked animals can be used to aug-
ment or improve population estimates (White and Shenk 
2001). The first is direct mark-resighting, in which animals 
are marked and later recaptured or observed. The second 
uses sightability models developed from radiomarked ani-
mals that serve as correction factors applied to each individ-
ual or group of  animals observed. The third employs radio-
marked animals in conjunction with trapping or capture 
grids that are used to assess demographic closure. The 
fourth uses radiomarked animals as an auxiliary likelihood 
with age-at-harvest data in a statistical population recon-
struction analysis (Skalski et al. 2005, Broms et al. 2010).

Mark–Resight Estimation
In mark-resight estimation, a sample of  animals is initially 
captured (marked); however, resightings are rarely based on 
recaptures, but on observations, including direct observa-
tions or camera surveys. A major advantage of  this tech-
nique is that costs of  resightings are generally minimal rela-
tive to initial capture costs. A disadvantage is that standard 
mark–recapture closed population estimation models are not 
appropriate (e.g., Otis et al. 1978), because unmarked ani-
mals cannot be marked during resighting occasions. Mark–
resighting techniques have been used frequently with un-
gulates, such as white-tailed deer (Odocoileus virginianus; 
Rice and Harder 1977), mule deer (O. hemionus; Bartmann 
et al. 1987), and bighorn sheep (Ovis canadensis; Bartmann et al. 
1987, Neal et al. 1993), as well as with carnivores, including 
black bears (Ursus americanus) and grizzly bears (U. arctos; 
Miller et al. 1987, 1997), coyotes (Hein and Andelt 1995), 
and harbor seals (Phoca vitulina; Ries et al. 1998). The tech-
nique has broad utility for other species that can be marked 
and feasibly resighted (e.g., Magle et al. 2007). 
 There are 2 critical assumptions in mark–resight studies. 
The first assumption is that radiomarked animals must have 
the same sightability as unmarked animals. Thus, behavior 
of  marked individuals is comparable to unmarked individu-
als, and marked animals adequately represent variability in 
the sightability of  unmarked animals. For example, a study 
area having 3 markedly different understory vegetation types 
would require marked animals in each of  these 3 types. The 
second assumption is the population is closed, with 2 forms 
of  closure assumed. One form assumes the population has a 
fixed size with no births, deaths, immigration, or emigra-
tion during the study. The second form is geographic clo-
sure. Geographic closure is required for most mark–resight 
models, a notable exception being the joint hypergeometric 
estimator (White and Shenk 2001). The closure assumption 
needs to be carefully considered during study design. For 
example, surveys should be conducted during periods of  
minimal immigration or emigration. As discussed below, 
one analytical method allows the closure assumption to be 
relaxed by modeling immigration and/or emigration (Neal 

et al. 1993). Statistical tests are available to assess geographic 
closure of  populations (Stanley and Burnham 1999, Stanley 
and Richards 2003). In studies extending over longer peri-
ods, sampling needs to be scheduled in discrete sessions of  
concentrated surveys (e.g., 1 week/yr), with closure in each 
session (i.e., secondary occasions, such as 5 days of  surveys 
in a 2-week period), but not necessarily between sessions 
(primary occasions, such as the survey week each year). 
However, data from all sessions can be integrated into a sin-
gle analysis to support more efficient sightability parame-
ters (McClintock et al. 2006). This framework also has been 
extended to allow estimation of  apparent survival and tran-
sitions between observable and unobservable states (Mc-
Clintock and White 2009).
 Additional assumptions may be necessary to obtain unbi-
ased population estimates, regarding whether the popula-
tion is sampled with replacement and regarding heterogene-
ity in detection probabilities. Individual capture heterogeneity 
(e.g., heterogeneity in capture probability during the mark-
ing phase and in sightability during the resight phase) sim-
ply quantifies variation in detection among individuals in a 
population and has been demonstrated for numerous wild-
life species, including black bear (Belant et al. 2005). Further-
more, capture heterogeneity can occur even with individu-
als and is influenced by behavior, as demonstrated in moose 
(Alces alces; Gasaway et al. 1985). The effect of  violating as-
sumptions of  closure, sampling with replacement, and cap-
ture heterogeneity are dependent on the mark–resight pop-
ulation estimator used (White and Shenk 2001).
 Commonly used models in mark–resight population esti-
mation include the joint hypergeometric estimator ( JHE; 
White and Garrott 1990; Neal et al. 1993), an extension of  
the JHE to accommodate immigration and emigration (Neal 
et al. 1993), Bowden’s estimator (Bowden and Kufeld 1995), 
and the Minta–Mangel estimator (Minta and Mangel 1989). 
The JHE is a maximum likelihood estimator that estimates 
population size using an iterative numerical approach. It as-
sumes the number of  individuals in the population and 
number of  marked animals is constant across sampling  
occasions. However, the probability of  observing marked 
animals is not assumed to be constant across sampling occa-
sions. The extension of  the JHE accommodating immigra-
tion and emigration incorporates a binomial process (Neal 
et al. 1993). The likelihood function incorporating immigra-
tion and emigration is the product of  the probability of  an 
animal in the study area during the sampling occasion (cal-
culated using the binomial distribution) and the joint hyper-
geometric likelihood (White and Shenk 2001).
 Bowden’s estimator is grounded in a sampling survey 
and based on the frequency of  observations of  marked indi-
viduals along with the sum of  observations of  unmarked in-
dividuals (Bowden and Kufeld 1995). This estimator calcu-
lates confidence intervals based on the variance of  resighting 
frequencies of  marked individuals. An unbiased estimate us-
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ing this procedure requires identification of  ≥90% of  marked 
individuals sighted (White 1996). The Minta–Mangel esti-
mator employs a bootstrap of  the population size based on 
the frequency of  marked animal observations (Minta and 
Mangel 1989). Sighting frequencies of  unmarked animals 
are randomly drawn from the observed sighting frequencies 
of  marked animals, until the total number of  captures 
equals the total number of  sightings of  unmarked individu-
als. The number of  unmarked animals drawn represents an 
estimate of  the number of  unmarked individuals. The pop-
ulation size is then estimated as the number of  marked indi-
viduals plus the number of  unmarked animals sampled.  
Although this estimator is generally unbiased, confidence 
interval coverage is not at the expected 95% level, because 
the number of  marked animals observed is fixed as opposed 
to being a random effect (White 1993). Recently developed 
estimators using mixed-effects models have expanded ana-
lytical options by incorporating random effects into the 
model heterogeneity when sightability varies among indi-
viduals (McClintock et al. 2009a, b).
 Choice of  model to use for mark–resight population es-
timation will be determined largely on the validity of  model 
assumptions. Except for the most recently developed esti-
mators, all other estimators described require equal sight-
ability of  marked and unmarked animals. All except the 
Neal et al. (1993) extension to the JHE assume demo-
graphic closure (White and Shenk 2001) during each pri-
mary sampling occasion. However, remaining assumptions 
necessary to obtain unbiased estimates vary among the 
models described. For example, all but the JHE model with 
immigration and emigration require geographic closure. 
Neither form of  JHE accommodates sampling with replace-
ment or individual capture heterogeneity. In contrast, 
Bowden’s and the Minta–Mangel estimators allow sampling 
with replacement and individual heterogeneity. Estimators 
developed by McClintock et al. (2009a, b) are highly flexible 
in allowing individual heterogeneity, sampling with or 
without replacement, and estimation without exact knowl-
edge of  the number of  marked animals currently in the 
population.

Sightability Models
Sightability models are used frequently in wildlife popula-
tion estimates, particularly those derived from aerial sur-
veys. Surveys typically involve dividing the study area into 
sampling units that generally are then selected using a ran-
dom or stratified random design. Those sampling units se-
lected are then surveyed with the goal of  counting every an-
imal in each unit. However, sightability can be influenced by 
vegetation, topography, group size, animal behavior, and 
observer (e.g., Floyd et al. 1979, Gasaway et al. 1985, Samuel 
et al. 1987, Cogan and Diefenbach 1998, Bleich et al. 2001, 
Walsh et al. 2009). Consequently, detection of  animals is im-
perfect, and radiomarked animals are used to develop sight-

ability models that reduce visibility bias stemming from  
imperfect detection. Sightability models using radiomarked 
animals have been developed and applied to elk (Cervus 
canadensis; Unsworth et al. 1990, Otten et al. 1993, Walsh et al. 
2009), moose (Gasaway et al. 1985, Anderson and Lindzey 
1996), mule deer (Ackerman 1988), bighorn sheep (Bodie  
et al. 1995), mountain goats (Oreamnos americanus; Rice et al. 
2009), Arabian oryx (Oryx leucoryx), and waterfowl (Smith 
et al. 1995b). Samuel et al. (1992) developed sightability 
models to correct age and sex bias in surveys of  wildlife 
populations.
 To develop sightability models, radiomarked animals are 
initially located, and a search area is delineated around the 
locations. An independent observer(s) without knowledge 
of  the locations of  marked animals then searches the area. 
Covariates (e.g., group size or vegetation) considered im-
portant are recorded for each marked animal sighted. Ani-
mals not sighted are located via telemetry after the search 
to record the same covariates. A logistic regression model is 
generally developed to predict the probability of  sighting an 
animal based on the values of  covariates in the model. The 
model is then used to correct sightability bias in the ob-
served counts of  animals. Thus, radiotelemetry is used only 
during the model development phase.
 There are 2 important assumptions when using sightabil-
ity models. The first is that conditions observed during op-
erational surveys must be in the range of  conditions that 
were observed during development of  the sightability model. 
For example, it is inappropriate to use a sightability model 
that incorporated group sizes up to only 3 individuals for a 
survey where group sizes of  up to 10 individuals were re-
corded. Also, sightability can be influenced by the type of  
aircraft, altitude, flight speed, and search pattern or effort; 
therefore, these factors must be constant between the model 
development and operational survey phases. The second as-
sumption is there is no measurement error for covariates 
used to predict sighting probability. For example, under-
counting group size during model development will result 
in a negatively biased population estimate when applied to 
survey data (Cogan and Diefenbach 1998).

Correction for Density Estimation
In traditional mark–recapture population surveys using a 
grid of  sampling locations (i.e., trapping grids), the naïve 
density estimate (estimated population size/area of  trap grid) 
is biased. Animals on the periphery of  the trapping area 
spend only a portion of  their time in the area, resulting in 
difficulty in estimating effective trapping area and naïve den-
sity estimates that overestimate true density. In a multisite 
study (e.g., comparison of  abundance among different habi-
tat types), comparisons based on absolute abundance esti-
mates will be biased if  effective trapping area systematically 
differs among the site types being compared. Heuristic ap-
proaches to estimating the effective trapping area (e.g., nested 
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trapping grids) are ad hoc approaches (Otis et al. 1978, Wil-
son and Anderson 1985) and are inferior to approaches based 
on distance sampling (e.g., trapping webs; Anderson et al. 
1983).
 Radiomarked animals have been used to refine estimates 
from trapping grids in 3 primary ways. The first is establish-
ing a buffer around the trapping grid, generally one equal to 
the radius of  a circle the size of  the average home range 
during the period or season of  inference (Kenward 1987, 
2001; Soisalo and Cavalcanti 2006). The second means of  
correcting bias is to use the proportion of  radiomarked ani-
mals that spend ≥50% of  their time in the trapping grid 
(White and Shenk 2001). However, this approach would re-
sult in a density of  zero if  no animals spent ≥50% of  their 
time in the area. To account for this problem, the third bias-
correction approach is to estimate the proportion of  time 
each radiomarked animal spends in the area trapped. From 
this estimate, a mean and variance can be calculated that 
can be applied to the population estimate and variance de-
rived from the trapping. If  tissue samples are collected from 
captured animals or if  radiomarked animals are individually 
identifiable visually, this approach can be similarly applied 
to camera trap or hair snare grids (Garshelis 1992, Mat-
thews et al. 2008). Populations estimated using the third ap-
proach may be biased if  animals spending little time in the 
trapping grid are proportionately less likely to be initially 
captured and radiocollared.

Use of Radiotelemetry Data in Statistical  
Population Reconstruction
Statistical population reconstruction is a recent approach 
used to model age-at-harvest data for many wildlife species 
(Gove et al. 2002, Skalski et al. 2005, Broms et al. 2010). For 
many management agencies, age-at-harvest and hunter ef-
fort data are commonly used for population estimation, be-
cause they are easy to collect, applicable across large spatial 
extents, and do not require intensive or expensive sampling 
(Skalski et al. 2005, Millspaugh et al. 2009). 
 Statistical population reconstruction uses an age-at- 
harvest likelihood, a reporting likelihood (e.g., incomplete 
harvest reporting or sampling for sex and/or age composi-
tion), and an auxiliary likelihood, such as radiotelemetry, 
but it could take several forms (Skalski et al. 2005). Auxiliary 
likelihoods are independent datasets that are used to esti-
mate one or more demographic parameters. For example, 
use of  radiotelemetry data to estimate natural survival could 
be used as an auxiliary likelihood to refine population esti-
mates (Broms et al. 2010). Alternatively, population estimates 
obtained from mark–recapture efforts or aerial surveys us-
ing radiomarked animals can be used to calibrate estimates 
obtained using statistical population reconstruction (Skalski 
et al. 2005). This modeling technique has considerable po-
tential; a thorough description of  its development and appli-
cations is provided by Skalski et al. (2005).

SURVIVAL

Estimating survival of  animal populations is an integral 
part of  wildlife ecology and management. Monitoring radio-
marked animals provides us knowledge of  when animals 
were marked, the time and position of  each consecutive lo-
cation, and status (e.g., alive, dead, or missing); thus, radio-
telemetry is the basis for many survival studies. Use of   
radiotelemetry allows us to understand cause-specific mor-
tality, rates of  survival, and what factors influence rates of  
survival (e.g., Haines et al. 2005, Bender et al. 2007). For ex-
ample, radiotelemetry has been used to estimate the effects 
of  humans on survival (Belant 2007, Adams et al. 2008) and 
predation rates (Vreeland et al. 2004, Knopff  et al. 2009), 
and to compare survival among sex or age cohorts (Cham-
berlain and Leopold 2001, DelGiudice et al. 2006).
 Numerous models have been adapted or developed to es-
timate survival of  radiomarked individuals. The appropriate 
strategy to use depends on numerous factors, including 
study objectives, variability in survival rates, occurrence of  
immigration or emigration, and whether the fate of  all 
study animals is known. Animals that are missing or animals 
at the end of  a study are considered right-censored, because 
the death of  the animal was either unknown or did not oc-
cur during the study; right censoring may occur because of  
migration from the study area, transmitter failure, or termi-
nation of  the study. Left-censored individuals entered the 
study after it started and after some mortality may have al-
ready occurred. We provide a brief  overview of  those tech-
niques most commonly used. More comprehensive treat-
ments are provided by White and Garrott (1990), Kenward 
(2001), Winterstein et al. (2001), and Murray (2006).
 The analysis of  survival data from radiomarked animals 
can be divided into 2 general categories: one that considers 
estimating a survival rate for a discrete time interval and the 
other that estimates a continuous survival curve. Interval 
survival rates assume a constant mortality rate across the 
study period, so the timing of  mortalities does not matter. 
Instead, the number of  days each animal survives in the 
time interval is important. These interval-based methods 
are appropriate when the fate of  all animals is known, the 
survival rate is constant throughout the time period, and all 
animals are radiomarked at the beginning of  the interval. 
However, in many cases, biologists often add new radio-
marked animals into the study, animals do not have con-
stant mortality rates throughout an interval, and the fate of  
some animals may be censored. In such situations, continu-
ous survival models are appropriate. 

Heisey–Fuller Method
Originally developed for estimating avian nesting success 
(Mayfield 1961, 1975), this approach was later adapted for 
estimating survival of  radiomarked wildlife (Trent and Rong-
stad 1974, Heisey and Fuller 1985) and used extensively to 
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estimate cause-specific mortality. Survival is assumed to be 
constant in each interval (e.g., day or week). Survival for 
each time step (e.g., daily survival) is derived from the num-
ber of  deaths and number of  exposure days during each 
time step (i.e., number of  deaths per total radiodays), and 
the interval survival rate is calculated exponentially using 
daily survival and the number of  time steps during the in-
terval. This method is appropriate when survival is constant 
for short intervals, but may vary over longer time periods; 
that is, a study may consist of  consecutive intervals with 
constant survival assumed within, but not among, intervals 
(Williams et al. 2004). Formulas for variance estimates of  
survival rates for time steps, as well as confidence intervals 
for animals located at irregular intervals, have been devel-
oped (Bart and Robson 1982). 

Kaplan–Meier Estimator
The Kaplan–Meier (product limit) estimator (Kaplan and 
Meier 1958) was adapted for survival analyses in wildlife  
radiotelemetry studies during the 1980s (e.g., Krauss et al. 
1987, Conroy et al. 1989, Pollock et al. 1989). It differs from 
the Heisey–Fuller method in the assumption of  constant 
survival is relaxed in time intervals, because mortality events 
are used to define the time intervals (Murray 2006). For this 
estimator, the survival function is the probability of  an ani-
mal in the population surviving for a specified number of  
time intervals since the study began. The Kaplan–Meier es-
timator will produce a survival curve showing the probabil-
ity of  survival as a function of  time. At the start of  the time 
step, survival is assumed to be 1.0; each mortality in the 
pool of  radiomarked animals is demonstrated graphically 
by a decrease in survival (Fig. 20.3). The method is attrac-
tive, because it can incorporate the addition of  radiomarked 
animals after the beginning of  the study and is robust to 
right censoring. 

 The generalized form of  the Kaplan–Meier estimator is 
recommended, because it adjusts the conditional probability 
based on individuals radiomarked after study initiation; 
however, this form is sensitive to small sample sizes (Pollock 
et al. 1989). Nelson (1972) and Aalen (1978) developed an al-
ternative estimator that is better in dealing with small sam-
ple sizes. White and Garrott (1990) and Skalski et al. (2005) 
provide details on calculations used by this model. Impor-
tant attributes of  each Kaplan–Meier estimator are that it 
does not assume constant survival and it allows staggered 
entry of  radiomarked animals (e.g., addition of  new radio-
marked animals after the initiation of  the study). Limita-
tions to the Kaplan–Meier and Heisey–Fuller estimators have 
been described (Rotella et al. 2004), but these approaches 
continue to be used and developed. For example, Heisey 
and Patterson (2006) recently described use of  the cumula-
tive incidence function to estimate cause-specific mortality 
with the Kaplan–Meier estimator.

Hazard Functions
Several multivariate approaches have been developed to ad-
dress simultaneously the relative contributions and inter- 
actions of  the multiple factors that can influence survival. 
Hazard functions estimate the probability of  death at a 
specified point in time conditional on the survival to that 
time; parameter coefficients are generally estimated using 
regression techniques. Hazard functions are fit to survival 
data initially by calculating the cumulative hazard function 
for the dataset (Klein and Moeschberger 2003, Murray 2006). 
The Cox proportion hazard model is widely applied in wild-
life telemetry studies and uses an exponential regression 
model containing parameters with constant hazards that are 
proportional through time. The Cox proportional hazard 
model does not assume a specific hazard function and is 
consequently robust, allowing detailed assessment of  param-

Fig. 20.3. Survival distributions for radiomarked 
hatching-year (HY) mourning doves (Zenaida 
macroura), calculated using the Kaplan–Meier 
product limit estimator with staggered entry, 
during summer and autumn 2006 on the James 
A. Reed Memorial Wildlife Area, Lee’s Summit, 
Missouri.
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eter effects (Hosmer and Lemeshow 1999). Advantages of  
the Cox proportional hazard model are that variables can be 
discrete (categorical) or continuous, and the model can be 
extended to include time-dependent variables (Hosmer and 
Lemeshow 1999), such as behavior, age, and season. If  haz-
ards become discontinuous due to periods when animals are 
not monitored (e.g., temporary movement from the study 
area), the Anderson–Gill model can be applied (Anderson 
and Gill 1982, DelGiudice et al. 2002). Discrete time models 
also have been applied to radiotelemetry studies to model 
survival as a nonlinear function of  model parameters (White 
and Burnham 1999, Williams et al. 2002a).

Staggered-Entry and Time Origin
Wildlife studies rarely capture all individuals at or near the 
same time. In addition, investigators frequently desire to 
augment the number of  radiomarked animals when mortal-
ity or other factors (e.g., radiotransmitter failure) reduces 
samples below desired levels. Situations in which animals 
are introduced into the marked population over longer time 
periods are known as staggered entry (Pollock et al. 1989). 
Using Kaplan–Meier, the addition of  animals is accounted 
for by adjusting the number at risk during respective time 
intervals (Pollock et al. 1989). The Mayfield method incor-
porates new animals using the sum of  individual exposure 
days. Regardless of  the analytical technique, a critical as-
sumption is that recently marked animals have had the same 
survival rate since the beginning of  the study as animals 
that were marked at the start.
 An important aspect for estimating survival is using the 
appropriate time origin at which to begin measuring survival. 
This choice has relevancy at both the individual and popula-
tion levels. At the individual level, an adjustment period fol-
lowing capture and marking may be necessary to allow the 
animal to return to what we consider normal behavior. At the 
population level, the investigator needs to ensure there is an 
adequate sample size of  marked individuals before measuring 
survival. Measuring survival prematurely using either sce-
nario has considerable potential to bias estimates.

Important Assumptions of All Radiotelemetry  
Survival Models
Irrespective of  the model used for estimating survival from 
radiomarked animals, the following conditions should be 
met to minimize error (Bunck 1987, Tsai et al. 1999, Winter-
stein et al. 2001, Fuller et al. 2005):

1. The sample of  radiomarked individuals must be repre-
sentative of  the population being studied. Generally, it is a 
random sample of  individuals in each classification being in-
vestigated (e.g., sex or age class).

2. Radiomarked individuals represent independent samples. 
Animals that are closely associated (e.g., nestlings or pack 

members) may be subjected to similar mortality factors and 
thus, provide biased information about mortality rates com-
pared to data obtained from truly independent individuals. 
In the latter case, the nestlings or pack would serve as the 
independent sample.

3. Transmitters or tracking equipment should not influence 
survival. Animals with transmitters should provide an unbi-
ased estimate of  the rate of  survival for the population of  
inference; however, this assumption may be violated (e.g., 
Guthery and Lusk 2004, Steenhof  et al. 2006). These first 3 
conditions also are required of  survival estimates from band 
recovery and mark–recapture studies ( Jolly 1965, Seber 1965, 
Pollock 1981, Brownie et al. 1985).

4. When the fate of  an animal is unknown (i.e., censored), 
the known survival time is often assumed to be independent 
of  the animal’s actual fate. Censored individuals are as-
sumed to be random in the marked population; however,  
biases likely exist in many wildlife studies (DelGiudice et al. 
2002). Appropriate transmitter design, periodically monitor-
ing outside the study area to search for marked animals, and 
extending study duration to obtain an appropriate number 
of  mortalities have been suggested as means to reduce cen-
soring rates (Garton et al. 2001, Bender et al. 2004).

5. The exact time of  death is known. This assumption can 
be relaxed, however, without substantially affecting survival 
estimates ( Johnson 1979a, Bart and Robson 1982, Heisey and 
Fuller 1985).

6. Newly marked animals must have the same survival func-
tion as previously marked animals.

 Additionally, independence of  consecutive radio loca-
tions is an assumption of  the most survival estimators (Win-
terstein et al. 2001). However, consistency in timing of  con-
secutive locations within and among radiomarked animals 
is likely of  greater importance.

SUMMARY

As with technology, the analysis and application of  teleme-
try data have developed greatly in sophistication and infer-
ential power. Recent methods incorporate modern statisti-
cal tools and philosophies, such as hierarchical models and 
information theoretic approaches, and are increasingly 
based on mechanistic or process-based models that directly 
incorporate hypothesized relationships determining animal 
movements and space use. Although we outlined many gen-
eral advantages and disadvantages of  various analytical pro-
cedures, the biological and methodological assumptions ap-
propriate for each analytical technique must be considered 
and tested prior to collection, analysis, and interpretation of  
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radiotracking data. There are numerous options for all as-
pects of  a radiotelemetry study, from equipment to study 
design to analyses, and decisions about these aspects must 
be tailored to the specific study objectives.

APPENDIX 20.1. SOFTWARE TO ANALYZE 
RADIOTELEMETRY DATA 

Home Range Programs
ArcGIS/ArcView extensions

http://www.esri.com/software/arcgis/
 ABODE extension for ArcGIS
  http://filebox.vt.edu/users/plaver/abode/ 

 home.html
 Animal Movements extension for ArcView  

(future plans for ArcGIS tool) 
  http://www.absc.usgs.gov/glba/gistools/
  Requires Spatial Analyst extension for full  

 functionality:
  http://www.esri.com/software/arcgis/ 

 extensions/spatialanalyst/index.html
 Convex Hulls for ArcView
  http://www.jennessent.com/arcview/arcview 

 _extensions.htm
 Geospatial Modeling Environment for ArcGIS
  http://www.spatialecology.com/
  Requires program R (http://www.r-project.org/)  

 and StatConn (http://sunsite.univie.ac.at/ 
 rcom/)

 Hawth’s Analysis Tools for ArcGIS
  http://www.spatialecology.com
 Home Range Extension for ArcView
  http://flash.lakeheadu.ca/~arodgers/hre/
 Home Range Tools for ArcGIS
  http://flash.lakeheadu.ca/~arodgers/hre/
 LoCoH (Local Convex Hull) extension for ArcGIS 

and ArcView
 http://nature.berkeley.edu/~alyons/locoh/

MATLAB extensions
http://www.mathworks.com/
 KDE Package (Kernel Density Estimation)
  http://www.ics.uci.edu/~ihler/code/
  See: http://www.mathworks.com/matlabcentral/ 

 fileexchange/
  For additional kernel applications in Matlab

MATHMATICA Packages
http://www.wolfram.com/
 ULYSSES
  http://nhsbig.inhs.uiuc.edu/wes/home_range 

 .html
Program R Packages 

http://www.r-project.org/
 aspace

  http://cran.r-project.org/web/packages/aspace/ 
 index.html

 ade4 package
  http://cran.r-project.org/web/packages/ade4/ 

 index.html
 adehabitat package 
  http://cran.r-project.org/web/packages/ 

 adehabitat/index.html
 Kernel Home Ranges
  KDE package: http://sekhon.berkeley.edu/stats/ 

 html/density.html
  KS package: http://cran.r-project.org/web/ 

 packages/ks/index.html
  splancs package: http://cran.r-project.org/web/ 

 packages/splancs/index.html
  spatialkernel package: http://cran.r-project.org/ 

 web/packages/spatialkernel/index.html
QUANTUM GIS Plugins (free, open-source GIS)

http://www.qgis.org/
 HomeRange_plugin
  Requires Program R and ADEhabitat (see above)
  http://www.qgis.org/en/download/plugins.html

Standalone Programs
ANTELOPE 
 http://nhsbig.inhs.uiuc.edu/wes/home_range.html
BIOTAS
 http://www.ecostats.com/software/biotas/biotas.htm
CALHOME
 http://nhsbig.inhs.uiuc.edu/wes/home_range.html
DIXON 
 http://detritus.inhs.uiuc.edu/wes/home_range.html
HOMER
 http://www.cnr.colostate.edu/~gwhite/software.html  
  (see Radiotelemetry Programs)
HomeRange 
 http://detritus.inhs.uiuc.edu/wes/home_range.html
Home Range
 http://www.cnrhome.uidaho.edu/fishwild/Garton/ 
  tools
Home Ranger 
 http://detritus.inhs.uiuc.edu/wes/home_range.html
THE KERNEL 
 http://gcmd.nasa.gov/records/ucsb_Kernel.html
KERNELHR 
 http://detritus.inhs.uiuc.edu/wes/home_range.html
McPAAL
 http://detritus.inhs.uiuc.edu/wes/home_range.html
RANGES 8 
 http://www.anatrack.com/
WILDTRAK
 http://reocities.com/RainForest/3722/index.html
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Software for Estimating Demographics
Program R packages
 http://www.r-project.org/

 demogR (age-specific survival and reproduction 
with life tables)

  http://cran.r-project.org/web/packages/ 
 demogR/index.html

 popbio (stage-specific vital rates using matrix 
population models)

  http://cran.r-project.org/web/packages/popbio/ 
 index.html

 Survival 
  http://cran.r-project.org/web/packages/survival/ 

 index.html
SAS packages

http://www.sas.com/
 PROC LIFEREG
  http://support.sas.com/rnd/app/da/new/802ce/ 

 stat/chap6/sect3.htm
 PROC LIFETEST
  http://support.sas.com/documentation/cdl/en/ 

 statug/63033/HTML/default/statug_lifetest_ 
 sect004.htm

 PROC PHREG
  http://support.sas.com/rnd/app/da/new/801ce/ 

 stat/chap12/sect3.htm

Standalone Programs
BMDP
 http://www.statsol.ie/index.php?pageID=9&productID 
  =6&productContentID=239
CONTRAST 
 http://gcmd.nasa.gov/records/USGS_CONTRAST.html
MAYFIELD
 http://www.mbr-pwrc.usgs.gov/software.html
SURVIV
 http://www.cnr.colostate.edu/~gwhite/software.html

Mark–Recapture Programs
Program R packages
 http://www.r-project.org/

 mra
  http://cran.r-project.org/web/packages/mra/ 

 index.html
 Rcapture 
  http://cran.r- project.org/web/packages/ 

 Rcapture/index.html

Standalone Programs
BAND2
 http://www.mbr-pwrc.usgs.gov/software.html
BROWNIE 
 http://www.mbr-pwrc.usgs.gov/software.html

CAPQUOTA
 http://www.mbr-pwrc.usgs.gov/software.html
CAPTURE 
 http://www.mbr-pwrc.usgs.gov/software.html
CENTROID
 http://www.mbr-pwrc.usgs.gov/software.html
CloseTest
 http://www.fort.usgs.gov/Products/Software/clostest/
EAGLES 
 http://www.cs.umanitoba.ca/~popan/
ESTIMATE
 http://www.mbr-pwrc.usgs.gov/software.html
GENCAPH1
 http://www.mbr-pwrc.usgs.gov/software.html
JOLLY
 http://www.mbr-pwrc.usgs.gov/software.html
JOLLYAGE
 http://www.mbr-pwrc.usgs.gov/software.html
LOLASURVIV
 http://www.mbr-pwrc.usgs.gov/software.html
MSSURVIV, MSSRVRD, MSSRVRCV, and MSSRVMIS 
 http://www.mbr-pwrc.usgs.gov/software.html
MULT
 http://www.mbr-pwrc.usgs.gov/software.html
ORDSURVIV
 http://www.mbr-pwrc.usgs.gov/software.html
POPAN-5 and POPAN-6
 http://www.cs.umanitoba.ca/~popan/
Program MARK 
 http://www.cnr.colostate.edu/~gwhite/mark/mark 
  .htm
NOREMARK 
 http://www.cnr.colostate.edu/~gwhite/software.html
RDSURVIV 
 http://www.mbr-pwrc.usgs.gov/software.html#a
RELEASE
 http://www.mbr-pwrc.usgs.gov/software.html
SMOLT 
 http://www.cs.umanitoba.ca/~popan/
SPAS
 http://www.cs.umanitoba.ca/~popan/
SURPH
 http://www.cbr.washington.edu/paramest/surph/ 
  index.html
TMSURVIV
 http://www.mbr-pwrc.usgs.gov/software.html
USER
 http://www.cbr.washington.edu/paramest/user/

General Telemetry Programs and Location Estimation
Program R packages
 http://www.r-project.org/
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 trip (accessing and manipulating spatial data for 
 animal tracking)

  http://cran.r-project.org/web/packages/trip/ 
 index.html

Standalone programs
ARGOS (satellite transmitter monitoring)
 http://www.argos-system.org/html/services/ 
  tracking-monitoring_en.html
BIOCHECK
 User’s guide is in White and Garrott (1990:295–297).
 http://www.cnr.colostate.edu/~gwhite/software.html 
 (see Radiotelemetry Programs)
BIOPLOT
 User’s guide is in White and Garrott (1990:299).
 http://www.cnr.colostate.edu/~gwhite/software.html 
 (see Radiotelemetry Programs)
FIELDS
 http://www.cnr.colostate.edu/~gwhite/software.html 
 (see Radiotelemetry Programs)
LOAS
 http://www.ecostats.com/software/loas/loas.htm
LOCATE III
 http://www.locateiii.com/
LOTE
 http://www.ecostats.com/software/lote/lote.htm
MAP (used to view locations estimated with TRIANG in 
  AUTOCAD)

http://fwie.fw.vt.edu/wsb/contr.html
 AUTOCAD
  http://usa.autodesk.com/adsk/servlet/pc/ 

 index?siteID=123112&id=13779270
SPADS (Simplified Plotting and Data Storage)
 http://fwie.fw.vt.edu/wsb/contr.html
TRIANG
 http://www.cnr.colostate.edu/~gwhite/software.html
 (see Radiotelemetry Programs)

Programs for Resources or Habitat Selection Analyses
ArcGIS extensions
 http://www.esri.com/software/arcgis/

 Marine Geospatial Ecology Tools
  http://code.env.duke.edu/projects/mget

SAS packages
 http://www.sas.com/

 BYCOMP.SAS 
  http://nhsbig.inhs.uiuc.edu/wes/habitat.html
 PROC MDC
  http://support.sas.com/documentation/

Program R packages
 http://www.r-project.org/

 RUF.FIT 
  http://csde.washington.edu/~handcock/ruf/

EXCEL calculators
 http://office.microsoft.com/

 Selection Ratios Calculator
  http://www.resourceselectionbyanimals.com/ 

 rsba/ProgramListing.aspx

Standalone Programs
Compos Analysis 
 http://www.smithecology.com/software.htm
Fish Telemetry Analysis Program
 http://wildlife.state.co.us/Research/Aquatic/Software/
MacComp 
 http://detritus.inhs.uiuc.edu/wes/habitat.html
PREFER
 http://www.npwrc.usgs.gov/resource/methods/prefer/ 
  index.htm
RANGES 8 
 http://www.anatrack.com/
RSF Programs by West, Inc.
 http://www.resourceselectionbyanimals.com/rsba/ 
  ProgramListing.aspx
RSW (Resource Selection for Windows)
 http://www.cnrhome.uidaho.edu/fishwild/Garton/ 
  tools

Movement or Time-Series Analysis Programs
ArcGIS and ArcView extensions
 http://www.esri.com/software/arcgis/

 Alternate Animal Movement Routes for ArcView
  http://www.jennessent.com/arcview/arcview_ 

 extensions.htm
 Animal Movements extension for ArcView 

 (future plans for ArcGIS tool)
  http://www.absc.usgs.gov/glba/gistools/
  Requires Spatial Analyst extension for full  

 functionality:
  http://www.esri.com/software/arcgis/ 

 extensions/spatialanalyst/index.html
 Path with Distances and Azimuths for ArcView
  http://www.jennessent.com/arcview/arcview_ 

 extensions.htm
 Tracking Analyst extension for ArcGIS
  http://www.esri.com/software/arcgis/extensions/ 

 trackinganalyst/index.html
Program R packages
 http://www.r-project.org/

 tripEstimation
  http://cran.r-project.org/web/packages/ 

 tripEstimation/index.html

Standalone Programs
BLOSSOM 
 http://www.fort.usgs.gov/Products/Software/Blossom/



a n a ly s i s  o f  r a d i o t e l e m e t r y  d ata   501

Fractal
 http://nsac.ca/envsci/staff/vnams/Fractal.htm

GIS Programs for Visualizing Locations
ACCUGLOBE (freeware)
 http://www.accuglobe.net/
ARCGIS
 http://www.esri.com/software/arcgis/
DIVA GIS (freeware)
 http://www.diva-gis.org/
CMT software
 http://www.cmtinc.com/
ERDAS IMAGINE
 http://www.erdas.com/
Geomatica
 http://www.pcigeomatics.com/
Geoserver (freeware, open-source)
 http://geoserver.org
GRASS (freeware, open-source)
 http://grass.itc.it/
MapWindows (freeware, open-source)
 http://www.mapwindow.com/
Minerva (freeware, open-source)
 http://www.minerva-gis.org/
NRDB (freeware)
 http://www.nrdb.co.uk/
OPENJump (freeware, open-source)
 http://www.openjump.org/
Orbit GIS
 http://www.orbitgis.com/
OSSIM (freeware, open-source)
 http://www.ossim.org
QUANTUM GIS (freeware, open-source)
 http://www.qgis.org/
SPRING (freeware)
 http://www.dpi.inpe.br/spring/english/
TatukGIS
 http://www.tatukgis.com/Home/home.aspx
Thuban (freeware)
 http://thuban.intevation.org/
TNTmap
 http://www.microimages.com/
uDig(freeware, open-source)
 http://udig.refractions.net/
UTOOLS (freeware)
 http://forsys.cfr.washington.edu/utools_uview.html

Clearinghouses
Animal Behavior Software
 http://www.animalbehavior.org/Resources/software 
  .htm
Bill’s Wildlife Sites
 http://wildlifer.com/wildlifesites/software.html
Colorado State University, Department of Fishery and  
  Wildlife Biology
 http://warnercnr.colostate.edu/~gwhite/software.html
CRAN programs for analysis of spatial data
 http://cran.r-project.org/web/views/Spatial.html
CRAN programs for ecological and environmental data
 http://cran.r-project.org/web/views/Environmetrics 
  .html
Dr. Garton’s population links and software download
 http://www.cnrhome.uidaho.edu/fishwild/Garton/ 
  tools
Evan Cooch’s Software Page
 http://www.phidot.org/software/
GIS, Remote Sensing, and Telemetry Working Group  
  of  The Wildlife Society
 http://fwie.fw.vt.edu/tws-gis/wwwsrce.htm
Grant Biotelemetry Software and Data Analysis
 http://www.biotelem.org/software.htm
Illinois Natural History Survey 
 http://nhsbig.inhs.uiuc.edu/
Jenness Enterprises (ESRI extensions and tools)
 http://www.jennessent.com/

 ESRI
  http://www.esri.com/about-esri/index.html

Patuxent Wildlife Research Center software archive
 http://www.mbr-pwrc.usgs.gov/software.html
Population Analysis Software Group
 http://www.cs.umanitoba.ca/~popan/
Software published in The Wildlife Society Bulletin
 http://fwie.fw.vt.edu/wsb/
USGS Fort Collins Science Center Software
 http://www.fort.usgs.gov/Products/Software/
WEST, Inc. Resource Selection Software
 http://www.resourceselectionbyanimals.com/rsba/ 
  ProgramListing.aspx
Wildlife Ecology Software
 http://www.humboldt.edu/~mdj6/585/Wildlife%20 
  Software.htm
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INTRODUCTION

MEASUR ES OF R EPRODUCTIVE R ATE and natality are central to 
understanding the biology of  populations, and in many cases, they are 
more readily obtained than other components, such as population size. 

Estimates of  diverse parameters from ovulation rate to neonatal survival provide a 
basis for calculation of  natality and recruitment for a variety of  wildlife species. 
Moreover, during the past 3 decades, hormonal regulation of  reproductive cycles of  
a substantial number of  wild species has been clarified, so that it is now possible to 
assess reproductive status and performance from blood levels of  certain hormones. 
Promising new developments in contraceptive technology provide methods that 
are safe, effective, and sufficiently practical to offer an alternative, under some con-
ditions, to traditional methods of  population control. 
 This chapter is organized to meet 3 objectives: (1) review reproductive cycles of  
amphibians, reptiles, birds, and mammals and describe procedures to assess repro-
ductive rates in each of  these groups; (2) review basic endocrinology relative to 
measures of  reproduction and stress, and (3) review recent developments in repro-
ductive technology, particularly as they relate to contraception and control of  re-
cruitment in wild mammals.
 The precipitous worldwide decline in amphibians (Semlitsch 2000, Whitfield et al. 
2007, Hayes et al. 2010) and reptiles (Fitzgerald and Painter 2000) increasingly de-
mands the attention of  wildlife biologists, and background information and tech-
niques relevant to these groups are highlighted in this chapter. Detailed instructions 
for some of  the most commonly used methods are provided; for others, the reader is 
referred to primary sources and authoritative reviews (e.g., Zug et al. 2001). Stress is 
an important issue in wildlife research, first, as a potential factor in natural regulation 
of  populations and second, as a consideration in the welfare of  animals held captive 
for research and conservation. An expanding knowledge of  the biology and endocri-
nology of  stress provides measures and standards for meaningful evaluation of  this 
factor in both wild and captive animals. The goal of  this chapter is to increase aware-
ness of  and appreciation for a full spectrum of  reproductive techniques and their po-
tential application to the study and conservation of  wild terrestrial vertebrates.

REPRODUCTIVE CYCLES AND MEASURES  
OF REPRODUCTION

Estimation of  natality (i.e., number of  young produced per unit of  population per 
unit of  time) is a fundamental requirement for understanding dynamics of  a wild 

Reproduction and Hormones
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population. In some instances, this information can be ob-
tained indirectly through mark–recapture procedures. How-
ever, this approach is difficult; mortality of  newborn young 
is high, and younger age groups may be difficult to trap for 
marking. Consequently, it is necessary to obtain some mea-
sure of  reproductive rate, such as clutch size in birds or 
the number of  corpora lutea (CL) in ovaries (for ovulation 
rate) or fetuses per female collected during the breeding sea-
son. Such estimates of  reproductive rate can then be used 
with information on the sex and age structure of  the popu-
lation to calculate gross natality.
 Reproductive rates can be estimated at several points in 
the reproductive cycle, beginning with courtship and ending 
with fledging or weaning and dispersal of  offspring. The 
value of  estimates made at different points varies with the 
species or taxon and with the goals of  the investigation. For 
example, observations of  singing males or nests in a given 
area will establish density of  reproductive pairs, whereas 
counts of  placental scars in mammals at necropsy provide 
only a size estimate of  previous litters.
 Knowledge of  the variety of  measurements of  reproduc-
tive performance that can be made throughout the repro-
ductive cycle of  a given species provides the investigator with 
more options for meeting specific study objectives. This 
knowledge also allows the investigator to consider techniques 
that might be used at different times of  the year to achieve 
more efficient use of  fiscal resources and biological mate-
rial. Accordingly, the sequential events in the reproductive 
cycle, from gametogenesis and breeding to fledging or wean-

ing, form an outline for this review of  techniques and mea-
surements used in the study of  reproduction. 

Reproductive Modes and Performance in Females
Amphibians and reptiles exhibit a fascinating array of  repro-
ductive patterns compared to the relatively uniform condi-
tion among birds and in mammals, and although similar 
protocols can be used with these taxa to study male repro-
duction (spermatogenesis), females are more challenging. 
Fertilization is external in amphibians (Fig. 21.1), but inter-
nal in amniotes (i.e., reptiles, birds, and mammals). More-
over, all birds and nearly all amphibians are oviparous (i.e., 
eggs are laid and hatch outside the mother), whereas all 
mammals, except monotremes, are viviparous (i.e., embryos 
develop to term in utero, sustained on nutrients transferred 
through a placenta). Most reptiles are oviparous, but about 
one-fifth of  all lizards and snakes are viviparous (Blackburn 
1993). Even in some oviparous species, shelled eggs are re-
tained and hatch in the uterus. Awareness of  these diverse 
modes and patterns of  reproduction is important, because 
they pose constraints as well as opportunities in planning re-
search. For example, in field studies of  frogs, should investi-
gators search for egg masses or sample for tadpoles? With 
viviparous snakes, can ovulation rate be estimated from 
counts of  CL on the ovary and can pregnancy be diagnosed 
from plasma progesterone levels, as in mammals? These and 
similar questions often can be studied effectively through 
comparative biology, in which knowledge of  a process in a 
well studied taxon (e.g., gestation in mammals) is applied to 

Reptiles Amphibians

Oviduct Ovary Oviduct Ovary

Oviduct
hypertrophy

Fertilization
(internal)

Shell
deposition

Oviposition

Remaining
follicles

Previtellogenic and
vitellogenic growth

Yolk deposition

Active
corpora
lutea

Corpora
lutea
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Translucent
postovulatory
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Oviduct
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Oviposition
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(external or internal)

Eggs in ovisac prior
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Fig. 21.1. Modes of reproduction in amphibians and reptiles. Fertilization is internal in reptiles and external 
in amphibians. Postovulatory follicles develop into corpora lutea in most reptiles, but remain empty in most 
amphibians. In viviparous reptiles, embryos are retained in the uterus without a shell and are nourished via a 
placenta. From Zug et al. (2001) with permission from Elsevier.
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the same process in a closely related taxon (e.g., viviparous 
reptiles).
 Three major stages of  reproduction in females provide a 
framework for comparative methodology of  reproduction 
in terrestrial vertebrates: (1) ovarian activation and mating, 
including seasonal and social activation, follicular develop-
ment, yolking of  eggs, and courtship behavior; (2) ovula-
tion, fertilization, and embryonic development (incubation 
and gestation); and (3) hatching or birth and parental care 
of  neonates and young.

Ovarian Activation and Mating
Follicular Development
Onset of  the breeding season in vertebrates is indicated by 
an increase in size of  the ovary, stemming from an increase 
in number and size of  tertiary follicles (i.e., large, yolk-
filled [except in mammals] preovulatory follicles). For exam-
ple in toads (Bufo spp.), a small subset of  the 30,000–40,000 
oocytes in the ovary is responsive to gonadotropin in any 
given cycle and begins to accumulate yolk. Vitellogenesis 
(i.e., yolking of  eggs) is rapid just prior to ovulation, when 
mature ova reach 10–100 times their original size ( Jorgensen 
1992). In most oviparous species, the ovary, nearly undetect-
able in the nonbreeding season, increases to nearly fill the 
body cavity with yolked eggs, a process wherein ovarian 
mass increases to represent up to 30% of  the total body 
mass in some taxa. In such species, a gonadosomatic index 
(i.e., ovarian mass divided by body mass) provides a conve-
nient indication of  the onset of  the breeding season (Licht 
et al. 1983, Itoh et al. 1990) and, by extrapolation, the pro-
portion of  breeding females in a population, whereas body 

mass alone provides information on the energetic status of  
individuals (Leary et al. 2008).
 Tertiary ovarian follicle counts have been used as mea-
sures of  reproductive activity in band-tailed pigeons (Pata-
gioenas fasciata; March and Sadlier 1970) and mourning doves 
(Zenaida macroura; Guynn and Scanlon 1973). Ankney and 
MacInnes (1978) were able to distinguish a group of  large 
>20-mm diameter), highly vascularized preovulatory folli-
cles from smaller (10 mm) ones (Fig. 21.2) and thereby es-
timate potential clutch size in a sample of  snow geese 
(Chen caerulescens) shot as they arrived in nesting areas. Be-
cause these estimates of  ovulation rate are collected at nec-
ropsy, they can be analyzed with reference to other data, 
such as carcass weight, nutrient reserves, and blood hor-
mone concentrations.

Courtship and Estrus
Follicular development and yolking of  eggs is accompanied 
by increased secretion of  estrogen from large ovarian folli-
cles. Estrus is the behavioral state of  sexual receptivity asso-
ciated with elevated estrogen immediately preceding or  
coincident with ovulation. Elaborate courtship behaviors, 
which ultimately bring male and female together to fertilize 
eggs, are obvious and well known in many species of  verte-
brates. These include calling of  male frogs, toads, and pas-
serine birds and visual displays, such as the head-bob and 
dewlap extension of  the male green anole (Anolis carolinen-
sis; Crews 1980). In other groups, including salamanders, 
reptiles, and mammals, social status and readiness to breed 
may not be communicated in obvious vocal or visual dis-
plays, but through pheromones ( Johnston 2003, Vanden-

Fig. 21.2. Avian ovary showing a presumptive clutch (group 
of preovulatory follicles) in a hierarchy of follicles. Also 
shown is a postovulatory (collapsed) follicle with a ruptured 
stigma and an ovum entering the infundibulum of the 
oviduct. From Nelson (1953) with permission.
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bergh 2006, Harder et al. 2008), which are chemicals released 
by one individual that elicit a behavioral or physiological re-
sponse in conspecifics. Pheromones, which may be released 
in scent marks of  urine or feces, or secreted by specialized 
glands (e.g., cloacal glands in salamanders and skin glands in 
many snakes; Norris 2007), attract and activate reproductive 
behavior in the opposite sex and may also signal the loss of  
attractivity and receptivity in females after mating (Men-
donca and Crews 2001). Phermones are widely recognized 
in sexual signaling (e.g., estrus in females), but in some spe-
cies, priming pheromones also regulate physiological pro-
cesses. For example, male urine accelerates puberty in fe-
male mice (Mus musculus), with potential demographic effects 
(Drickamer 1990), and female opossums (Monodelphis domes-
tica) remain reproductively inactive when isolated from males 
and their scent marks, which contain a nonvolatile estrus- 
inducing pheromone (Harder et al. 2008).
 Wildlife biologists have found that captive breeding pro-
grams may be required when prospects for natural repro-
duction are diminished, as with endangered species, such as 
the California condor (Gymnogyps californianus) and black-
footed ferret (Mustela nigripes). Zoos holding threatened or 
endangered species have begun to use more advanced tech-
niques, such as cryopreservation (freezing) of  sperm and in 
vitro fertilization in wild species (Felis nigrips and F. margar-

ita; Herrick et al. 2010) and embryo transfer with multiple 
laparoscopic oocyte retrievals in fishing cats (Prionailurus vi-
verrinus), caracals (Caracal caracal), and domestic cats (Pope 
et al. 2006). 
 Detection of  the time of  estrus relative to the time of  
impending ovulation is essential to success of  nearly all cap-
tive breeding programs. Artificial insemination requires 
placement of  sperm into the vagina in a relatively narrow 
time period within 6–24 hours of  ovulation. Proper timing 
can be accomplished in large species by monitoring follicu-
lar development near the time of  estrus by laparoscopy or 
ultrasonography (Ginther 1990) and, in some cases, with 
predictive hormone profiles (see below; Brown et al. 2004). 
Hormonal changes that occur throughout the estrous cycle 
induce changes in the relative proportion of  leukocytes and 
types of  epithelial cells in the vaginae of  rodents and certain 
other mammals (Fig. 21.3). A rise in circulating estradiol (a 
type of  estrogen) that occurs just prior to estrus stimulates a 
rapid proliferation and sloughing of  keratinized epithelial 
cells into the lumen of  the vagina, a condition indicative of  
estrus. Because each stage of  the cycle is characterized by a 
particular vaginal cytology, estrous cycles can be monitored, 
and time of  estrus can be predicted (Fig. 21.3, Box 21.1). 
The technique, first described for domestic rodents (guinea 
pigs, rats, and mice, [Zarrow et al. 1964]), has been applied 

Fig. 21.3. Sections through the vaginal wall of the 
rat, illustrating changes in the proportions of two 
types of epithelial cells and leukocytes that are 
released into the lumen of the vagina during  
each stage of the estrous cycle. (A) diestrus: a 
predominance of leucocytes; (B) proestrus: pri- 
marily nucleated (basal) epithelial cells; (C) estrus: 
an abundance of keratinized epithelial cells;  
(D) metestrus; (E) a female that had been ovari- 
ectomized for 6 months (i.e., diestrus). From 
Turner and Bagnara (1976) with permission.



Box 21.1. CharaCteristiC vaginal Cytology for eaCh stage of the estrous CyCle and 
proCedures for ColleCtion and staining of Cells from the vagina

Estrous Cycle
The estrous cycle is a sequence of changes in ovarian activity and physiology of the reproductive tract, punctuated with re-

curring periods of sexual receptivity (estrus) and ovulation. Although estrous cycles of different species vary considerably 

in length (from a few days to several weeks) and in the timing of cytological changes around estrus, the following descrip-

tion of the 4–5-day estrous cycle of the laboratory rat (adapted from Turner and Bagnara 1976) is reasonably representative 

of the 4 stages in other species that exhibit cyclic vaginal cytology.

 Diestrus is a relatively long stage (60–70 hours) that extends into pregnancy if fertilization occurs or into anestrus dur-

ing the nonbreeding season of many wild mammals. Corpora lutea (CL) begin to regress, and progesterone levels decline 

late in this stage. Leukocytes migrate through the thin vaginal mucosa and appear as the predominant cell type in vaginal 

smears (Fig 21.3A).

 Proestrus precedes estrus and lasts for 17–21 hours; it also is known as the follicular phase in species with longer es-

trous cycles. It is characterized by growth of preovulatory follicles, elevated estrogen levels, and swelling of the uteri. Nu-

cleated epithelial cells dominate the vaginal smears collected at this time (Fig. 21.3B).

 Estrus is the period of heat, peak estrogen levels, and ovulation; sexual receptivity is high and limited to this period, 

which lasts for 9–15 hours. The vaginal epithelium proliferates rapidly, causing the upper layers to exfoliate into the vaginal 

lumen. Vaginal smears taken at this time are dominated by keratinized (wrinkled) epithelial cells with low numbers of nu-

cleated epithelial cells and leukocytes (Fig. 21.3C).

 Metestrus lasts for 10–14 hours in the rat, begins with formation of CL following ovulation, and is characterized by ele-

vated progesterone levels. Metestrus and diestrus are generally known as the luteal phase in species with longer estrous 

cycles. Large numbers of leukocytes invade the vaginal lumen and often appear clumped around a few keratinized epithe-

lial cells in the vaginal smear.

Vaginal Smear Procedure
1.  Appropriate restraint for collection of the smear varies with size and behavior of the animal under study, but many spe-

cies, ranging from mice to opossums in size, can be handled by grasping the tail. The animal is allowed to stand on the 

top of a bench or a cage while the tail is raised to expose the vaginal orifice. With this approach, the animal’s struggling 

is reduced and focused on escape, which directs the head (and teeth) away from the handler.

2.  To collect cells from the vaginal lumen, a cotton swab is moistened with physiological saline and inserted into the va-

gina, rotated, and removed. Cells are transferred by rolling the tip of the swab over the surface of a microscope slide. 

Alternatively, cells can be collected by vaginal lavage, which is the recommended approach for mouse-sized animals. 

With this procedure, the tip of a fire-polished Pasteur pipet or disposable pipet tip containing a drop of physiological 

saline is inserted a few millimeters into the vagina. The saline solution is aspirated several times to rinse the vaginal lu-

men and collect cells. A drop of the aspirated cell suspension is then placed on a microscope slide to dry.

3.  The dried vaginal smear may be fixed by gently rinsing with or immersing the slide in 100% ethanol and allowing the 

smear to dry.

4.  The smear is then stained by immersion in a methylene blue solution for 10–15 minutes. After the smear is rinsed gen-

tly with distilled water and dried, it is ready for microscopic examination. Reliable monitoring of estrous cycles by vagi-

nal cytology requires that observers be able to recognize 3 types of cells found in the smears (Fig. 21.3A–C).

   Polymorphonuclear leukocyte is a small cell (less than half the size of epithelial cells) with a large, lobed nucleus and 

 little visible cytoplasm. This cell is represented by small, dark-staining, C-shaped nuclei in vaginal smears (Fig. 21.3A).

   Nucleated epithelial cell is a large, rounded cell with a prominent nucleus (basal cell) that appears in greatest num-

 bers during proestrus, but it can be found in smears collected during all stages of the cycle (Fig. 21.3B).

   Keratinized epithelial cell is a large, squamous cell with a wrinkled, “potato chip” appearance. The nucleus is degen-

  erate and is often not visible, even in stained preparations. These cells are present in such large numbers at estrus 

that a vaginal lavage takes on a milky appearance (Fig. 21.3C).
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to diverse species, including pine voles (Microtus pinetorum; 
Kirkpatrick and Valentine 1970), American beaver (Castor ca-
nadensis; Doboszyñska 1976), domestic dogs and cats (Sta-
benfeldt and Shille 1977), coyotes (Canis latrans; Kennelly and 
Johns 1976), and Virginia opossums (Didelphis virginiana; Jur-
gelski and Porter 1974).

Ovulation and Embryonic Development
Perhaps the one reproductive parameter of  greatest impor-
tance to natality and recruitment in all vertebrates is ovula-
tion rate. Fortunately, it can be measured directly, or indi-
rectly, with accuracy in most species. 

Postovulatory Follicles
After ovulation and release of  mature eggs into the oviduct, 
the collapsed wall of  the ovarian follicle in most vertebrates 
does not form a corpus luteum (CL; the acronym is used for 
both singular and plural [corpora lutea]), as it does in vivipa-
rous reptiles and mammals. Instead, postovulatory follicles 
(POF) regress, the process being completed in many avian 
species within a month after ovulation (Payne 1973). How-
ever, in some species, such as the ring-necked pheasant (Pha-
sianus colchicus), POF persist for months as small (1–2 mm) 
pigmented (reddish brown) structures that can be viewed 
macroscopically (Fig. 21.2). Kabat et al. (1948) reported a high 
correlation between number of  eggs laid and number of  
POF counted in captive pheasants killed up to 100 days after 
ovulation, thus providing a potential method for estimating 
clutch sizes in summer from hens harvested the following  
autumn. However, Hannon (1981) found that POF in blue 
grouse (Dendragapus obscurus) could not be counted macro-
scopically beyond approximately 25 days of  age, although 
they could be used to distinguish laying from nonlaying hens 
shot during the hunting season. Similarly, POF allowed inde-
pendent observers to correctly distinguish breeding from 
nonbreeding mallard (Anas platyrhynchos) hens 60–90 days af-
ter laying and thereby estimate breeding propensity in free-
ranging mallard populations (Lindstrom et al. 2006). 
 Observation of  the avian ovary need not be limited to 
necropsies. Laparotomy has been widely used for identify-
ing the sex of  monomorphic birds that are captured live in 
mist nets and other types of  traps (Risser 1971). An incision 
is made on the left side to expose the left testis or ovary, the 
latter being distinguished by the presence of  follicles. The 
incision is small, and the procedure can be accomplished in 
the field, providing that appropriate surgical procedures are 
used (Wingfield and Farner 1976). Although an accurate 
classification or count of  POF is not feasible under such 
conditions, laparotomy can provide useful information on 
the stage of  follicular development and proportion of  birds 
nearing the egg laying stage. 

Clutch Size
Estimation of  clutch size (number of  eggs in a nest) is by 
far the most popular and practical method of  estimating 

ovulation rate in oviparous vertebrates. However, locating 
the nest is a challenge, particularly with many species of  
frogs and salamanders. Even when nests or egg masses are 
obvious, difficulty may be encountered in developing unbi-
ased sampling procedures that permit projection of  esti-
mates to the population level or unit area of  habitat. In spe-
cies whose nests and egg masses can be reliably located, 
number of  nests, their distribution, and survival to time of  
hatching are recorded, but seldom is the number of  eggs 
per egg mass noted. Enumeration of  the tadpole and larval 
stage is more commonly recorded and used as an index of  
reproductive rate and hatching.
 Clutch size has been most extensively studied and applied 
to avian population ecology. Most birds lay at most one egg 
per day immediately prior to incubation. Ovulation precedes 
laying or deposition of  the egg by approximately 26 hours. 
Thus, close observation of  a laying hen provides immediate, 
real-time data on ovulation rate and an opportunity to study 
the temporal relationships among courtship behavior, copu-
lation, ovulation, and associated hormone changes.
 Avian nests found early in the incubation period provide 
not only a good estimate of  number of  eggs laid, but also a 
basis for estimating egg loss and hatching success. Further-
more, sampling procedures normally provide estimates of  
nest density that in turn can be used to calculate size of  the 
breeding population of  females in monogamous species. In 
such cases, estimates of  reproductive rate and population 
structure are available, and thus, gross natality may be 
calculated.
 Clutch size has been estimated in relatively few amphibi-
ans. More often, numbers of  nests or egg masses per area or 
habitat type are recorded. Crouch and Paton (2000) found 
these data more useful than estimates of  the number of  
calling males as an index to abundance of  wood frogs (Rana 
sylvatica). However, even with frogs that lay obvious egg 
masses, the number of  eggs is most often expressed in 10s 
or 100s and seldom with estimates of  mean and variance.
 Follicular development (Leyton and Valencia 1992) and 
clutch size have been estimated for a large number of  rep-
tiles. It is possible to visualize even partially calcified eggs in 
the oviduct with X-ray photography and thereby estimate 
time of  ovulation and future clutch size (Gibbons and Green 
1979). However, the short- and long-term effects of  radia-
tion exposure on the young remain largely unknown. Vitt 
(1992) summarized studies of  26 species of  squamate rep-
tiles in the Caatinga of  Brazil; clutch sizes across species 
were primarily in the range of  2–15 (maximum of  31) and 
were positively correlated with body size in some species 
(Abell 1999, King 2000). Many reptiles, including turtles, lay 
>1 clutch per season. Congdon and Gibbons (1996) reported 
clutch size data on nests (>2,500) of  3 species of  turtle as 
part of  a long-term multifaceted study of  community struc-
ture and dynamics in southern Michigan.
 Nesting behavior and clutch size have been studied ex-
tensively in several species of  sea turtles (Cheloniidae). Their 



  john d.  harder

nests are concentrated in traditional nesting beaches and 
thus can be located with relative ease. Nests are the focus of  
sea turtle biology, because all other phases of  the life cycle 
occur in the open ocean and are largely unavailable for study. 
Most species of  sea turtles require >20 years to reach matu-
rity and have complex multiyear reproductive cycles with 
evidence of  delayed fertilization. Females lay from 2 to 5 
clutches during a season. Owens (1995) recommended es-
tablishment of  colonies of  adult turtles held captive in large 
natural ponds with beaches to study these events in greater 
detail. This effort could be particularly valuable in clarifying 
details of  male reproductive biology and temporal relation-
ships between insemination and fertilization in a number of  
sea turtle species. Clutch size in sea turtles usually exceeds 
100 (Miller 1997) and shows a positive correlation with body 
size of  the female, at least in green (Chelonia mydas) and 
loggerhead turtles (Caretta caretta; Ehrhart 1995). Although 
largely peripheral to the scope of  this chapter, it should be 
noted that Cheloniidae is one of  19 families of  reptiles with 
species in which sex determination is temperature depen-
dent (Zug et al. 2001). For example, if  the average incuba-
tion temperature in the nest of  many species of  turtles ex-
ceeds approximately 30° C, nearly all young will be female, 
whereas the opposite effect is seen in some lizards and alli-
gators (Nelson 2000). 
 Because the avian egg contains all nutrients and energy 
required by young from conception through the immediate 
post-hatching period, egg size and quality are major factors 
affecting hatching success and survival of  avian young. This 
was demonstrated in studies of  yolk and albumen content 
of  eggs of  snow geese (Ankney 1980) and the positive rela-
tionship between egg size, motor ability, and postnatal weight 
gain in Australian brush-turkey (Alectura lathami) chicks (Göth 
and Evans 2004a). Vangilder and Peterle (1981) observed a 
reduction in eggshell thickness and proportion of  yolk con-
tained in eggs laid by mallards fed either crude oil or DDE 
(1,1-dichloro-2,2-bis[p-dichlorodiphenyl]ethylene), and Beck-
erton and Middleton (1982) demonstrated that increasing 
protein content (from 7.6% to 20.1%) in isocaloric diets of  
ruffed grouse (Bonasa umbellus) was associated with linear 
increases (P < 0.025) in a series of  9 reproductive parameters, 
ranging from clutch size and egg weight to chick survival. 
However, Arnold and Green (2004) cautioned against using 
allometric regression to characterize the relationship between 
proportional egg composition and egg size. 

Ovarian Function and Ovulation in Mammals 
Mammalian eggs are microscopic (10–30 µm), retained in 
the female reproductive tract, and therefore, cannot be easily 
counted. Direct enumeration of  the number of  eggs re-
leased in a given estrous cycle requires flushing eggs from 
the oviduct and/or uterus with isotonic medium and exam-
ining the resulting fluid microscopically. This approach is 
impractical for most wildlife investigations and is seldom 

used except for embryological studies or intensive studies  
of  reproductive physiology, such as those involving embryo 
transfer. Instead, ovaries are examined for follicular develop-
ment or evidence of  ovulation, such as the presence of  CL 
and related scar structures. 
 Ovarian analysis requires a basic understanding of  anat-
omy and physiology with respect to the events preceding 
and following ovulation. The mammalian ovary contains a 
life-long supply of  primary oocytes (in prophase of  meiosis) 
at birth, contained in small primary follicles (Fig. 21.4). Dur-
ing each estrous cycle, a small fraction of  these follicles be-
gin growing more rapidly and develop a fluid-filled cavity or 
antrum. These growing follicles secrete increasing amounts 
of  estrogen, which stimulates estrus and, indirectly, ovula-
tion in spontaneous ovulators. Some of  these antral (Graaf-
ian) follicles reach precisely the appropriate stage of  pre-
ovulatory development to respond to a surge in luteinizing 
hormone (LH) secretion at estrus and ovulate. Most folli-
cles, however, do not reach the preovulatory state, but in-
stead undergo atresia, a degenerative process leading to dis-
association of  the granulosa layers of  the follicle and death 

Fig. 21.4. Drawing of the mammalian ovary, illustrating (in 
clockwise progression) follicular development (from primordial 
to Graafian follicle), ovulation, development of a corpus luteum 
(CL), and regression of the CL. The ovum is released with 
follicular fluid from the ruptured follicle. From Turner and Bagnara 
(1976) with permission.
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of  the oocyte. Thus, a dynamic balance of  follicular devel-
opment and atresia affects the ovulation rate in any given 
estrous cycle.
 Ovulation results in rupture of  the follicle that leaves a 
corpus hemorrhagicum (the ovulation point or blood spot) 
and initiates immediate luteinization of  thecal and granu-
losa cells of  the follicle wall (i.e., they enlarge and sequester 
lipids). This process results in filling of  the cavity and the 
formation of  the CL (Fig. 21.4), a transient endocrine gland 
that secretes progesterone, a hormone essential for support 
of  pregnancy.
 If  fertilization or pregnancy fails, CL regresses, and a new 
estrous cycle begins with growth of  preovulatory follicles. 
However, if  conception occurs and embryos implant in the 
uterus, CL persist and secrete large amounts of  progester-
one throughout a substantial portion of  the gestation period. 
CL of  pregnancy become large, often occupying much of  
the volume of  the enlarged ovary (Fig. 21.4). Prior to or co-
incident with parturition, CL begin to regress, and proges-
terone secretion declines sharply.

laparoscopy and ultrasonography 
Ovarian analysis of  wild mammals is usually conducted on 
material collected during necropsy of  carcasses obtained at 
hunter check stations or other sources, such as traffic acci-
dents. However, with application of  fiber optics to surgical 
instruments, internal examination of  live animals has be-
come safer and more convenient through a technique known 
as laparoscopy. The abdominal wall is punctured with a 
large needle cannula, through which a fiber optic scope (2–
10-mm diameter) is inserted. Organs can be manipulated 
with a probe inserted through a second canula. With this 
technique, it is possible to observe ovarian follicles and CL 
as well as uterine swellings. The animal must be anesthe-
tized, but incisions per se are not made, which minimizes 
surgical trauma and risk of  infection. An extensive review 
of  laparoscope methodology is presented in Harrison and 
Wildt (1980). Although laparoscopy is widely used in medi-
cine and animal science, applications in wildlife research 
have been limited. However, Nelson and Woolf  (1983) ob-
served no complications or mortalities in 20 radiocollared 
white-tailed deer (Odocoileus virginianus) monitored after lapa-
roscopy of  ovaries in the field. Laparotomy and laparoscopy 
both require special equipment and training and are recom-
mended only in situations where (1) multiple observations 
on the same animals are required, as in pen-based experi-
ments; (2) the animal under study is rare or endangered; or 
(3) the animals are valuable, and little is known of  their  
basic physiology (e.g., zoo animals).
 Echoes of  high frequency sound (3–8 megahertz [mHz]), 
processed by real-time computerized video displays, also can 
be used to reveal internal morphology. This technique, known 
as ultrasound or ultrasonography and widely used in hu-
man medicine, is recognized as a practical and reliable ap-

proach to monitoring estrous cycles and gestation in live-
stock and several wild species, including bottlenose dolphins 
(Tursiops truncates; Williamson et al. 1990), red deer (Cervus 
elaphus), black rhinoceros (Diceros bicornis), giraffe (Giraffa 
camelopardalis), gaur (Bos gaurus; Adams et al. 1991), and sev-
eral species of  rhinos and elephants (Hildebrandt et al. 2006). 
The procedure is particularly effective in visualizing antral 
follicles, because the liquid phase absorbs ultrasound and 
appears black in contrast to surrounding tissue, which emits 
strong ultrasound echoes. Ultrasonography has been used 
successfully to count and measure follicles >2 mm in diame-
ter (Fig. 21.5) and to monitor the growth of  larger (5–15 mm) 
individual follicles in cows (Sirois and Fortune 1988). Ultra-
sonography with this level of  resolution has the potential 
for monitoring ovarian activity in larger carnivores, ungu-
lates, and gravid sea turtles (Kuchling 1999) without use of  
invasive surgical procedures. More recently, advances in ultra-
high frequency (40 MHz) ultrasonography have permitted 
characterization of  structures as small as 70 µm and moni-
toring of  follicular development in mice ( Jaiswal et al. 2009).

enumeration of cl 
Follicle counts will not predict ovulation rate in mammals. 
However, the ovary develops an unambiguous sign of  ovu-
lation: the CL, which in most species, grows to occupy most 
of  the volume of  the ovary. In large mammals, such as do-
mestic cattle, the CL can be palpated through the rectum 
with a gloved arm and hand. This procedure, routinely used 
in the dairy and beef  industry, has limited utility in wildlife 
studies because of  size limitations, although it has been 
used on elk (Cervus canadensis; Greer and Hawkins 1967).
 CL can be counted and ovulation rate estimated in  
medium-sized to large mammals through gross (or with the 
aid of  a dissecting microscope) examination of  sliced ova-
ries obtained at necropsy (Box 21.2; Fig. 21.6). This approach 
has been applied widely to many species, including Ameri-
can beaver (Provost 1962), moose (Alces alces; Simkin 1965), 

A B

Fig. 21.5. Ultrasound images of ovaries in cattle; arrows mark the 
periphery of the ovary. (A) Three medium follicles (5–7 mm in 
diameter) are visible as dark, round objects. (B) Several small 
(2–3 mm) follicles are visible to the right of a large (12 mm) 
follicle on this ovary. From Pierson and Ginther (1988) with permission.



  john d.  harder

red fox (Vulpes vulpes; Oleyar and McGinnes 1974), and east-
ern cottontail rabbits (Sylvilagus floridanus; Zepp and Kirk-
patrick 1976). Accessory CL (i.e., unovulated luteinized fol-
licles) and other structures unrelated to ovulation can, at 
times, be distinguished by size and appearance.
 Counts of  CL provide an accurate measure of  ovulation 
rate, but are only an index to number of  young in utero. 
This is because CL form during the normal course of  each 
estrous cycle whether or not conception occurs, and even 
though most animals collected from the wild with active CL 

will be pregnant, each ovulated follicle forms a CL—whether 
or not the egg from each follicle is fertilized—and under-
goes embryonic development. Thus, if  the fertilization rate 
in a given species is low or if  embryonic or fetal losses are 
high, CL counts will overestimate number of  young pro-
duced. For example, the Virginia opossum has a high ovula-
tion rate (30 CL/ovary/cycle; Fleming and Harder 1983), 
but gives birth to only 10–20 young and weans 6–8. Al-
though conception rates in most species are much higher 
than for opossums, fertilization rates and in utero survival 

Box 21.2. preservation of tissues and gross ovarian analysis

Preservation of Tissues at Necropsy
Postmortem changes are slowed considerably at low temperatures (e.g., 4° C), and organs may be frozen before subse-

quent gross examination. However, ice crystals that form in the cytoplasm ruin cells for microscopic study. If histology is 

planned, organs and tissues must be placed in a fixative solution at necropsy.

 Fixatives are used prior to histology to (1) prevent purification, (2) coagulate protein, and (3) protect the tissue against 

shrinkage and distortion in subsequent procedures. Buffered 10% formalin (1:10 dilution of 40% formaldehyde) is used 

widely, but it is only one among many options. A histology manual (e.g., Humason 1979) should be consulted for specific 

recommendations. The volume of fixative should exceed that of the tissue by 5 or 10 times to avoid excessive dilution of 

the fixative by water diffusing from the tissue.

Gross Examination of Deer Ovaries
1.  Ovaries are removed by cutting the mesovarium, the mesentery that suspends the ovary in the body cavity, near the os-

tium of the oviduct. Ovaries are more easily manipulated if some mesovarium remains with the ovaries, and left and 

right ovaries can be identified later if extra mesovarium is routinely left on the ovary from one side.

2.  After ovaries have been in a fixative, such as formalin, for 36 hours, they will harden sufficiently to withstand slicing. 

Each is removed from the fixative and rinsed thoroughly in tap water. Caution: formaldehyde is toxic, and so latex 

gloves should be worn and all work with formalin-fixed material should be done in a fume hood.

3.  An ovary can be secured by grasping the mesovarium close to the ovary with curved forceps or hemostat. It is then 

sliced along the long axis with a scalpel or razor blade, cutting toward the mesovarium and forceps (Fig. 21.6). With 

practice, horizontal slices of about 2-mm thickness can be cut, stopping just before the mesovarium is reached. In this 

way, the sliced ovary will stay together like pages of a book, ready for thorough, repeated examination. Hawley (1982) 

described a razor-blade device used to slice moose ovaries into uniform 1.5-mm sections.

4.  Ovaries collected during the breeding season will contain a number of follicles of mixed size and, perhaps, recently 

ovulated follicles or new corpora lutea (CL) with ovulation points still evident. New CL of pregnancy grow to near full 

size (7-mm diameter) in the first 2–3 weeks after ovulation and eventually occupy most of the ovarian volume during 

pregnancy in deer. Thus, they can be “followed” through several slices from one side of the ovary to the other. The 

sliced surface is solid, cheesy in texture, and creamy white in color. The color varies from yellowish to gray in other spe-

cies.

5.  Far less evident are the small copora albicantia (CA), pigmented scars of the regressing CL of the previous pregnancy 

(Cheatum 1949). Each slice of ovary must be carefully examined on both sides for these small (1–3-mm diameter) rust-

colored structures, which are often compressed into triangular or crescent shapes by surrounding follicles and growing 

CL. Color is the primary distinguishing characteristic, but it can vary from dark yellow to deep brownish orange.

6.  If the ovary is to be saved for further macroscopic or microscopic examination, it should be stored in 70% ethanol to 

prevent excessive hardening.
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vary considerably among species and must be identified for 
each separately (Brambell 1948).

ovarian analysis of deer 
All CL leave scar tissue in the ovary as they regress. In most 
mammals, they are visible only in microscopic examination 
as whitish bodies of  connective tissue known as corpora al-
bicantia (CA). However, the large, long-lived CL of  preg-
nancy in cervids regress slowly after parturition and are 
grossly visible as pigmented CA (sometimes called corpora 
rubra; Cheatum 1949; Box 21.2). Ovaries of  deer are most 
often collected at hunter check stations in October–December 
(i.e., often before all does in a population have had an op-
portunity to ovulate and before fetuses are visible in utero). 
Therefore, considerable attention has focused on CA as a 
basis for estimating number of  fetuses carried to term in the 
previous pregnancy (preceding spring). 
 The value of  CA counts in estimation of  average litter 
size in previous pregnancies depends on knowledge of  the 
fertilization rate and longevity of  the CA. The fertilization 
rate (fetuses/CL) in deer is high and remarkably constant 
(85–90%; Roseberry and Klimstra 1970, Barron and Harwell 

1973, Woolf  and Harder 1979). Unfortunately, the longevity 
of  CA is variable, sometimes remaining grossly visible for 
more than a year. Identifying the age of  CA through histo-
logical examination (Mansell 1971) would largely eliminate 
biases in estimation of  previous litter sizes, but this is sel-
dom feasible for management surveys.
 Examination of  the ovaries of  yearling does for CA has 
great value and utility for estimating the percentage of  fawns 
breeding in a population. With few exceptions, the maxi-
mum ovulation rate for fawns that reach puberty and ovu-
late is 1 ovum per female. Thus, yearlings that are killed  
during the hunting season or in traffic accidents during 
July–February will yield reliable CA data, because, for all 
practical purposes, only 2 possibilities exist: 0 or 1 CA per 
doe. The proportion of  females that conceive in their first 
year reflects the nutritional status of  the herd and varies 
from 0 (Woolf  and Harder 1979) to a high of  77–82% (Nixon 
1971, Haugen 1975). This demographic parameter is impor-
tant, because the 6-month age class is the largest in any pop-
ulation, and therefore, one that has great potential for im-
pact on natality, population growth, and sustainable yield 
(Harder 1980).

Uterine Analysis in Reptiles and Mammals
Viviparous reptiles and mammals retain developing young 
in utero and thus, present evidence of  reproductive perfor-
mance equivalent to clutch size in oviparous vertebrates. 
Enumeration of  embryos or fetuses in utero has long been a 
popular and convenient measure of  the reproductive perfor-
mance of  a population. Popular, because the number in 
utero, especially during the third trimester of  gestation, is 
often a reliable indicator of  the number of  young that will 
be born (i.e., litter size). Uterine examination for embryos 
or fetuses is convenient, particularly in later stages of  gesta-
tion, because fetuses are grossly visible and can be reliably 
counted by hunters or personnel handling animals killed on 
highways. The entire uterus with fetuses may be collected 
and frozen or fixed for later study, or it can be inspected on 
location. Crown–rump length measurements can be used to 
estimate age of  white-tailed deer (Armstrong 1950) and coy-
ote fetuses (Kennelly et al. 1977) and, by backdating, to esti-
mate breeding dates. The primary sex ratio for a population 
can be estimated from examination of  fetuses, a parameter 
of  practical value in population models and of  consider-
able interest among theoretical and experimental ecologists 
(Trivers and Willard 1973, Austad and Sunquist 1986, Gos-
ling 1986, Rosenfeld and Roberts 2004).
 Fetal counts are most often done at necropsy, but in 
many instances, this information must be obtained from 
living animals, such as during investigations of  rare and en-
dangered species or animals in zoos. Uterine swellings, in-
dicative of  fetuses, and CL of  pregnancy can be counted in 
living animals by laparotomy. This approach has been used 
on cottontails (Murphy et al. 1973), white-tailed and mule 

A
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Fig. 21.6. (A) Procedure for slicing a fixed ovary with a razor blade. 
(B) A view of the sliced ovary, showing an antral follicle (AF) and 
a corpus luteum (CL). Photos by D. Dennis.
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deer (Odocoileus hemionus; Zwank 1981), and elk (Follis et al. 
1972). Ultrasound readings were used to successfully diagnose 
pregnancy during the last trimester of  gestation in moun-
tain sheep (Ovis canadensis; Harper and Cohen 1985) and 
pronghorn (Antilocapra americana; Canon et al. 1997). Several 
noninvasive methods, based on hormonal and biochemical 
changes in blood, are available for diagnosing pregnancy.

Birth and Parental Care of Young
Nest Success
The number of  young born or hatched per female is the 
most ecologically important reproductive parameter that 
can be measured. It is the basis for calculating gross natality 
and can be obtained with reasonable accuracy for many 
avian species and some herptiles. If  the location of  nests 
and clutch size is known, the number of  live young can be 
obtained by repeated inspection of  the nest. This is the basis 
of  the Mayfield method for estimating nest success of  birds 
(Dinsmore and Johnson 2005). The eggs of  most viviparous 
reptiles are laid in spring and hatch by late summer, but in a 
number of  turtles (e.g., painted turtles [Chrysemys picta]; 
Breitenbach et al. 1984), emergence of  young from the nest 
is delayed until the following spring, when foraging condi-
tions are more favorable (Fig. 21.7).
 Amphibians, particularly frogs, exhibit the greatest diver-
sity of  modes of  parental care among terrestrial vertebrates. 
What might be viewed as a typical pattern in north temper-
ate regions (i.e., eggs deposited in vernal pools and hatching 
into free-foraging tadpoles) is just 1 of  27 different modes 
recognized by Zug et al. (2001). Seemingly every possible 
pattern has been observed: from tadpoles emerging from 
eggs laid on tree leaves and dropping into ponds or streams 
to eggs that are carried in the dorsal pouch of  the female 
and develop directly into froglets. These diverse patterns 
present fascinating natural history and opportunities for ex-
panding knowledge of  traditional reproductive ecology of  a 

group that is undergoing an alarming decline in diversity 
and abundance (Semlitsch 2000, Hayes et al. 2010). The chal-
lenge is to devise search and sampling procedures that pro-
duce estimates useful for population models. The most 
common approach for estimating number of  young at birth 
in amphibian populations involves use of  funnel traps for 
tadpoles and larvae (Adams et al. 1997) or setting of  pit- 
fall traps along a drift fence that encircles a breeding pond 
(Semlitsch et al.1996).
 The nests of  many oviparous and viviparous species (some 
lizards, snakes, and mammals) cannot be located with statis-
tical validity. Thus, the number of  young born must be in-
ferred from data collected in utero or, for some frogs, other 
parts of  the body. Ovarian and uterine analyses described in 
some detail for white-tailed deer could be developed for 
other viviparous species. More studies of  mammals and rep-
tiles are needed to establish the relationship between ovar-
ian scars of  CL and the number of  young carried and born. 
Thus, ovaries collected from females shortly after they give 
birth might provide a measure of  litter size. The extent to 
which uteri of  viviparous reptiles might reveal early implan-
tation sites as indicators of  potential litter size is largely 
unknown.

Placental Scars
These scars are pigmented areas of  uterine tissue marking 
sites of  previous placental attachment in mammals (Fig. 
21.8). Their formation, described by Deno (1937) and Mar-
tin et al. (1976), is limited to taxa with deciduous placentae 
(Wydoski and Davis 1961). Erosion of  the uterine endo- 
metrium by the embryonic trophoblast and an interdigita-
tion of  uterine and chorionic tissue is such that endometrial 
tissue is torn away when the placenta is expelled at birth 
(i.e., the placenta is deciduous; Vaughan et al. 2000). As the 
new uterine endometrium grows over this wound, stagnant 
pools of  blood become trapped, and the hemoglobin in the 
red blood cells is degraded to hemosiderin (an iron-contain-
ing pigment) by macrophages. The entrapped hemosiderin 
remains visible as a placental scar for varying lengths of  
time.
 Species known to develop prominent placental scars be-
long primarily to the mammalian orders (Insectivora, Chi-
roptera, Lagomorpha, Rodentia, and Carnivora). However, 
scarring also has been described in such divergent taxa as  
elephants (Laws 1967), and it is possible that some squamate 
reptiles, with mammalian-like chorioallantoic placentae (Black-
burn 1993), also develop placental scars. Litter size has been 
estimated from placental scars in a variety of  carnivores, in-
cluding brown bears (Ursus arctos; Hensel et al. 1969), rac-
coons (Procyon lotor; Sanderson 1950), and gray fox (Urocyon 
cinereoargenteus; Oleyar and McGinnes 1974). Placental scars 
are most useful in mammals that have only 1 or 2 litters per 
year, such as American beaver (Henry and Bookhout 1969) 
or gray squirrels (Sciurus carolinensis; Nixon et al. 1975). The 
reliability of  the method has been recently confirmed in the 

Fig. 21.7. Arrangement of painted turtle hatchlings in an over-
wintering nest. From Breitenbach et al. (1984) with permission.
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European hare (Lepus europeus; Bray et al. 2003). Observa-
tions of  smaller rodents that have several litters in rapid suc-
cession often entail problems in separating scars into sets 
representing different litters or pregnancies (Rolan and Gier 
1967, Martin et al. 1976).
 In many species, placental scars can be seen easily in 
fresh, thawed, or preserved tissue without special treatment. 
They stand out as darkened spots or bands in the uterine 
horns. If  females are collected soon after parturition, the tis-
sue around the old implantation sites will still be swollen. 
With increasing time after parturition, however, the scars 
fade, and additional steps must be taken to clearly see them. 
A first step, at least with small mammals, is to compress the 
uterine horns between 2 microscope slides (or with larger 
uteri, between the nested lid and base of  a petri dish; Fig. 
21.8). The scars can then be viewed on a dissecting scope, 
and with backlighting, it is possible to distinguish and count 
scars in sets. With larger species, it usually is necessary to 
expose the endometrium of  the uterus by cutting longitudi-
nally along the length of  each horn with scissors. The scars 
then appear as darkened bands or discs in the uterine lu-
men. In some species, placental scars are indistinct, and spe-
cial clearing or staining procedures are required to make 

them more visible (Henry and Bookhout 1969, Humason 
1979, Bray et al. 2003). Placental scar count accurately esti-
mated pregnancy rate and litter size in mink (Mustela vison) 
collected up to 3 months postpartum; but with longer inter-
vals, the proportion of  females judged to be barren was 
overestimated, and mean litter size was underestimated (El-
meros and Hammershoj 2006).

Lactation and Nursing
The transition from late gestation to lactation is a critical 
period in the reproductive cycle of  mammals. Mammary 
glands of  lactating females grow and fill with milk that can 
be expressed from the teats of  all but the smallest species. If  
milk cannot be expressed from a female at necropsy, the 
mammary gland should be sliced open and inspected for 
pools of  milk in the tissue. Nipples of  lactating females be-
come swollen and pinkish, and often the fur immediately 
surrounding the nipple is thin or absent. These and other in-
dications of  lactation are only indirect signs that a female is 
nursing or has recently weaned young. They should be veri-
fied, preferably through measurements of  females with known 
reproductive histories, including those nursing young. Some 
progress has been made in this regard through studies of  
teat length of  yearling white-tailed deer in autumn. Sauer 
and Severinghaus (1977) concluded that any yearling with 1 
of  4 teats 10 mm was without young, and those with 1 teat 
>15 mm was nursing or had recently weaned a fawn. Both 
teat length and placental scars merit additional evaluation as 
indicators of  reproductive success in other species, as in 
fisher (Martes pennant; Frost et al. 1999), particularly because 
data can be collected from carcasses on highways or those 
brought to hunter check stations. 
 Because lactating marsupials carry young in their pouch 
for an extended period (50–60 days in the Virginia opossum), 
they are attractive subjects for study reproductive ecology 
(Harder and Fleck 1997, Carusi et al. 2009), particularly of  
the effect of  nutritional status on litter size. For example, 
Hossler et al. (1994) demonstrated a remarkably close corre-
lation (R2 = 0.86) between a hind-leg fat index and litter size 
in opossums living near the northern limit of  their distribu-
tion in New York. Given the reality of  substantial neonatal 
mortality in many wildlife populations, an estimate of  the 
proportion of  females in a population that are lactating is 
more relevant to reproductive success than are parameters 
measured earlier in the reproductive cycle (e.g., ovulation 
rate). Coupled with estimates on average litter sizes, lacta-
tion indices could substantially improve estimates of  net na-
tality (i.e., number of  young weaned/female).

Reproductive Patterns and Performance in Males
Reproductive activity in male vertebrates in the breeding 
season is decidedly noncyclic and less complex than in fe-
males, particularly in regard to assessment of  reproductive 
performance. Spermatogenesis begins at puberty, and ex-
cept for periods of  seasonal regression, testes normally re-

Fig. 21.8. (A) Uterine swellings of a pregnant white-footed mouse 
(Peromyscus leucopus). (B) Postpartum uterine horns compressed 
between the lid and the inverted base of a petri dish to reveal 
placental scars. Drawings by D. Dennis.
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main active in production of  sperm and secretion of  testos-
terone throughout the life of  the individual. Sperm are 
produced by the millions, well in excess of  the few hundred 
that might be required to fertilize even the largest mass of  
frog eggs. In most species, reproductive success of  fertile 
males is ultimately based on the number of  females mated 
or eggs fertilized. It is often a function of  courtship behav-
ior or the outcome of  interactions with competing males. 
 Because testes increase in mass with onset of  spermato-
genesis, testis weight is most often used to monitor the on-
set of  breeding and as an index of  the number of  breeding 
males in populations of  herptiles, birds, and mammals. Warm 
spring weather signals the onset of  breeding in the Mexican 
leaf  frog (Pachymedusa dacnicolor), when active spermatogen-
esis is coupled with increased testis weight and plasma an-
drogen levels (Bagnara and Rastogi 1992). Testicular enlarge-
ment coincides with ovarian activation in some species of  
salamanders (Semlitsch 1985), but not all (Marvin 1996). Most 
reptiles have an associated reproductive pattern, in which 
breeding is associated with elevated androgen secretion and 
spermatogenesis. However, some squamates, such as the 
red-sided garter snake (Thamnophis sirtalis), have a dissoci-
ated pattern. In this species, sperm produced during sum-
mer are stored by the male for use during the following 
spring breeding season, when testes are actually regressed 
and androgen levels are low (Fig. 21.9).

Testis Weight and Counts of Spermatozoa
The gonads and reproductive tracts of  birds generally re-
main in a regressed state during the nonbreeding season, 
but increase markedly during the breeding season. For ex-
ample, the testis of  a mature male white-crowned sparrow 
(Zonotrichia leucophrys) will grow from 10 mg to >600 mg 
during the breeding season (Wingfield and Farner 1980), 
and elevated plasma testosterone in pintail ducks (Anus 
acuta) coincides high ejaculate quality, as evidenced in num-
ber and morphology of  sperm (Penfold et al. 2000). Sea-
sonal growth and recrudescence of  testes and accessory 
glands of  mammals are much less pronounced and more 
variable across taxa than in birds. In some, such as tammar 
wallaby (Macropus eugenii) and brush-tailed possum (Tricho-

surus vulpecula), testis weight changes little throughout the 
year, although prostate weight and testosterone levels show 
marked seasonal variation (Gilmore 1969, Inns 1982). Most 
seasonally breeding mammals, however, show noticeable to 
marked increases in testis size as well as androgen levels 
(Mirarchi et al. 1977). Weight and volume (estimated by  
water displacement in a graduated cylinder) can be obtained 
at necropsy, but 2-dimensional measurements of  scrotal tes-
tes on live males also provide a valid index of  testicular vol-
ume and reproductive status. For example, the volume of  
testes of  white-tailed deer increased from a low of  50 cc in 
June to >150 cc in November (breeding season), during the 
same time that plasma testosterone increased from basal 
(near 0) to >3 ng/mL (McMillin et al. 1974).
 The presence of  spermatozoa (sperm) in the testes or 
epididymides provides evidence of  reproductive status and 
is particularly useful for examining age of  puberty or onset 
of  seasonal breeding. Sperm counts also have been used to 
examine seasonal differences in male reproductive activity 
(Mirarchi et al. 1977), social stress (Sullivan and Scanlon 
1976), and exposure to environmental contaminants (Sand-
ers and Kirkpatrick 1975).
 An estimate of  sperm density or total spermatozoa per 
testis or epididymis may be obtained by homogenizing a 
known mass of  sliced tissue in a blender or tissue homoge-
nizer with an appropriate culture medium, such as Hank’s 
solution. Triton X-100 ( J. T. Baker, Phillipsburg, NJ) can be 
added (0.01–0.05% by volume) to prevent foaming in the 
blender (Amann and Lambiase 1969, Sullivan and Scanlon 
1976). Alternatively, testes or sections of  epididymides of  
small species can be thoroughly minced with scissors and 
rinsed repeatedly with a known volume of  culture medium 
to collect spermatozoa. An aliquot of  homogenate or rinse 
is then removed and added to both chambers of  a standard 
hemocytometer. Sperm density relative to tissue mass can 
then be calculated with the appropriate dilution factors (Box 
21.3). A test for the presence of  motile spermatozoa in-
volves cutting the tail of  the epididymis from a freshly killed 
specimen and making a smear on a slide for microscopic ex-
amination to detect sperm (Kibbe and Kirkpatrick 1971). 
Morphology and motility are commonly used to assess the 

Fig. 21.9. The annual gonadal reproductive cycle of 
the red-sided garter snake illustrates a dissociated 
reproductive pattern. Males mate with females in 
spring, when testes are small and circulating 
concentrations of androgens are relatively low. 
Spermatozoa produced during the summer, when 
testes enlarge and androgen levels are high, are 
stored in the epididymis until the following spring. 
Adapted from Crews and Garstka (1982) with permission.
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quality of  sperm in human fertility clinics, livestock man-
agement, and zoo studies of  endangered species (e.g., chee-
tahs [Acinonxy jubatus]; Wildt et al. 1993). However, these 
measures are made on sperm in semen, which is usually ob-
tained by electroejaculation, an approach that is seldom 
taken in studies of  wild animals.

Testicular Biopsy
Counts of  spermatozoa are usually made from tissues or 
fluid collected at necropsy or in ejaculates. However, needle 
biopsy procedures offer an opportunity to obtain testicular 

tissue and spermatogenic cells from living animals, as re-
viewd by Berndtson (1977). The animal is anesthetized, and 
the surface of  the scrotum is thoroughly cleansed and disin-
fected. A testis is punctured with a 19–22-gauge needle, 
carefully avoiding the epididymis (Sundqvist et al. 1986). 
Slight pressure applied to the testis or negative pressure in 
an attached syringe will ensure aspiration of  tissue into the 
needle. The needle is then withdrawn from the testis, and 
the material contained in the needle is spread onto a micro-
scope slide, dried, and stained prior to examination of  the 
cells. The biopsy smears are scored: low (1–2), when only 

Box 21.3. proCedure for estimating density of spermatozoa and other types of Cells  
with a hemoCytometer

A hemocytometer is a thick glass microscope slide with 2 

identical counting chambers of known volume. It was 

originally developed to provide standard conditions for 

human blood cell counts, but it has found application in a 

wide variety of cytological work, including estimation of 

sperm density for assessment of male fertility. The highly 

polished floor of each counting chamber is gridded with 

fine lines spaced at exact intervals as discussed below. 

 Ridges on the sides of the hemocytometer hold the 

cover slip exactly 0.1 mm above the floor of the counting 

chamber. Consequently, cells counted in a given section 

of the chamber are related to volume, and cell density can 

be calculated. Counts can be made on fresh, frozen, or 

fixed material, but fresh material provides the option of 

rating spermatozoa for motility. In reality, a hemocytome-

ter provides a convenient system of grids that can be 

readily applied to a wide variety of microscopic sampling 

problems.

Procedure
1.  Spermatozoa may be obtained from a homogenized tes-

tis, but if mammalian sperm are to be evaluated for mo-

tility, they must be obtained from ejaculated semen or 

flushed from the tail of the epididymis. Semen or other 

material should be diluted with an appropriate culture 

medium, such as Hank’s solution rather than saline, 

particularly if motility is to be assessed. Medium and the 

hemocytometer should be held on a slide warmer at 

normal scrotal temperature (e.g., 35° C).

2.  The source material is diluted with a known volume of 

medium, and a drop is added to both chambers of the 

hemocytometer. 

3.  After spermatozoa have settled for 5 minutes, count 

the number of spermatozoa in sections A, B, C, D, and 

E of the center grid and multiply the total by 5 to obtain 

an estimate of the total number in the center grid 

(1 mm on a side or 0.01 cm2). Alternatively, select one 

of the 4 corner grids (comprised of 16 squares) at ran-

dom and count all spermatozoa with heads inside the 

perimeter lines. If sperm density is high (>40 cells), 

count within a randomly chosen row of 4 squares and 

multiply the total by 4 to obtain an estimate of the  

total in all 16 squares (0.01cm2). 

4.  This procedure should be repeated in a grid in the 

other counting chamber to permit calculation of mean 

and standard deviation and an estimate of counting 

precision. 

5.  The cover slip is held 0.1 mm above the floor of the 

counting chamber, which, in this example, creates a 

chamber volume of 1 × 10–4 cm3 or 0.1 µL.

6.  The concentration or density of sperm in the source 

material is calculated with the appropriate dilution fac-

tors. For example, a 150-mg epididymis is minced and 

rinsed with 600 µL of medium, and a sample of the re-

sulting cell suspension is placed in a hemocytometer. 

If 500 spermatozoa are counted in a 0.01 cm2 section 

(0.1 µL) of the hemocytometer; sperm density or con-

centration (C; i.e., number of spermatozoa per mg of 

epididymis) would be calculated as: C = N × D/0.1 ÷ S, 

where N is number of spermatozoa counted in 0.1 µL 

of the hemocytometer, D is volume of medium used to 

rinse or dilute the sample, and S is volume or weight 

of the original sample. In this case, C = 500 × 600/0.l 

÷ 150 = 20,000 spermatozoa per mg of epididymis.
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sertoli cells or spermatogonia are present, to high (9–10), 
when large numbers of  mature spermatids are counted. 
This procedure, used in diagnosing human infertility, has been 
used with ranch mink, in which up to 20% of  the males are 
infertile, as indicated by biopsy scores 7 (Sundqvist et al. 
1986). The safety of  this procedure has been assessed in 
mice: spermatogenesis, fertility, and paternity of  mature 
mice were unaffected by their testicular biopsy at 4 weeks 
of  age (Nakane et al. 2005)

ENDOCRINOLGY OF REPRODUCTION  
AND STRESS

Background
The nervous and endocrine systems act in concert to coor-
dinate physiological processes and behavior. Responses reg-
ulated by the endocrine system are generally slower and of  
longer duration (hours and days) than those provided by the 
nervous system, which acts on the scale of  seconds and 
minutes. The complex of  interrelated glands that compose 
the endocrine system responds to both internal signals and 
to external environmental cues by secretion of  hormones 
that are carried in the blood stream, usually to other parts 
of  the body, where they have their effect. Environmental 
stimuli (e.g., photoperiod or social interaction) are relayed 
through a basal part of  the brain, the hypothalamus, which 
responds by secretion of  releasing factors, including gonad-
otropin releasing hormone (GnRH), that control the secre-
tory activity of  the anterior pituitary gland (Norris 2007). 
The anterior pituitary gland secretes several peptide hor-
mones, including follicle stimulating hormone (FSH) and 
LH, that control gametogenesis and hormone secretion by 
the gonads The pituitary also secretes adrenocorticotropic 
hormone (ACTH), which stimulates secretion of  cortico-
steroids (e.g., cortisol and corticosterone) by the adrenal 
cortex. Control of  circulating levels of  hormones is achieved 
by feedback regulation. For example, when increasing blood 
levels of  testosterone in a male exceed a threshold or set 
point in the hypothalamus, the release of  GnRH is inhib-
ited. Thus, less GnRH reaches the anterior pituitary, less LH 
is released and reaches the testes, and consequently, secre-
tion of  testosterone is reduced to appropriate levels.
 Hormonal control of  reproduction ultimately functions 
to coordinate development of  the reproductive tract, ex-
pression of  mating behavior, and gametogenesis, so that 
sperm and eggs are brought together to accomplish fertil-
ization and conception. Each stage in the reproductive cycle 
is controlled by a sequence of  endocrine signals that can be 
visualized with hormone profiles (i.e., plots of  concentra-
tions in blood [serum or plasma] over time). Although many 
hormones are involved, much has been learned about the 
reproductive processes in wildlife through study of  relatively 
few pituitary hormones and gonadal steroids (Table 21.1). 
The extent to which endocrine responses to chronic stress 

(i.e., corticosteroid secretion) affect reproductive processes 
is a longstanding question in wildlife population ecology. 
Thus, endocrine measures of  stress also are considered in 
this section.
 This introduction provides only a brief  outline of  the 
principles and terminology of  reproductive endocrinology. 
Appreciation of  information presented in this section will 
be enhanced with a basic understanding of  the anatomic–
functional axis consisting of  the hypothalamus, pituitary, 
and gonads (hypothalamic–pituitary–gonadal axis) as de-
scribed in most introductory biology textbooks. More ex-
tensive presentations of  principles and related primary liter-
ature are available in a number of  reviews and textbooks, 
including Austin and Short (1984), Tyndale-Biscoe and Ren-
free (1987), Bronson (1989), Nelson (2000), Foster and Jack-
son 2006, and Norris (2007).

Hormones and Reproduction
Hormones and Reproductive Cycles in Females
Peak ovarian mass and numbers of  yolked eggs in frogs gen-
erally coincide with peak levels of  ovarian steroids at the 
time of  amplexsus and oviposition, as in the Mexican leaf  
frog (Bagnara and Rastogi 1992). Similarly, in female reptiles 
with associated reproductive patterns, increased ovarian 
mass and elevated gonadal steroids also coincide with breed-
ing behavior. One of  the most thoroughly studied (particu-
larly in behavioral endocrinology) lizards in this group is the 
green anole, as reviewed by Wade (2005). Unlike most liz-
ards, which ovulate about half  of  each clutch of  eggs from 
each ovary, the green anole (and other species of  Anolis) 
ovulates a single egg, alternately from each ovary, every 14 
days. Females are receptive to males during the 7 days pre-
ceding ovulation, when the estradiol:progesterone ratio is 
low ( Jones et al. 1983; Table 21.1). 
 Less is known about factors controlling breeding behav-
ior in dissociated breeders, such as the red-sided garter 
snake. Activation of  courtship behavior in the male of   
this species does not depend on the presence of  gonadal 
steroids, and for some time, there was little evidence that 
females were different (Whittier and Tokarz 1992). How-
ever, Mendonca and Crews (2001) demonstrated that low 
levels of  circulating estradiol must be present during hi-
bernation if  females are to be receptive upon emergence 
in the spring. Following ovulation, the CL of  both ovipa-
rous and viviparous lizards secretes progesterone (Norris 
2007; Table 21.1).
 Owens (1997) synthesized much of  the sea turtle litera-
ture on gonadotropins and gonadal steroids in a graphic 
model for endocrine control of  reproductive events and be-
havior in both males and females. Estrogen is highest during 
follicular growth, rising slightly with each oviposition. Tes-
tosterone also is high during migration and the nesting  
period. Both gonadotropin and progesterone surge during 
ovulation of  each clutch (Table 21.1).



Table 21.1. Hormone data relevant to the assessment of reproductive activity in selected vertebrates. All values are for females, 
except as noted for males. Hormone concentrations are pg/mL serum or plasma for estrogens and ng/mL serum or plasma for 
all others, except steroid conjugates in urine (Kasman et al. 1986, Walker et al. 1988, Herrick et al. 2000), which are expressed 
in µg, ng, or pg per mg of creatinine or in µg/g or ng/g feces. Two concentrations indicate the approximate lows and highs 
associated with a given reproductive event. 

  Change in  
Species Hormone concentration Reproductive event Reference

Frog (M) FSH 2–4 Peaks with spermatogenesis Polzonetti-Magni et al. 1998
 Estradiol 0–8 Peaks with FSH
 Androgena 0–10 High in recrudescence and breeding
Bullfrog (M) LH  Seasonal, highest at amplexus Licht et al. 1983 
 Androgen 2–34 Seasonal elevation 2–4× >T
 LH 4–32 Surges at the time of  ovulation Licht et al. 1983
Toad Progesterone 0.1–0.3 Low, highest prior to mating Itoh et al. 1990
 Estradiol 1,000–3,900 High, peak early in breeding
Anole lizard (Anolis  Estradiol 500–2,100 Lower during sexual receptivity Jones et al. 1983
 carolinensis) 
Lizard Progesterone 2–13 Rises from preovulatory to gravid state Norris 2007
Tortoise (M) Testosterone 5–25 Low during mating and elevated during spermatogenesis Kuchling 1999 
Sea turtles (from  Estrogen 200 Highest prior to nesting Owens 1997 
 general model) Testosterone 300 Highest during mating
 Gonadotropin 4 Surge levels at ovulation
 Progesterone 12 Highest levels at ovulation
Turkey (Meleagris Prolactin 90–709 Elevated during incubation, low in laying and brooding Wentworth et al. 1983
 gallopavo)    hens 
White-crowned  Estradiol 35–400 Increases with courtship and egg laying Wingfield and Farner 1980 
 sparrow 
Japanese quail (M) Testosterone 0–5 Increases with day length and onset of  breeding season Follett and Maung 1978 
Woodchuck (M)  Testosterone 0–3 Increased during breeding season Baldwin et al. 1985 
 (Marmota monax) 
Woodchuck (F) Progesterone 0–60 Progesterone higher in post-partum than in pregnant Concannon et al. 1983
    females
White-tailed deer (F)  Progesterone 0–6 Rises with CL formation in early pregnancy Plotka et al. 1977, Harder and 
 (Odocoileus      Moorhead 1980
 virginianus) Estrogens 11–295 Increases near parturition Harder and Woolf  1976  
White-tailed deer (M) Testosterone 0–3 Increased with hardened antlers and rut McMillin et al. 1974
Red howler monkey Progesterone  77–212 High in luteal phase of  estrous cycle and highest during Herrick et al. 2000 
  (urinary)   gestation 
Little brown bat  Progesterone 7–136 Increased from early to late pregnancy Buchanan and Younglai 1986 
 (Myotis lucifugus) 
Indian rhino Estrone sulfate 47–1 High at estrus and drops rapidly at ovulation Kasman et al. 1986
Killer whale Estrone  0–35 Increases prior to presumptive ovulation Walker et al. 1988 
  conjugate  
 Pregnanediol- 0–100 Elevated during pregnancy 
  3-glucuronide 
Tree kangaroo Progestinc 200–900 Rises slowly after ovulation to high levels for 30 days of  North and Harder 2008
    59-day cycle 
White rhino Progestin 40,000 Concentrations during gestation higher (100×) than in Patton et al. 1999
    estrous cycle 
Elk Progestin 700–2,500 Varies among pregnant females, depending on habitat Creel et al. 2007 
    quality 

a CL = corpus luteum; FSH = follicle stimulating hormone; LH = luteinizing hormone; M = male; T = testosterone.

b Testosterone and related hormones (e.g., dihydrotestosterone and androstenedione).

cProgesterone and its metabolites (e.g., pregnanolone) in feces, expressed in µg/g (elk) or ng/g feces.
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 The sequence of  hormonal signals responsible for the 
circadian cycle of  ovulation and egg laying in birds is com-
plex. A major component in the domestic hen is a positive 
feedback relationship between an increase in progesterone 
secretion from the ovarian follicle and a surge of  LH from 
the anterior pituitary, which stimulates ovulation ( Johnson 
2004). Prior to ovulation, elevated estrogen also induces 
courtship behavior (Table 21.1) and stimulates mobilization 
of  yolk precursors from the liver and their deposition in  
the egg while it is in the follicle (Van Tienhoven 1983). Incu-
bation behavior and brood patch formation are stimulated 
by high prolactin levels in association with estradiol and 
progesterone. Prolactin from the anterior pituitary also 
stimulates production of  “milk” in crop glands of  doves and 
pigeons. 
 Measurements of  circulating hormones are useful in 
studies of  the effects of  toxic substances on reproductive 
performance of  birds. Progesterone levels peaked earlier rel-
ative to oviposition in mourning doves treated with dietary 
polychlorinated biphenyls than in controls (Koval et al. 
1987). Nonlaying canvasbacks (Aythya valisineria) had lower 
serum concentrations of  prolactin and LH than did laying 
hens. Progesterone levels in laying hens increased during 
the breeding season, whereas those in the nonlaying birds 
declined (Bluhm et al. 1983).
 The estrous cycle of  mammals is a sequence of  inter- 
related physiological events in the hypothalamus, anterior 
pituitary, ovary, and reproductive tract marked by a period 
of  sexual receptivity (estrus) and ovulation. Preovulatory 
follicles secrete large amounts of  estradiol that stimulates 
estrus and a preovulatory surge of  LH. The LH surge stim-
ulates ovulation and formation of  the CL (Figs. 21.4, 21.6). 
This general pattern appears to hold true for many mammals, 
as evidenced from data from such widely divergent taxa as 
tammar wallabies (Harder et al. 1985), rats (Nequin et al. 

1979), deer (Plotka et al. 1980), and sheep (Hauger et al. 
1977). The rise in estrogen around estrus confirms normal 
ovarian activity and is potentially valuable as a predictor of  
time of  ovulation in mammals that ovulate spontaneously. 
This knowledge is essential for artificial insemination and 
embryo transfer, techniques that are being used with in-
creasing frequency by zoos, endangered species programs, 
and modern game farms. Jacobson et al. (1989) achieved 
conception in 75% of  53 trials of  artificial insemination in 
white-tailed deer. 
 Changes in estrogen levels prior to estrus and ovulation 
are often small, of  short duration, and difficult to detect. In 
contrast, events following ovulation, namely CL formation 
and the luteal phase of  the estrous cycle or gestation, are of  
relatively long duration (several days to months in larger 
species) and are characterized by elevated levels of  circulat-
ing progesterone (secreted by the CL and/or placenta; Fig. 
21.10). Therefore, useful progesterone profiles can be ob-
tained with relatively a low-frequency blood sampling de-
sign that is feasible in many wildlife studies. If  breeding is 
highly synchronized, much can be learned from single sam-
ples taken from a series of  animals killed during the breed-
ing season. With white-tailed deer, this approach revealed a 
shortened, nonfertile cycle that preceded the first estrus and 
normal luteal cycle during onset of  the breeding season 
(Harder and Moorhead 1980).
 Progesterone profiles are considered the most reliable 
means of  monitoring the 15-week estrous cycles of  captive 
Asian elephants (Elephus maximus) and African elephants (Lox-
odonta Africana; Plotka et al. 1988). Until accurate and sensi-
tive progesterone radioimmunoassay (RIA) was applied to 
a long series of  serum samples from the same cows by Hess 
et al. (1983), the now well-documented 15-week estrous  
cycle of  the Asian elephant was believed to be only 3 weeks 
long. More recently, LH and progesterone profiles in Afri-

Fig. 21.10. Temporal relationships of estrus and 
ovulation to circulating levels of progesterone, 
estrogen, and luteinizing hormone (LH) during the 
estrous cycle of the ewe, which has preovulatory 
hormone dynamics similar to many mammalian 
species with spontaneous ovulation. From Short 
(1972) with permission.
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can elephants (Kapustin et al. 1996) and Asian elephants 
(Brown et al. 2004) have revealed an anovulatory LH surge, 
followed low progesterone (no ovulation or CL formed) 
and, predictably, 3 weeks later by a second LH surge that 
stimulates ovulation. For decades, attempts to breed ele-
phants using artificial insemination have failed, but with re-
fined LH monitoring of  the double LH surge and use of  an 
endoscope-guided catheter and transrectal ultrasound to de-
liver semen into the anterior vagina, artificial insemination 
was achieved, followed by birth of  an Asian elephant calf  
(Brown 2000, Brown et al. 2004). 
 The practical value of  progesterone data for detecting 
pregnancy in live animals has been widely recognized, par-
ticularly for larger species, in which the gestation period ex-
tends well beyond the breeding season. Feces can be col-
lected in the field, and blood can be obtained from trapped 
or anesthetized animals and assayed later, whereas other 
techniques (e.g., laparotomy or ultrasonography) require 
transport of  the animal or equipment. Care must be used in 
selection of  drugs and other methods of  restraint, because 
they can affect progesterone levels. Plasma progesterone 
concentrations in pregnant white-tailed deer are generally 
>2 ng/mL, whereas those of  nonpregnant deer are 1 ng/
mL (Abler et al. 1976). The potential errors associated with 
this generalization (Plotka et al. 1983) notwithstanding, prop-
erly validated progesterone assays have permitted accurate 
(>2% error) diagnosis of  pregnancy in white-tailed and mule 
deer (Wood et al. 1986). Gadsby et al. (1972) reported higher 
progesterone levels in domestic ewes carrying 2 fetuses than 
in ewes with a single fetus. 
 The uterus and placenta secrete numerous nutritive and 
regulatory proteins during gestation, some of  them unique 
to gestation and therefore useful in identifying pregnant 
animals. Wood et al. (1986) used a qualitative test for preg-
nancy-specific protein B (bovine) to identify (4% error) preg-
nant mule and white-tailed deer. Similar results were re-
ported for this pregnancy test in mountain goats (Oreamnos 
americanus; Houston et al. 1986) and elk (Noyes et al. 1997).

Spermatogenesis and Onset of Breeding in Males
The marked growth of  the testis in vertebrates during onset 
of  the breeding season is associated with rapid increases in 
secretion of  FSH and LH from the anterior pituitary gland 
and testosterone and other androgens from the testes (Fig. 
21.11, Table 21.1), but in bullfrogs (Rana catesbeiana), andro-
gen levels show greater seasonal variation than does testis 
size. High androgen levels in spring stimulate breeding be-
havior in frogs, whereas a peak in FSH and estradiol levels is 
associated with onset of  spermatogenesis (Polzonetti-Magni 
et al.1998; Table 21.1). In most species, reproductive tract 
activation (increased size, sperm production, and androgen 
secretion) is closely associated with breeding behavior. How-
ever, some reptiles, such as tortoises (Gopherus spp.; Kuch-
ling 1999) and red-sided garter snakes, exhibit dissociated re-

production, in which testosterone is relatively low during 
the spring mating season and elevated during spermatogen-
esis in late summer and early autumn.
 In temperate regions of  the world, photoperiod is the 
principle environmental cue for reproductive activation. In 
tropical regions, where day length is nearly constant, other 
factors (e.g., onset of  the rainy season and increased food 
availability) stimulate reproduction. Gonad size and singing 
rate increased in male antbirds (Hylophylax naevioides) follow-
ing addition of  crickets to their diet, and even the sight (only) 
of  live crickets increased their singing rate (Hau et al. 2000). 
Modern techniques permit hormone measurements of  small 
blood samples (50–500 µL), volumes that can be obtained 
from small wild birds. This ability has facilitated diverse ex-
periments in avian field endocrinology. For example, circulat-
ing levels of  testosterone in male song sparrows (Melospiza 
melodia) actively defending territories are elevated compared 
to those with uncontested territorial boundaries (Wingfield 
1985). Similar social modulation of  testosterone levels in 
males has been reported in other (e.g., antbird; Wikelski et al. 
1999), but not all, avian species (Scriba and Goymann 2010).
 In mammals, circulating levels of  testosterone and other 
androgens also increase substantially during the breeding sea-
son (Table 21.1), a requisite condition for full spermatogenic 
activity and breeding behavior, for example, during the rut in 
white-tailed deer (McMillin et al.1974) or during musth (an 
aggressive behavioral state) in Asian elephants (Cooper et 
al.1990). In species as diverse as the hamster (Mesocricetes aura-
tus; Richardson et al. 2004), tammar wallaby (Catling and 
Sutherland 1980), and human (Roney et al. 2007), elevation  
of  testosterone and, at least in tammars (Paris et al. 2005), se-
men quality appear to be dependent on or influenced by di-
rect association with females in breeding condition. 

Fig. 21.11. Plasma levels of luteinizing hormone, testosterone, and 
testis size (solid ovals) in photostimulated male white-crowned 
sparrows (Zonotricha leucophrys) and song sparrows (Melospiza 
melodia). From Wingfield and Farner (1980) with permission.
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Hormone Metabolites in Urine and Feces
For many wild species, even pen-reared individuals, stress 
associated with restraint and venupuncture often precludes 
collection of  blood samples, so that even minimal informa-
tion about normal ovarian endocrinology is unavailable. 
Fortunately, another approach is available. Steroids (e.g., 
progesterone) are metabolized in the liver and excreted as 
conjugates (primarily sulfates and glucuruonides). Consid-
erable progress has been made in monitoring gestation and 
estrous cycles of  many zoo and wildlife species, including 
tree kangaroos (Dendrolagus matschiei), red howler monkeys 
(Alouatta seniculus), killer whales (Orcinus orca), Indian rhi-
nos (Rhinoceros unicornis), white rhinos (Ceratotherium simum), 
and elk, through assay of  hormone metabolites in their urine 
and feces (Table 21.1). 
 Midstream collection is preferred for urine samples, and 
many species, even killer whales, can be trained for this pro-
cedure (Walker et al. 1988). It also is possible to collect sam-
ples from some arboreal species that urinate from predict-
able tree-branch locations. This approach was used with 
individually marked free-ranging red howler monkeys to 
monitor urinary progesterone concentrations (Table 21.1) 
and to develop progesterone profiles that characterize tem-
poral features of  an apparent 28-day estrous cycle and gesta-
tion in this species (Herrick et al. 2000). Individualized feces 
or urine can be collected from the floors of  pens and small 
enclosures or even from open range. Kirkpatrick et al. (1988) 
described detailed validation experiments and procedures 
for estimation of  estrone sulfate concentrations in soil soaked 
with urine by free-roaming feral horses with unique marks. 
Twelve of  15 mares with estrone sulfate >1.0 µg/mg creati-
nine later produced foals, whereas no mares with lower con-
centrations foaled. 
 Collection of  fecal samples from captive and wild ani-
mals is convenient, because the source animal can be ob-
served from a distance and the sample collected at extended 
intervals after defecation. Consequently, hormone fecal 
analysis is currently the most widely used method for non-
invasive (i.e., no restraint or venupuncture) monitoring of  
hormones in mammals (Safar-Hermann et al. 1987, Wasser 
et al. 2000, North and Harder 2008). The work of  Sam Was-
ser and colleagues at the University of  Washington, Seattle, 
with scat detection dogs represents some of  the most imagi-
native and promising research to date in wildlife endocrinol-
ogy. Dogs were trained to detect grizzly bear (Ursus arctos 
Linnaeus) and black bear (Ursus americanus) scats over a 
5,200-km2 study area in Alberta, Canada. DNA analysis of  
scats indicated sex and identities of  individual of  grizzly 
bears, and concentrations of  progesterone and cortisol me-
tabolites in fecal samples provided evidence of  reproductive 
activity in females and an index of  physiological stress, re-
spectively (Wasser et al. 2004). More recently, Wasser et al. 
(2009) demonstrated the ability of  dogs to identify scats of  
individual maned wolves (Chrysocyon brachyurus), thus re-

ducing or eliminating the need for DNA genotyping of  
samples.

Control of Reproduction and Wildlife Contraception
The demand for nonlethal control of  nuisance wildlife pop-
ulations has driven research in contraceptive technology 
for >40 years, an effort that has benefited from develop-
ments in human medicine and animal science. Contracep-
tive trials have been conducted on a large number (>100) of  
mammalian species, mostly ungulates, but also carnivores 
and rodents. The primary focus of  this research has been 
white-tailed deer and wild horses in North America and ele-
phants in Africa, while Australians have developed a major 
research program in virally vectored immunocontraception 
aimed at controlling vertebrate pest species (Hardy et al. 
2006). Avian species have received less attention in contra-
ceptive research, the notable exception being resident Can-
ada geese (Branta canadesis). Bynum et al. (2007) demon-
strated a 36% reduction in hatchability of  eggs at sites treated 
with 2,500-ppm nicarbazin bait, a drug that received regula-
tory approval from the U.S. Environmental Protection Agency 
(EPA) in 2009 and is commercially available as OvoControl™ 
G (Innolytics, Rancho Santa Fe, CA) contraceptive bait for 
Canada geese and OvoControl for pigeons (Columba livia; 
Fagerstone et al. 2010).
 Many options are available for interrupting reproductive 
processes in wildlife, but most fall into 2 categories: hor-
monal and immunological intervention in females. Males 
are seldom the subjects of  contraceptive programs, because 
in polygamous species, control of  nearly all males in a popu-
lation would be required to achieve a meaningful reduction 
in conception rates. Longstanding questions regarding the 
practicality of  wildlife contraception prompted early research 
on oral application of  contraceptive (diethylstilbestrol) to a 
large, enclosed, but free-ranging population of  deer that re-
sulted in a reduction in ovulation rate, but was not as effec-
tive as an intramuscular application (Harder and Peterle 
1974). Moreover, the relatively low species specificity of  bait 
systems available for oral application of  hormones and their 
analogs entails unknown risks to nontarget species, a dis- 
advantage that has discouraged research in this area.
 Subcutaneous implants provide slow, prolonged release 
of  hormone into circulation and thus, have the potential to 
provide long-term (months to years) contraception. Bell and 
Peterle (1975) reported early evidence of  the effectiveness 
of  this approach in a population of  white-tailed deer, and 
more recently, promising results of  long-term fertility con-
trol in gray kangaroos (Macropus fuliginosus) have been ob-
tained with a related compound, levonorgestrel (Nave et al. 
2002). Although remote delivery of  contraceptive in a ballis-
tic implant ( Jacobsen et al.1995) might eliminate the need 
for restraining animals for installation of  implants, other lo-
gistical problems remain. Also, hormones released from im-
plants have the potential to accumulate in tissues of  treated 
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animals and present an unknown health risk to wild animals 
and humans that might consume them (Grandy and Rut-
berg 2002).
 Prostaglandin F2α (PGF

2α), a hormone secreted by the 
uterus and other tissues, induces regression of  the CL and is 
an important signal in hormonal control of  parturition in 
mammals. The abortifacient effects of  PGF2α have been ap-
plied with success in terminating pregnancy in white-tailed 
deer (Waddell et al. 2001). One important advantage of  us-
ing PGF

2α for wildlife is that it is rapidly metabolized in the 
lungs and thus, does not accumulate in tissues or present 
health risks for nontarget species or humans. The principle 
disadvantage of  PGF

2α is that its effects are limited to a sin-
gle reproductive season.
 Immunocontraception has received much attention, be-
cause it is less physiologically intrusive than hormone treat-
ments. Also, it does not present known heath risks to non-
target species, and animal welfare groups have supported 
research in this area (Grandy and Rutberg 2002). Immuno-
logical methods can involve antibodies to hormones (e.g., 
GnRH and gonadotropins), but most techniques are directed 
toward preventing fertilization by interfering with binding 
of  spermatozoa to the zona pellucida, which surrounds the 
egg. Stimulating production of  antibodies against proteins 
in the porcine zona pellucida (PZP) is, by far, the most 
popular approach. Effective immunocontraceptive technol-
ogy is currently available for a number of  species, including 
wild horses (Kirkpatrick et al. 1997), white-tailed deer (Nau-
gle et al. 2002), and elephants (Fayrer-Hosken et al. 2000). 
Animals injected with vaccines, often with dye marking 
darts, become infertile for periods ranging from 1 to 3 years. 
Frank et al. (2005) reviewed the biological efficacy of  PZP 
immunocontraception and the timing of  booster inoculations 
in 24 species of  ungulates and 5 species of  non-ungulates 
across 10 years of  treatment. The collective contraceptive 
efficacy for 301 individuals in 517 contraceptive intervals 
was 93.3%, for which no technical problems were identified. 
The major hurdle in management applications of  PZP im-
munocontraception is one of  achieving adequate popula-
tion control in free-ranging populations, which may be as-
sessed by computer modeling (Mackey et al. 2009). Results 
of  simulation analysis of  data from trials on a suburban 
white-tailed deer population suggest that immunocontra-
ception is useful only on small localized populations with 
100 breeding females (Rudolph et al. 2000). 
 The literature on wildlife contraception has expanded 
considerably in recent years; several reviews are available, 
including Kirkpatrick et al. (2002) and Fagerstone et al. (2010). 
Two antifertility agents, an avian reproductive inhibitor 
containing the active ingredient nicarbazin and an immuno-
contraceptive vaccine for white-tailed deer, have received 
approval from the EPA and are commercially available in 
the United States. OvoControl G for Canada Geese and Ovo 
Control for pigeons are approved and are available as oral 

baits. GonaCon™ immunocontraceptive vaccine (http://
digitalcommons.unl.edu/usdaaphisfactsheets/49) was regis-
tered for injection in female white-tailed deer in September 
2009. Several other compounds show promise and are being 
tested for use in wildlife in the United States, Europe, Aus-
tralia, and New Zealand (Fagerstone et al. 2010). Fagerstone 
et al. (2002) concluded that wildlife managers of  the future 
will face 2 challenges: (1) integrating contraceptive methods 
with traditional approaches to population control, and (2) 
providing the public with accurate information about the 
feasibility of  fertility control compared to lethal methods 
for reducing wildlife populations

Endocrinology of Stress
Background and Effects of Stress on Reproduction
Decades of  research stimulated by Hans Selye’s landmark 
paper on stress and human health (Selye 1936) have pro-
vided both the technical foundation and a conceptual frame-
work for understanding the biology of  stress, which is de-
fined as a significant disturbance of  homeostasis caused by 
marked or unpredictable environmental change (Wingfield 
and Raminofsky 1999, Nelson 2000). A stressor, in this con-
text, is an environmental change or stimulus, such as pain, 
fear, cold, blood loss, environmental contaminants, patho-
genic microbes, and social tension (Selye 1976). Sudden life-
threatening disturbances (e.g., a predator attack) stimulate 
release of  adrenaline from the adrenal medulla and the well-
known “fight or flight” response. Acute or short-term stress 
also activates the hypothalamic–pituitary–adrenal (HPA) 
axis, wherein release of  corticotropin releasing factor (CRF) 
from the hypothalamus stimulates secretion of  ACTH from 
the anterior pituitary. ACTH, in turn, stimulates secretion 
of  adrenal cortex steroids (corticosteroids), including those 
that regulate glucose metabolism (i.e., glucocorticoids), pri-
marily cortisol and corticosterone (Asterita 1985). This acute 
response is adaptive, because it allows individuals to main-
tain essential functions (e.g., by elevation of  blood glucose) 
in the presence of  the stressor. However, prolonged, chronic 
activation of  the HPA axis may be associated with patholog-
ical conditions, such as gastrointestinal ulcers (Moberg 1985) 
and, in some cases, reduced reproductive performance. 
 Laboratory studies have clearly demonstrated the delete-
rious effect of  stress on reproduction in a variety of  verte-
brates (reviewed by Pottinger 1999, Dobson et al. 2003). For 
example, social stress and subordination can lead to elevated 
corticosteroids (Sapolsky 1987) and alteration of  reproduc-
tive function in some primates (Ziegler et al. 1995). Reduc-
tion of  gonadotropin secretion has been associated with 
food restriction in some mammals (Bronson 1989) and over-
wintering stress in white-throated sparrows (Zonotrichia albi-
collis; Schwabl et al. 1988). Stress of  transport and hypo-
glycemia reduced LH pulse frequency and delayed the LH 
surge in ewes (Dobson and Smith 2000). Rivier and Rivest 
(1991) present a model that explains the roles of  CRF, ACTH, 
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endorphin, and corticosteroids in modulating the effects of  
stress on reproductive function.
 Christian (1950) and colleagues were quick to recognize 
the potential relevance of  Selye’s (1946) observations for 
population ecology. They postulated that elevated cortico-
steroid levels interfered with hormonal control of  reproduc-
tion and induced mortality in high-density populations 
(Christian 1963, Christian and Davis 1964). Numerous stud-
ies have addressed this hypothesis, and it now appears that 
emigration and other factors, such as nutrition, prevent 
most natural populations from attaining densities sufficiently 
high to evoke a response from the HPA axis that would be 
regulatory at the population level. Moreover, the critical na-
ture of  reproduction for the individual has favored evolu-
tion of  reproductive strategies in some species (e.g., highly 
seasonal breeders, in which the adrenocortical response to 
stress is modulated or suppressed; Wingfield and Sapolsky 
2003). Experiments with high-density snowshoe hare (Lepus 
americanus; Windberg and Keith 1976, Vaughan and Keith 
1981) and deer populations (Seal et al. 1983) support this 
conclusion. Also, fecal progesterone concentrations in elk 
declined with increased exposure to wolves (Table 21.1), 
and progesterone concentrations were a good predictor of  
calf  recruitment in the following year (Creel et al. 2007). 
However, across populations and years, fecal glucocorticoid 
concentrations were not related to predator:prey ratios, fe-
cal progesterone levels, or calf  production (Creel et al. 2009).
 Modulation in responsiveness of  the individual to diverse 
stressors obviously necessitates activation as well as suppres-
sion of  the HPA axis. Studies that have focused on segments 
of  a population (e.g., sex or social status) have produced 
some of  the clearest evidence for endocrine responses to so-
cial stress (McDonald et al. 1981, Sapolsky 1987), which sug-
gests that more attention should be given to stress as a fac-
tor in the natural structure and functioning of  populations. 
For example, mating season glucocorticoid levels in adult, 
but not subadult, Assamese macaques (Macaca assamensis) 
were negatively related with dominance rank and positively 
related to the amount of  aggression received (Ostner et al. 
2008). From a meta-analysis of  studies involving 7 species of  
monkeys, Abbott et al. (2003) found that subordinates most 
often had elevated cortisol levels when they (1) were exposed 
to high rates of  stressors and (2) experienced decreased op-
portunities for social (including close kin) support.

Indicators and Measures of Stress
A wide range of  measures is available for assessment of  
stress in free-ranging and captive animals. Some are indica-
tors of  acute stress, whereas others indicate chronic stress 
acting over a period of  weeks or months. In planning re-
search, it is useful to recognize stress indicators in 1 of  3  
categories: (1) noninvasive, those that require little or no 
handling of  animals; (2) invasive; and (3) post-mortem. Non-
invasive indicators include behavioral observations, food and 

water consumption, body weight, respiratory rate, and as-
say of  hormones in saliva, urine, or feces.
 Circulating levels of  corticosteroids, such as cortisol or 
corticosterone, provide a direct measure of  the endocrine 
response to acute stress, and with current assay procedures, 
it is possible to measure hormone concentrations in rela-
tively small (0.05–0.3 mL) plasma samples. Consequently, 
such measures are increasingly used to assess stress responses 
in wild animals (e.g., birds during spring migration [Landys-
Ciannelli et al. 2002] or care of  hatchlings [O’Reilly and 
Wingfield 2001]) and to evaluate stress and welfare of  labo-
ratory animals (Broom and Johnson 1993). The major tech-
nical problem with such studies is that blood levels of  corti-
costerone can rise rapidly within 2–3 minutes (Gartner et al. 
1980) or less (Roy and Woolf  2001) following initial distur-
bance of  the animal. Moreover, some species show clear  
diurnal rhythms and even marked hourly fluctuation in plasma 
corticosteriod levels (Tapp et al. 1984). Corticosteroid re-
sponses to stress should be first measured under controlled 
laboratory conditions (Carruthers and Path 1983) before 
conducting field trials. In this way, it is possible to assess the 
potential stress effect of  acute environmental changes, such 
as changes in dove hunting regulations (Roy and Woolf  2001).
 Corticosteroids and other hormones are secreted into 
the blood, continuously metabolized in the liver, and ex-
creted in urine and feces. Because these metabolites accu-
mulate during the hours between defecations, their con- 
centrations in fecal samples represent an average of  more 
variable corticosteroid concentrations in circulation. Fecal 
glucocorticoid concentrations show promise for assessment 
of  stress in white-tailed deer (Millspaugh et al. 2002), and 
because the subjects are undisturbed, the confounding ef-
fects of  stress due to handling and blood collection are 
avoided. However, procedures for extraction and assay of  
hormone metabolites in feces can be more complex and in-
terpretation of  results more difficult than for hormones in 
blood. These and other factors to be considered when mea-
suring stress with fecal glucocorticoids are reviewed by von 
der Ohe and Servheen (2002). Nearly all endocrine and im-
mune (e.g., lymphocyte mitogenesis) indicators of  stress are 
considered invasive, because they require restraint of  the 
animal for blood sampling. However, once installed, an in-
dwelling intravenous catheter allows for essentially non- 
invasive collection of  blood samples. 
 Providing that animals are processed immediately after 
death, post-mortem examinations or necropsies provide a 
wealth of  information, particularly if  glands and organs can 
be examined for abnormalities (e.g., gastric ulceration) and 
histopathology. Moreover, all endocrine and immune pa-
rameters available in blood samples are available at this 
time. Increased secretory activity of  the adrenal cortex in re-
sponse to stress is accompanied by an increase in size of  the 
gland and/or the cortico-medulary ratio (Adams and Hane 
1972, Han et al. 1998, Terio et al. 2004). Methods for analy-
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sis of  adrenal gland weight and morphology were reviewed 
in detail by Harder and Kirkpatrick (1996), and Manser 
(1992) presented a comprehensive, yet concise and well- 
organized, guide to assessment of  stress in animals. Stress is 
a complex biological concept, and anyone who hopes to 
contribute in this field should first read widely (e.g., the re-
views of  Broom and Johnson [1993], Sapolsky [1998], Balm 
[1999], and Nelson et al. [2002]); train, or at least consult, 
with established investigators; and then design their studies 
and experiments with the greatest of  care.

Collection of Samples and Hormone Measurements
Blood Sampling Procedures
Hormone concentrations can be measured in many tissue 
types and bodily fluids with application of  appropriate tis-
sue homogenization and hormone extraction techniques, 
but blood is by far the most commonly assayed substance. 
The goal in any sampling procedure should be to collect  
an adequate volume of  blood quickly and efficiently while 
minimizing stress to the animal. The effect of  restraint or 
anesthetics on hormone levels should be investigated with 
each species to be studied, and not just in studies of  proges-
terone or adrenal hormones. For example, hormone con-
centrations in a series of  plasma samples collected from 
bullfrogs recaptured in the field remained relatively con-
stant, but if  the frogs were held in a collecting sack, levels of  
gonadotropin and gonadal steroids began to decline within 
2–4 hours, often to basal levels within 20 hours (Licht et al. 
1983). Immobilization with succinylcholine chloride elevated 
circulating progesterone levels in white-tailed deer (Wesson 
et al. 1979), and certain anesthetics depressed serum con-
centrations levels of  this steroid (Plotka et al. 1983). Appar-
ently, stress from prolonged (15–45 min) restraint can induce 
significant release of  corticosteroids, including progesterone 
(Plotka et al. 1983).
 Blood samples can be collected from quiet animals fitted 
with an indwelling catheter to investigate the effects of  re-
straint or anesthesia on blood hormone levels. Periodic sam-
ples will reveal the natural daily pattern of  circulating levels, 
including episodic changes, which can be distinguished from 
those that might be related to stress of  handling or anesthe-
sia in the same animal. An alternative approach is to collect 
blood samples immediately upon restraint or sedation of  
the animal, followed by collection of  blood samples at inter-
vals over a period of  time in excess of  the maximum re-
quired for routine collection. If  the blood sampling proce-
dure alters secretion of  the hormone(s) under study, blood 
concentrations will change in successive samples relative to 
that in the initial sample. These experiments will identify 
the need to standardize timing of  blood collection (from 
time of  restraint or anesthesia) in situations where stress to 
the animal being sampled cannot be avoided. Also, many 
captive animals, if  handled in a consistent manner with gen-
tle or minimal restraint, become conditioned to blood sam-

pling and appear to experience little stress during such pro-
cedures. Elephants, for example, can be trained to stand, 
unrestrained, for blood sampling (Brown et al. 1999). 
 Peripheral blood (i.e., from the heart or any vein not di-
rectly draining the endocrine gland under study) is usually 
collected from the jugular or a prominent leg or tail vein. 
The orbital plexus in the corner of  the eye may be used to 
obtain small volumes from mice. The brachial (wing) vein is 
commonly used in birds, although Arora (1979) concluded 
the jugular vein was the best source of  blood for Japanese 
quail (Coturnix japonica). Blood collection from living ani-
mals should be performed only by trained personnel. This is 
particularly important when blood is to be obtained by car-
diac puncture, in which case, the animal must be anesthe-
tized or sedated to alleviate pain and prevent movement of  
the animal while the needle is in the heart.
 If  plasma is to be separated from blood, the needle and 
syringe are rinsed with a sterile heparin solution or other 
anticoagulant. Syringes or tubes containing blood should be 
placed in crushed ice to cool before the plasma is separated 
by centrifugation. Alternatively, if  serum instead of  plasma 
is desired, blood is allowed to clot, and the serum can then 
be poured carefully from the tube or removed by pipet. Any 
cellular material remaining with the serum is separated by 
centrifugation.
 Hormone concentrations can be measured in either 
plasma or serum, but plasma may be preferred, because 
blood can be chilled and centrifuged immediately after col-
lection. This is important if  the hormone under study is 
temperature sensitive or subject to degradation when it is  
in contact with blood cells before separation of  serum or 
plasma, as is progesterone in cattle (Vahdat et al. 1984) and 
muskox (Ovibos moschatus; Rowell and Flood 1987). Blood 
destined for hormone assays, particularly gonadotropins, 
should be chilled immediately after collection and centri-
fuged as quickly as possible, with a uniform time interval 
between collection and centrifugation for all samples (Wise-
man et al. 1982). Blood and other biological specimens 
should be protected from direct sunlight to avoid possible 
degradation of  compounds under study. Plasma and serum 
also should be stored frozen at –15° C or lower and assayed 
as soon as practical to avoid degradation of  hormones. 
However, steroid hormone concentrations do not appear to 
change in plasma and serum stored frozen over periods of  
3–8 years. 
 Timing of  collection of  blood and other tissue samples 
for studies of  reproductive physiology is important (Figs. 
21.9–21.11). In most field studies, the exact stage of  egg lay-
ing or estrous cycle is not known, and blood samples must 
be grouped to represent broad categories of  reproductive 
activity (e.g., courtship, incubation, pregnancy, or lactation). 
The problem of  temporal specificity in blood sampling is 
particularly complex relative to the ovulatory cycle of  birds, 
because many changes occur within a 24–30-hour period. 
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Collection of Urine and Fecal Samples
Urine and fecal samples can be collected with less effort, if  
not less time, than blood samples and with little or no dis-
turbance of  the animals under study. Moreover, hormone 
metabolites accumulate in the urine and intestinal contents 
over time, and thus, their concentrations in urine and feces 
reflect circulating concentrations over a longer time interval 
than individual blood samples. The major challenge is iden-
tifying the source animal for a given sample, and with urine, 
this usually involves midstream collection, as described above 
(Walker et al. 1988, Herrick et al. 2000). Alternatively, when 
animals are under close observation, individualized urine 
can be collected from the floors of  pens and small enclo-
sures or even from open range (Kirkpatrick et al. 1988).
 Feces are generally preferred over urine for hormone 
analysis. They persist longer in the environment than urine, 
and more options are available for collection of  individual-
ized samples. If  captive animals are not individually penned 
or under prolonged observation, marking material (e.g., 
“glitter” or dye) can be fed to individuals to mark their  
feces. Collection of  individualized fecal samples in field 
studies requires direct observation of  animals or use of  scat-
detecting dogs and DNA analysis, as described by Wasser  
et al. (2004, 2009). Alternatively, feces can be collected (with-
out regard to identity of  source animals) over several study 
areas that differ in some variable of  interest (e.g., food avail-
ability or predation pressure, as in the study of  elk by Creel 
et al. [2007, 2009]). 
 Urine and fecal samples are stored in sealed containers  
at –15° C or lower and assayed as soon as practical to avoid 
degradation of  the hormones. Steroid hormones are highly 
soluble and stable in ethanol. So, fecal samples may be stored 
in ethanol and should be, particularly if  reliable freezer facil-
ities are not available for storing samples.

Hormone Assays
Because radioimmunoassay and the closely related enzyme-
immunoassay (EIA) are highly specific and sensitive, reli-
able measurement of  hormone concentrations can be ob-
tained from small plasma samples, typically 0.05–0.5 mL; in 
some cases, as little as 0.02 mL is adequate. Not surprisingly, 
RIA has not only revolutionized the study of  reproductive 
physiology since its first wide application in the early 1970s, 
but it also has found ready application in field studies and 
has been a key factor in the development of  the emerging 
field of  wildlife endocrinology. In recent years, EIA has been 
widely applied to the measurement of  hormone metabo-
lites in feces (e.g., steroids excreted during the primate men-
strual cycle and pregnancy [Wasser et al. 1988], LH in sam-
ples from elephants [Graham et al. 2002], and progesterone 
in feces from elk [Creel et al. 2007]).
 RIA uses 2 key reagents: (1) an antiserum that selectively 
binds the hormone under study and (2) a radiolabeled form 
of  the hormone (e.g., 3H-progesterone). The antiserum is di-

luted to where it will bind only about 50% of  a fixed 
amount of  labeled hormone, so that addition of  unlabeled 
hormone (from standard solutions or a plasma sample) to 
the same tubes will displace some of  the labeled hormone 
from the antibody in a dose-related manner. Unbound ste-
roid is adsorbed on charcoal, and the radiolabeled hormone 
bound to the antibody is decanted and counted in a liquid 
scintillation spectrometer. Alternatively, the antibody is coated 
to assay tubes, so that unbound hormone is decanted and 
the radioactivity adhering to the walls of  the tube is counted. 
EIA is similar in principle; the major difference is the re-
placement of  the radiolabeled hormone with an enzyme-
linked hormone, and measurement of  light absorbance on a 
plate reader, instead of  radioactivity, is the end point of  the 
assay. Both techniques are highly sensitive and capable of  
measuring 10 pg/mL plasma (1 pg [picogram] = 1 × 10–12 g; 
1 ng [nanogram] = 1 × 10–9 g).
 Caution is in order regarding use of  RIA or EIA in wild-
life research. Underlying seemingly straightforward proce-
dures are complex antigen–antibody interactions that can 
generate misleading data. Investigators contemplating use 
of  these procedures should train in a laboratory specializing 
in hormone assays. Most importantly, each laboratory must 
establish and validate procedures for each hormone in 
each species under study. Results of  validation experiments, 
designed to demonstrate accuracy, precision, and quality 
control (Abraham et al. 1977, Jeffcoate 1981) should be  
published. These procedures are required in manuscripts 
submitted to many endocrine journals (e.g., Endocrinology; 
http://endo.endojournals.org/misc/itoa.shtml#statistical). 
Reagents and procedures in commercial RIA or EIA kits 
most often have been established only for human, rat, or 
monkey plasma and should not be used for other species 
unless validated. Improper application of  such kits to plasma 
or serum from other species can lead to highly erroneous 
and misleading results. Common problems include variable 
hormone extraction efficiency and nonspecific interference 
of  hormone–antibody binding. For example, high lipid con-
tent of  blood of  laying hens can interfere with steroid ex-
traction as well as the binding and charcoal separation 
phases of  RIA. Gonadotropic hormones, such as LH, ex-
hibit species-specific molecular structures that complicate 
assay validation based on antibodies raised to the gonado-
tropin of  another species. For example, antiseruim raised 
against LH from sheep has been used to measure LH in a 
wide range of  mammalian species. These heterologous as-
says require rigorous validation and are usually less sensitive 
than when used to measure LH in sheep.

SUMMARY

The methodologies and techniques used in the study of  re-
production in birds and mammals continue to expand more 
rapidly than for amphibians and reptiles, while the need for 
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research on herptiles is increasingly obvious, particularly as 
it relates to the worldwide decline in amphibian popula-
tions. These taxa exhibit fascinating reproductive patterns 
that offer opportunities for both basic and applied research. 
Reproductive processes in many amphibians are particularly 
sensitive to environmental change, and there is a critical 
need to understand the mechanisms by which pathogens, 
endocrine disruptors, and other environmental factors in-
teract to affect recruitment and loss in populations. Meth-
ods developed for study of  reproduction in birds and mam-
mals (e.g., nest success, CL counts, and ultrasonography) 
also can be applied to some herptiles, but new methodolo-
gies also are needed, particularly for sampling designs and 
tissue collection techniques relevant to their diverse repro-
ductive patterns.
 Since publication of  The Wildlife Techniques Manual in 
1994, significant progress has been made in the application 
of  endocrinology and other reproductive technologies to wild-
life conservation, most notably in 3 areas: (1) noninvasive 
monitoring of  reproductive cycles and stress with RIA and 
EIA of  hormone concentrations in feces, (2) assisted repro-
ductive technology, and (3) wildlife contraception. Hormone 
concentrations are most often monitored by blood sampling 
in biomedical studies. Indeed, our modern understanding 
of  reproductive physiology is based on serial blood sam-

pling. However, hormone concentrations in saliva, urine, 
and feces reflect circulating levels, and they can be sampled 
with little or no disturbance to the animals under study. Of  
these, feces are most often the material of  choice, primarily 
because they persist over time in the pen or field and can  
often be individually identified. Moreover, with use of  scat 
detecting dogs and DNA genotyping of  samples, the oppor-
tunities for research and management in this area seem 
boundless. Although reproductive technologies, such as arti-
ficial insemination and embryo transfer, have limited appli-
cation to field-based wildlife conservation, they have proven 
to be invaluable in captive propagation of  endangered spe-
cies, notably, for example, with the first birth, in 2001, of  an 
Asian elephant calf  conceived by artificial insemination. Sev-
eral decades of  research in wildlife contraception recently 
came to fruition with the approval by the EPA of  3 com-
mercial antifertility agents, available in bait for Canada geese 
and pigeons and in an immunocontraceptive vaccine for 
white-tailed deer. Wildlife biologists now have at their dis-
posal reproductive techniques and methods for dealing with 
a wide variety of  conservation issues, ranging from the crit-
ical need for a better understanding of  causes underlying 
the global decline in amphibians to reproductive suppres-
sion of  overabundant wildlife and assisted reproduction of  
critically endangered species held in captivity.
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INTRODUCTION

PR IOR TO 1980, genetic techniques were not typically used in wildlife bi-
ology. With recent technological advances, straightforward and rather in- 
expensive genetic techniques have emerged that can be directly applied to 

wildlife studies. In this chapter, we discuss molecular genetic techniques and how 
they can be applied in wildlife biology. This material is intended for wildlife biolo-
gists and managers. Geneticists and those interested in detailed descriptions of  
each technique are referred to Avise (1994) and Hillis et al. (1996). Here, we present 
a compilation of  ideas, techniques, and applications of  use to wildlife students and 
professionals seeking to use molecular genetic techniques. 

MOLECULAR GENETIC TECHNIQUES

Nuclear versus Mitochondrial Genomes
All genetic techniques and molecular markers described in this chapter examine 
portions of  DNA at some scale. Two different genomes are used in genetic studies 
of  animals. The nuclear genome is biparentally inherited and is found in the cell 
nucleus. It is large and not well mapped in most species. The mitochondrial ge-
nome is housed in the mitochondrion, an organelle involved in cellular metabo-
lism. It is small compared to the nuclear genome and is a circular, maternally inher-
ited molecule that has been well mapped in many species. Nuclear DNA on average 
evolves slowly, although some portions (e.g., microsatellites) evolve quickly. Mito-
chondrial DNA (mtDNA) on average evolves more quickly than the nuclear ge-
nome and some areas (e.g., control region) evolve very rapidly. These features 
make mtDNA and some regions of  nuclear DNA suitable targets for certain genetic 
studies (Avise 1994).

Investigating Genetic Variation
Some molecular techniques consider gene products (e.g., proteins), and some ex-
amine DNA variation at the nucleotide level (e.g., DNA sequencing or fragment 
analysis). In the past, analysis of  certain proteins has been easy and economical; 
however, quantifying variation at the nucleotide level has become a more powerful 
molecular tool for population genetics and systematics. Some techniques look for 
differences in actual nucleotide sequence, whereas others infer relatedness based on 
analysis of  fragments and restriction sites.

Conservation Genetics and Molecular 
Ecology in Wildlife Management
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 The advent of  the polymerase chain reaction (PCR) has 
revolutionized molecular biology. Essentially, PCR is a re-
action in which a region of  DNA is targeted and amplified 
exponentially (Avise 1994, Palumbi 1996). This reaction re-
quires development of  unique primers that flank both sides 
of  the targeted region of  DNA. Once amplified to large quan-
tities, the targeted region (usually between 100 and 2,000 
base pairs) is available for study with a wide variety of  mo-
lecular techniques. We briefly review several techniques that 
have been and are currently used in wildlife studies (Table 
22.1). More detailed and excellent reviews of  these and addi-
tional genetic markers available for studying genetic diver-
sity in wildlife populations have been presented elsewhere 
(Avise 1994, Smith and Wayne 1996, Haig 1998, DeYoung 
and Honeycutt 2005).

Analysis of Gene Products
Protein electrophoresis is a technique that can be used to 
examine population subdivision or structure. Proteins are a 
series of  amino acids joined by peptide bonds. Each amino 
acid has a distinctive side chain, some of  which are either 
positively or negatively charged. Thus, when an electric cur-
rent is applied, these proteins migrate differentially through 
a matrix based on their charge, size, and shape. Proteins can 
then be visualized through histochemical staining or other 
methods (Murphy et al. 1996). Mutations cause changes in 
the DNA sequences of  amino acids forming proteins that, in 
turn, cause changes in the shape, net charge, and migration 
rate of  proteins. Such changes can be revealed through elec-
trophoresis and provide information showing variability 

Table 22.1. Applicability of common types of molecular 
markers for wildlife biologists. The number of Xs indicates 
the relative applicability (fair, good, very good, and 
excellent) of each technique to a specific question.

     Individual 
  Regional Genetic identity 
  or  diversity and 
  subspecific and paternity/ 
Type of  Taxonomic population subpopulation maternity 
markera delineations structure structure analysis

Allozymes XXX XXX XXX X
MtDNA  XXXX XXXX XX X 
 sequences 
Microsatellites X XX XXXX XXXX
Minisatellites X X XX XXXX
AFLPs X X XX XXX
SNPs XXX XX XX X

Modified from Mace et al. (1996).

a AFLP = amplified fragment length polymorphism; mtDNA = mitochondrial DNA; 
RFLP = restriction fragment length polymorphism; SNP = single nucleotide 
polymorphism.

among individuals, populations, or species. Although inex-
pensive, this technique can examine only a small proportion 
of  the variation present in the DNA that codes for the pro-
teins; differences in proteins are not necessary detected. The 
subset of  proteins typically studied with this approach is 
called allozymes. These proteins, however, may be under 
selective pressure and may not represent the diversity and 
divergence present in other genes. Further, the tissue required 
for this type of  analysis typically requires highly invasive or 
destructive sampling and is logistically difficult to manage in 
field situations.

Fragment Analysis
Fragment analysis comprises various genetic techniques that 
explore nucleotide variation indirectly by comparing the 
size of  DNA fragments electrophoretically. Although frag-
ment analysis offers less resolution than does direct DNA  
sequencing, it is cost effective when examining many indi-
viduals and many different loci. Among fragment analysis 
techniques, some cut DNA in certain areas (e.g., restriction 
fragment length polymorphisms [RFLPs] and mini-
satellite fingerprinting), whereas others amplify many dif-
ferent loci (amplified fragment length polymorphisms 
[AFLPs] and microsatellites). With the exception of  micro-
satellites, these techniques produce multiple fragments 
(bands) per individual (Fig. 22.1). In these cases, individuals 
are compared by the extent of  band sharing among individ-
uals. These markers, with the exception of  microsatellites, 
are considered dominant, which refers to the fact they doc-
ument presence or absence of  an allele. Codominant mark-
ers are those that reveal both alleles at a given locus (i.e., 
heterozygotes can be distinguished from homozygotes). 
Thus, they provide much more information and allow for 
the documentation of  heterozygosity and tests of  Hardy–
Weinberg Equilibrium and Mendelian inheritance.
 For RFLP analysis, the template DNA is typically a small 
portion of  the nuclear or mitochondrial genome that has 
been amplified using PCR. RFLPs characterize genetic vari-
ation using restriction endonucleases, which are enzymes 
that cut at specific locations in DNA sequences. Restriction 
enzymes cut at a specific recognition sequence, usually 4–6 
base pairs long. The enzyme EcoRI, for example, cuts between 
G and A when it comes across the sequence GAATTC. 
Thus, every string of  GAATTC in the PCR product will be 
cut in the same location and will produce many fragments 
of  different sizes. Mutations that cause changes in the cleav-
age site (e.g., GATTC changed to GATAC) prevent the en-
zyme from cutting at that location, thereby producing a dif-
ferent series of  fragments (different numbers or sizes of  
fragments). The series of  fragments is then compared to ex-
amine the similarity of  individuals or populations.
 Whereas RFLPs look for variation in a single targeted 
segment of  DNA, other fragment-based methods examine 
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variation throughout the genome. Minisatellites refer to 
portions of  DNA that have variable numbers of  tandem re-
peats (sometimes called VNTRs); the length of  each repeat 
unit is approximately 20 base pairs long. Typically, genomic 
DNA is digested into many fragments with restriction en-
zymes. These fragments are then separated by size using 

electrophoresis. The number of  fragments produced by this 
process precludes visualization of  individual bands, so radio-
active or fluorescent probes specific for the minisatellite re-
peat are used to visualize and compare these sequences ( Jef-
freys et al. 1988). Because such “repeats” are commonly 
repeated in the genome, it is not unusual for this technique 
to produce dozens of  bands. Although DNA fingerprinting 
with minisatellites has typically involved analysis with re-
striction enzymes and labeled probes, PCR-based approaches 
are becoming more common.
 AFLP analysis is another multilocus technique that in-
volves randomly primed loci and requires no a priori knowl-
edge of  the target genome (Hill et al. 1996). Analysis of  
AFLPs involves cutting the genomic DNA with restriction 
enzymes and ligating short “adapters” of  known sequence 
to the fragment ends. PCR is then used to selectively am-
plify subsets of  these fragments. AFLPs produce a series of  
hundreds of  bands on a gel. Scoring is based on the pres-
ence or absence of  a particular PCR product. AFLP analysis 
also is a dominant marker system, but it has the advantage 
of  amplifying several hundred markers using only a few se-
lective PCRs (Mueller and Wolfenbarger 1999, Meudt and 
Clarke 2007).
 Microsatellite analysis, another PCR-based technique, 
differs from most other fragment analyses, because the at-
tempt is to identify diploid (codominant) genotypes for spe-
cific loci. Like minisatellites, microsatellites are VNTRs; 
however, the repeated sequence is short (2–5 base pairs). 
Mutation rates of  these regions are high, and the number of  
alleles (versions of  a particular sequence) per locus in a pop-
ulation also is typically high. Allelic variation is usually in 
the form of  length polymorphism, which can easily be de-
tected on a high-resolution gel. Amplification results in  
either 1 (homozygote) or 2 (heterozygote) bands (or peaks) 
per individual (Fig. 22.2). Microsatellite primers are specific 
to a single locus and are usually specific to a particular spe-
cies or group of  closely related species. Because of  this primer 
specificity, the development of  primers for a particular spe-
cies can be expensive. The advantages of  microsatellite anal-
ysis include codominance and high levels of  polymorphism. 
Typically, data from several microsatellite loci are used in a 
particular study. 

Fig. 22.1. Example of variation at multiple minisatellite loci. This 
illustration shows variation in and among families of pukeko 
(Porphyrio porphyrio) detected using markers pV47-2 and 3′HVR. 
From Lambert et al. (1994).

Fig. 22.2. An example of microsatellite data. This 
locus is heterozygous in this individual, with one 
allele of 362 base pairs and one allele of 366 base 
pairs.
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DNA Sequence Analysis
Direct DNA sequencing (nuclear or mitochondrial) is one 
of  the most widely used techniques today, because it is highly 
informative and, recently, has become much easier and less 
expensive to perform. It also is appealing because evolution-
ary processes can be modeled and integrated into analyses. 
Further, because the genome is so vast, the amount of  in-
formation gleaned from sequencing may be quite large. DNA 
sequencing involves amplifying a target region and then cre-
ating a series of  labeled (either radioactively or fluores-
cently) DNA fragments that correspond to each nucleotide 
(Hillis et al. 1996). The DNA fragments are then separated 
using electrophoresis and visualized. Recent technological 
advances have automated the sequencing process using flu-
orescently labeled DNA fragments (reviewed by Hillis et al. 
1996) that are read by a laser and interpreted by computer 
software. 

Single Nucleotide Polymorphisms
Single nucleotide polymorphisms (SNPs) are an emerging 
class of  genetic markers that show great potential for wild-
life applications. A SNP is a specific site in a DNA sequence 
in which a single nucleotide varies, resulting in different al-
leles (Primmer et al. 2002). Because DNA is comprised of  
nucleotides (A, C, T, or G) strung together to form DNA 
sequences, each SNP site consists of  4 possible nucleotide 
variants. Additional variation at a SNP site might include  
a deletion or insertion of  a nucleotide. Once the allele at  
the SNP site is identified in an individual, it is compared to 
alleles from other individuals, thereby allowing for the ex-
amination of  levels of  genetic variation or similarity among 
individuals. 
 The occurrence of  SNPs in the genome is quite com-
mon, as they have been documented to occur every 100–300 
base pairs in humans (Brown 1999). They occur throughout 
the genome in both coding and noncoding regions of  DNA 
and their mode of inheritance is thought to be well under-
stood, following simple mutation models (Morin et al. 2004). 
Limitations for this type of  marker include difficulty identi-
fying alleles in individuals heterozygous at a particular SNP 
site and the tediousness and expense of  identifying and char-
acterizing SNP sites in non-model organisms (Brumfield et al. 
2003, DeYoung and Honeycutt 2005). 

Genetic Sampling
For genetic data to be used in a wildlife study, material must 
be collected from animals in the field. The type of  material 
sampled, sample size, and sampling regime vary according 
to the questions being asked and the molecular markers be-
ing used (reviewed by Baverstock and Moritz 1996). DNA 
can be extracted from a variety of  different tissues, includ-
ing muscle, heart, liver, blood, skin, hair, feathers, saliva, 
feces, urine, scales, bone, fins, eggshell membranes, and, po-

tentially, cervid antlers. DNA extraction techniques for 
most tissues are well established and involve the isolation of  
DNA from proteins and lipids using a digestion with the en-
zyme proteinase K followed by extraction with organic sol-
vents (Sambrook et al. 1989). Modifications to traditional 
extraction methods, for example, are needed when using 
hair or feathers when the DNA is encased in the hardened 
tissue of  the shaft and root (reviewed by Morin and Wood-
ruff  1996). DNA has been successfully extracted and used 
from museum specimens (Mundy et al. 1997), although these 
techniques can be highly labor intensive and expensive. 
When considering what type of  tissue to sample, several dif-
ferent factors must be addressed. It must first be decided 
what quantity and quality of  DNA is needed to answer the 
question of  interest. Second, the necessity, feasibility, and lo-
gistics of  trapping and sampling animals must be examined. 
Finally, field preservation and sample storage issues should 
be addressed prior to the beginning of  a study.
 Some molecular techniques require a reasonable quan-
tity of  high-quality DNA (e.g., sequencing large fragments 
of  mtDNA or DNA–DNA hybridization) whereas others 
(most PCR-based techniques) are much more forgiving. 
Samples of  feathers, hair, feces, and urine may contain small 
amounts of  DNA that may be of  low quality (sheared into 
many fragments), whereas blood, skin, and muscle tissue of-
ten yield DNA of  high quantity and quality. 
 The logistics of  trapping and sampling wildlife vary greatly, 
depending on the species of  interest. Some species are rela-
tively easy to trap and sample, whereas others are difficult 
and/or dangerous. Destructive sampling refers to instances 
where the organism is killed during the process of  sam-
pling, such as for collection of  muscle, heart, liver, or em-
bryo tissue. If  an animal is killed (hunting) or found dead 
(road kill or disease), samples can easily be taken for genetic 
analysis. Nondestructive sampling occurs when a genetic 
sample can be obtained without sacrificing the animal. 
Feathers, blood, shell membranes from hatched eggs, skin, 
hair, feces, and urine can all be collected nondestructively 
and provide potential sources of  DNA for genetic analysis. 
Genetic samples also can be gathered without having to 
handle the animal in question (e.g., feathers, hair, feces, and 
urine); see the section on noninvasive sampling for more 
details. 
 In most cases, genetic samples can be stored on ice, re-
frigerated, dessicated, collected into a preservative buffer, or 
frozen almost immediately after collection (Table 22.2). When 
fieldwork occurs in remote areas, sampling certain tissues 
(e.g., skin or feathers) may be more feasible than such tis-
sues as blood. When working with blood, only a small 
amount is needed (5 drops) and should be mixed with a pre-
servative, such as ethylenediaminetetraacetic acid (EDTA), 
or with a blood buffer storage solution, such as Longmire 
buffer, or stored dry on filter paper. Muscle tissue should be 
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either placed in a preservation buffer or frozen immediately. 
Contour or wing feathers provide the best source of  DNA, 
but smaller downy feathers can suffice. Feathers from indi-
vidual birds should be kept in separate bags. Eggshell mem-
branes also can be a good source of  DNA, as long as there is 
vascularization of  the membrane. Each membrane should 
be stored dry in separate bags. Buccal swabs can be col-
lected and stored at room temperature in buffer. Hair, bone, 
and teeth can be used as a DNA source if  they are stored 
dry. For hair, only the follicle is needed. Scat also can be 
used, but the quantity and quality of  DNA are often low. 
Scat should be preserved in either liquid ethanol or with sil-
ica beads. Detailed protocols for sample collections and de-
scriptions of  buffer are available at http://www.absc.usgs 
.gov/research/genetics/asc_usgs_samplingprotocols.pdf.

TAXONOMY

Species or Subspecies Identification
Taxonomists have been categorizing organisms into hierar-
chical groups ranging from kingdom and phylum levels to 
genus and species for hundreds of  years. Past classifications 
have been defined using morphological and behavioral 
characteristics. Taxonomic delineations derived only from 
morphological characteristics can be erroneous (Avise 1989, 
Zink 2004), as they can either fail to recognize distant forms 
(Avise and Nelson 1989) or they can recognize forms that 
exhibit little evolutionary differentiation (Laerm et al. 1982). 
Classifications based on morphology and behavior have been 
acceptable in the past, yet the use of  molecular genetic in-
formation can often help resolve discrepancies and refine tax-
onomic definitions. Although such neutral molecular mark-

ers provide important insight into historical and geographic 
patterns of  variation in species, however, using them alone 
or elevating their significance relative to other forms of  evi-
dence, such as morphology or behavior, may, in some situa-
tions, mislead conservation efforts. 
 Although most taxonomic definitions are somewhat arbi-
trary (subspecies, genera, order), classification at the species 
level is perceived to be based on real, evolutionary units 
(Dobzhansky 1970). The debate as to how best to classify or-
ganisms into species has been ongoing for >150 years (Dar-
win 1859, Mayr 1942, Wiley 1978, Cracraft 1983, de Quieroz 
1998, Wheeler and Meier 2000). New species concepts are 
added almost continuously (Hey 2001) to address perceived 
failures of  prior ones, and the debate continues as biologists 
attempt to place discrete boundaries on a continuous pro-
cess (Winker et al. 2007). Because the species definition is 
integral to the Endangered Species Act (ESA; U.S. Fish and 
Wildlife Service 1973) and protection and management of  
many species, we briefly mention the 2 most commonly 
used: the biological species concept (Dobzhansky 1937) 
and the phylogenetic species concept (Cracraft 1983). The 
major difference between these 2 species concepts is the bio-
logical species concept emphasizes reproductive isolation, 
and the resultant limitation and/or preclusion of  gene flow, 
whereas the phylogenetic species concept defines species us-
ing the criterion of  reciprocal monophyly and typically re-
lies solely on genetic data.
 Genetic data can be used to address the species question, 
regardless of  which definition is used. Documenting an ab-
sence of  gene flow among sympatric populations is one 
piece of  evidence that can be used, along with morphologi-
cal and behavioral data, to suggest delineation of  a species. 
Constructing phylogenetic relationships among individu-
als to examine whether a monophyletic group exists also can 
be achieved by comparing DNA sequences. 
 Until recently, genetic information was difficult and ex-
pensive to acquire and, at times, could only be used to re-
solve differences between distantly related species. Protein 
electrophoresis (allozymes) became a useful genetic tool to 
distinguish differences between some species, but it is less 
useful when delineating the taxonomic relationship among 
closely related organisms (whether they are species, sub- 
species, etc.). The advent of  PCR and automated sequenc-
ing has made it relatively straightforward to collect data at a 
high resolution in a cost-effective manner from a large num-
ber and variety of  organisms. Further, sequence data from 
genes evolving at widely different rates can be gathered, 
which allows for taxonomic comparisons at immensely dif-
ferent levels (from kingdom/phylum/class to genus/species/ 
subspecies). This ability allows for re-evaluation of  taxonomic 
status using genetic information or for the addition of  sup-
plementary data to unresolved taxonomic questions.
 There are several molecular techniques with which to as-
sess taxonomic relationships (e.g., DNA–DNA hybridization 

Table 22.2. Sources of DNA and how samples should be 
collected

    Preservation  
Tissue type Amount Quantity Quality method

Blood 5–10 drops High Good EDTAa coated 
     tubes
    Lysis buffer  
     (Longmire)
    Filter paper 
Muscle Square 2 cm  High Good Buffer 
  on a side 
Feather At least 1 Low Good Dry
Eggshell  As much as Depends Good Dry 
 membranes  possible 
Hair At least 1 Low Good Dry
Scat Variable Low Poor Ethanol or dry
Teeth Variable Low Depends Dry
Bone Variable Low Depends Dry
Buccal swab Variable Low Good Lysis buffer  
     (Longmire)

a EDTA = ethylenediaminetetraacetic acid.
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or protein electrophoresis). Perhaps the most widely used 
and most applicable to questions in wildlife biology is analy-
sis of  the mtDNA sequence, although more and more stud-
ies augment such data with multiple loci from the nuclear 
genome. The mitochondrial genome is small (15,000–20,000 
base pairs) and contains approximately 37 genes, although 
the order of  these genes is not constant (Avise 1994). It is 
maternally inherited and does not recombine, as does nu-
clear DNA. Although comparisons of  the gene order of  
mtDNA have been used in investigations of  taxa, direct com-
parison of  sequences has proved to be an effective technique 
in finer level taxonomic questions (among more closely re-
lated species; Avise 1994) that are much more common 
wildlife management concerns. Mitochondrial DNA is well 
mapped in many animals (Bibb et al. 1981, Anderson et al. 
1982, Roe et al. 1985) and evolves 5–10 times faster than sin-
gle-copy nuclear genes (Brown et al. 1979, 1982). It also con-
tains a noncoding control region, in which some areas are 
even more variable (4–5 times more variable than mtDNA 
as a whole) that can be used to delineate closely related spe-
cies and populations (Greenberg et al. 1983). Each mtDNA 
gene evolves at a different rate, allowing for different level 
comparisons using genes with different mutation rates. Ad-
ditionally, many studies are moving toward using both 
mtDNA and nuclear DNA sequences to better resolve taxo-
nomic issues (Barker et al. 2001, Barker 2004).
 Once an appropriate gene is chosen for the taxonomic is-
sue in question, DNA sequence from that region is ob-
tained, and the relationship among individuals is inferred by 
comparing the DNA sequences. Metrics, such as the per-
centage sequence divergence, provide some measure of  
how similar or different the DNA sequences may be. Genetic 
distances or phylogenetic relationships (trees) are then es-
timated using either algorithms (e.g., unweighted pair group 
method) or optimality criterion (e.g., parsimony or maxi-
mum likelihood). These methods are well established and 
reviewed extensively by Miyamoto and Cracraft (1991) and 
Swofford et al. (1996). Nucleotide substitution patterns in 
the mitochondrial control region are quite elaborate, and 
models that estimate the rate of  nucleotide substitutions 
have been developed (Tamura and Nei 1993, Tamura 1994). 
Modeling substitution rates circumvents violations of  as-
sumptions used by parsimony methods. 
 Using genetic data to address taxonomic questions be-
comes important for wildlife management primarily at the 
species and subspecies level. Wildlife managers are often 
charged with managing species and subspecies while these 
definitions are yet unresolved. Further, some subspecies 
(and even species) are difficult to distinguish in the field 
without extensive morphological measurements and com-
parisons with museum type specimens (e.g., Prebles meadow 
jumping mouse [Zapus hudsonius preblei]) or detailed analy-
ses of  behavior or song (Southwestern willow flycatcher 
[Empidonax traillii extimus]).

 The ESA and other national and international environ-
mental programs charge managers with protection of  spe-
cies, subspecies, and distinct population segments that are 
deemed threatened or endangered. At times, little is known 
about the taxonomic status of  species or subspecies that are 
petitioned to be listed as threatened or endangered. This 
classification also is important for recovery of  the species or 
subspecies, because funding priorities generally are based 
on taxonomic status (O’Brien and Mayr 1991). Taxonomic 
delineations are often based only on morphological charac-
teristics and could be refined by adding behavioral and ge-
netic characteristics.
 The taxonomic status of  many different species has re-
cently been re-evaluated using genetic data. For example, 
sage-grouse (Centrocercus spp.) have recently been evaluated 
using behavioral, morphological, and genetic data, resulting 
in the recognition of  a new species (Box 22.1). Other exam-
ples include the Kemp’s Ridley sea turtle (Lepidochelys kem-
pii), which has been recognized as a separate species qualify-
ing for protection under ESA because of  data from a mtDNA 
study (Bowen et al. 1991). The taxonomic status of  right 
whales (Eubalaena spp.), which has historically been based 
on a single morphological character in the orbital region of  
the skull, has been redefined as the result of  mtDNA data 
(Rosenbaum et al. 2000). Finally, 2 subspecies of  blue grouse 
(Dendragapus obscurus obscurus and D. o. fuliginosus) have been 
elevated to full species as a result of  analysis of  mtDNA 
(Barrowclough et al. 2004, Banks et al. 2006).

Hybridization
Defining “hybrid” is as perplexing as is definition of  the 
term species. Classically, hybridization and introgression 
are used to describe interbreeding between 2 distinct spe-
cies. However, because a definitive definition of  a species is 
still nonexistent, “hybridization” is sometimes relaxed to in-
clude interbreeding between 2 groups that are genetically 
different, whereas introgression refers to the movement of  
genes between 2 genetically differentiated groups (Avise 
1994). Hybridization can be positive or negative (Haig 1998). 
In a positive sense, hybridization events can increase the 
overall genetic diversity of  a taxonomic group, it can pro-
duce increased fitness (hybrid vigor) in some cases, and it 
can produce progeny that are more adaptable than either 
parent. However, in some instances, hybrids can have re-
duced viability and fertility. Further, the effects of  out-
breeding depression (decrease in fitness due to a loss of  
alleles that are locally adaptive) on a species due to a hybrid-
ization event can be quite negative. Because true hybrids are 
generally not protected by the ESA, hybridization provides 
interesting challenges for those charged with management 
and protection of  species (O’Brien and Mayr 1991). 
 Molecular techniques provide an increasingly accurate 
estimation of  taxonomic relationships and history of  gene 
flow (Haig 1998). These techniques are being used to ad-



  sara j.  oyler-mccance and paul l .  leberg

dress questions of  hybridization, introgression, and taxo-
nomic status. For example, large canids occupying the south-
eastern United States have long been classified as the red 
wolf  (Canis rufus). Extinction of  red wolves in the wild 
has led to serious conservation efforts to preserve and re-
store them into the wild. However, mtDNA data and micro-
satellite data both strongly suggest the red wolf  is a hybrid 
between the gray wolf  (C. lupus) and coyote (C. latrans; 
Wayne and Jenks 1991, Roy et al. 1994). The hybrid origin 
of  the red wolf  has led to debate over its eligibility for pro-
tection under the ESA. 
 Molecular techniques also can be used to identify the 
maternity and paternity of  hybrids. Aldridge et al. (2001) de-
scribed 2 sage-grouse × sharp-tailed grouse (Centrocercus uro-
phasianus × Tympanuchus phasianellus) hybrids in Alberta, 
Canada. Using analysis of  mtDNA control region sequence, 
they demonstrated the mother of  each hybrid was a sage-
grouse rather than a sharp-tailed grouse. Similarly, hybrids 

resulting from crosses in both directions of  blue (Balaenop-
tera musculus) and fin whales (B. physalus) have been docu-
mented using both nuclear and mtDNA (Árnason et al. 
1991, Spilliaert et al. 1991). The expansion of  barred owl 
(Strix varia) into the range of  the endangered northern spot-
ted owl (S. occidentalis caurina) led to a study investigating 
the potential for hybridization between the 2 species. Haig 
et al. (2004) used AFLP data and mtDNA sequence data to 
confirm instances of  hybridization, which has important le-
gal consequences under ESA. 

Evolutionary Significant Units and Management Units
Given that genetic analysis can help refine taxonomic rela-
tionships, how else can genetic data be used to address man-
agement issues? Recently, there has been debate about how 
to objectively prioritize conservation or management value 
below the species level. This discussion began with Ryder 
(1986:9), who defined the term evolutionary significant unit 

Box 22.1. Using genetics to help define taxonomic definitions for sage-groUse

Large-scale habitat loss and degradation have resulted in 

the decline of sage-grouse populations throughout their 

range (Braun 1998) and have caused an increased con-

cern over their status. Historically, sage-grouse were clas-

sified into 2 subspecies: eastern (Centrocercus urophasia-

nus urophasianus) and western sage-grouse (C. u. phaios), 

based on plumage and coloration differences in 8 individ-

uals collected from Washington, Oregon, and California 

(Aldrich 1946). The western sage-grouse presumably oc-

curred in southern British Columbia, central Washington, 

east-central Oregon, and northeastern California (Aldrich 

1946). 

 Populations in other areas of the range were consid-

ered to be eastern sage-grouse. The validity of this taxo-

nomic distinction has been questioned (Johnsgard 1983). 

Recently, sage-grouse from southwestern Colorado and 

southeastern Utah were found to be morphologically 

(Hupp and Braun 1991), behaviorally (Young et al. 1994), 

and genetically (Kahn et al. 1999, Oyler-McCance et al. 

1999) different from sage-grouse throughout the rest of 

the range. This discovery led to description of a new spe-

cies, the Gunnison sage-grouse (C. minimus; Young et al. 

2000; see the figure). 

 With the validity of the 2 present subspecies in ques-

tion, Benedict et al. (2003) sequenced a rapidly evolving 

portion of the control region of the mitochondrial DNA 

for 16 populations of sage-grouse on both sides of the 

subspecific boundary. The sequencing results provide no 

genetic support for the subspecies distinction. The au-

thors suggest that further morphological and behavioral 

comparisons need to be conducted before overturning 

the subspecific classifications. This study did, however, 

identify a population of sage-grouse in the Lyon, Nevada, 

and Mono, California, areas that was genetically unique 

from all other sage-grouse populations sampled through-

out the species’ range (Benedict et al. 2003). This group 

of sage-grouse is currently being studied morphologically 

and behaviorally.

Comparison of greater sage-grouse (left) and Gunnison 
sage-grouse (right). 
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(ESU) as “a subset of  the inclusive entity species which pos-
sess genetic attributes significant for the present and future 
generations of  the species in question.” In an attempt to de-
velop an operational definition more useful to managers, 
Waples (1991) defined ESUs using 2 criteria. A population or 
groups of  populations had to demonstrate substantial re-
productive isolation from other populations of  the same 
species, and at nuclear loci, it had to show significant diver-
gence of  allele frequencies. Moritz (1994b:373) further de-
fined ESU as “a population (or set of  populations) that is  
reciprocally monophyletic for mtDNA alleles” and “shows 
significant divergence of  allele frequencies at nuclear loci.” 
Moritz (1994a) defined a second unit called a Management 
Unit as a group with less separation than an ESU, but de-
serving of  specific management attention. This unit was  
defined to have significant divergence of  nuclear or mtDNA 
allele frequencies, regardless of  the phylogenetic differentia-
tion of  alleles. Although Moritz’s ESUs protect distinct units, 
allowing for preservation of  their long-term genetic vari-
ability, his management unit concept allows for shorter term 
conservation goals. Several other scientists have put forth al-
ternate ideas on the concept of  ESUs (Dizon et al. 1992, 
Avise 1994, Vogler and DeSalle 1994, Crandall et al. 2000, 
Fraser and Bernatchez 2001). Although definitions of  an 
ESU are as highly debated and diverse (Fraser and Bernat-
chez 2001) as the species concepts, the ESU is useful if  one 
is aware of  the lack of  agreement surrounding the best defi-
nition. Most genetic studies with applications to manage-
ment use Moritz’s (1994a, b) definitions, because they are 
well defined when using genetic data. Also, these definitions 
appear to be among the most well accepted and applied  
to date. These concepts have been applied to tiger quolls 
(Dasyurus maculates; Firestone et al. 1999; Box 22.2), spotted 
owls (Strix occidentalis; Haig et al. 2001), koalas (Phascolarctos 
cinereus; Houlden et al. 1999), and brown bears (Ursus arctos; 
Waits et al. 2000).

CONSERVATION OF GENETIC DIVERSITY

A focus of  conservation genetics is preservation of  genetic 
diversity in and among populations, especially in rare or en-
dangered taxa. Genetic diversity can be estimated using mo-
lecular markers or morphological measurements. Although 
studies have examined the underlying genetic variation and 
heritability of  specific morphological traits in both captive 
and free-ranging wildlife (Merilä 1997, Kruuk et al. 2000, 
Réale and Festa-Bianchet 2000), intensive investigations are 
difficult to implement for many species. Frankham et al. 
(2002) reviewed the use of  quantitative genetic approaches 
in a conservation context to study the effects of  multiple 
genes and environmental variation on such complex traits 
as morphology and behavior; Ellegren and Sheldon (2008) 
discuss new approaches useful for studying natural popula-
tions. Our primary focus in this chapter is on what molecu-

lar markers tell us about the demography and genetics of  a 
population and how that information can be applied to is-
sues in wildlife conservation. 
 Genetic diversity and genetic variation are often used in-
terchangeably to refer to a dizzying array of  population char-

Box 22.2. taxonomic redefinition of 
tigor qUolls in aUstralia

Firestone et al. (1999) defined evolutionary signifi-

cant units (ESUs) and management units (MUs) for 

tiger quolls, which revised taxonomic classification 

and management plans for these carnivorous marsu-

pials in Australia. Previously, 2 allopatric subspecies 

of tiger quoll had been recognized. The smaller sub-

species, Dasyurus maculatus gracilis, occurs only in 

northern Australia in northeastern Queensland. The 

larger subspecies, D. m. maculates, occurs in south-

eastern Australia and Tasmania. Each subspecies 

has been placed on the International Union for Con-

servation of Nature list as either endangered or as 

vulnerable to extinction. 

 Firestone et al. (1999) used both mitochondrial 

DNA (mtDNA) sequencing and nuclear microsatellites 

to survey the genetic relatedness of tiger quolls. Their 

mtDNA sequencing results show reciprocal monophyly 

and significant differences in nuclear microsatellite 

allele frequencies between Tasmanian and all main-

land tiger quolls. These results suggest that, even 

though Tasmanian tiger quolls are recognized as the 

same subspecies as those in southeastern Australia, 

they are a separate ESU and that their taxonomic sta-

tus should be revisited. The 2 subspecies on the main-

land do not constitute different ESUs, even though 

they are considered separate subspecies. 

 Firestone et al. (1999) suggested that morpholog-

ical differences between the 2 subspecies may reflect 

adaptation to climatic differences. Differences in micro-

satellite allele frequencies and mtDNA haplotypes 

exist between the 2 subspecies on the mainland, 

suggesting that they should be considered as dis-

tinct MUs. Thus, assessment of genetic data (Fire- 

stone et al. 1999) revealed differences between the 2 

subspecies at the MU level in Australia, and the clas-

sification in Tasmania should be reconsidered to rec-

ognize and preserve the unique genetic makeup and 

evolutionary path of tiger quolls.
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acteristics. We use genetic diversity to refer to variation in 
frequencies of  alleles at individual genes. It is difficult to 
quantify total genetic diversity in populations; most studies 
look at surrogates of  this measure based on variation at mo-
lecular markers. Four processes are generally thought to in-
fluence patterns of  genetic diversity: mutation, gene flow, 
drift, and selection.

Mutation
Normally, mutation does not have a major role in manage-
ment issues. One exception is the case of  exposure of  popu-
lations to environmental mutagens. Animals exposed to ra-
dioactive or chemical mutagens might be expected to have 
more genetic diversity because of  an increased number of  
genetic mutations. This hypothesis was tested using bank 
voles (Clethrionomys glareolus) and barn swallows (Hirundo 
rustica) from the vicinity of  the Chernobyl nuclear accident 
site in Ukraine (Matson et al. 2000). Microsatellite analysis 
provided evidence of  increased mutation rates in the swal-
lows (Ellegren et al. 1997). In the voles, higher levels of  
mtDNA variation were found near Chernobyl than at refer-
ence sites; however, recent work indicates that it is difficult 
to attribute this increased genetic diversity to increased mu-
tation (Meeks et al. 2007). Other investigations have failed 
to detect much evidence of  increased mutation in wildlife 
from contaminated sites (Dahl et al. 2001, Stapleton et al. 
2001, Berckmoes et al. 2005). Given that mutations are rela-
tively rare events, it is not surprising that it is difficult to de-
tect increased mutation rates in the face of  other powerful 
genetic forces, such as gene flow and drift. Examinations of  
exposed populations for increased mutation rates will prob-
ably expand in coming years, as automated analyses have 
made it possible to screen large numbers of  individuals and 
genes. 

Gene Flow
When organisms disperse to new populations and repro-
duce, they contribute genetic material to their new popula-
tions. This process increases the genetic similarity of  popu-
lations exchanging individuals. Reductions in gene flow allow 
populations to diverge through processes of  genetic drift, 
the accumulation and spread of  different mutations, and se-
lection for local conditions. 
 Gene flow differs from dispersal as typically measured 
by studies of  animal movement. Radiotelemetry or tagging 
studies can often provide insight into the proportion of  indi-
viduals that depart from their natal areas, but they are in- 
adequate for measuring the reproductive contribution of  
dispersing individuals to their new populations. Gene flow 
is typically measured through indirect methods using ge-
netic markers (Slatkin 1985a). One of  the most common ap-
proaches for estimating gene flow involves use of  Wright’s 
FST (1951). One common definition of  FST is the proportion 
of  the total variance in allele frequencies due to differences 

among populations. An attractive feature of  this measure of  
genetic differentiation is that FST can be expressed as a func-
tion of  the number of migrants per generation (Nm). Mills 
and Allendorf  (1996) and Whitlock and McCauley (1999) 
discuss the assumptions necessary to use FST to estimate Nm 
and the difficulties of  obtaining unbiased estimates of  gene 
flow.
 Many estimators of  FST have been developed, and there is 
a large literature evaluating their merits and performance 
(reviewed by Neigel 1997, 2002). For other approaches to es-
timating gene flow, see Slatkin (1985b), Slatkin and Maddi-
son (1990), and Neigel et al. (1991). Recently maximum like-
lihood and Bayesian approaches have been developed to 
estimate gene flow and other population parameters (Beerli 
and Felsenstein 2001; Wilson and Rannala 2003; Kuhner 
2006, 2009). These methods can be quite powerful, but de-
mand considerable computational resources. 
 One problem with most indirect estimates of  gene flow 
is that effects of  recent gene flow on gene frequencies are 
often confounded with historical gene flow. If  isolation is 
recent, populations might appear to have high gene flow 
even if  they are completely isolated, because molecular dif-
ferences have not had time to accumulate (Neigel 1997, 
2002). Many estimators of  gene flow are based on popula-
tions being in an equilibrium condition, where population 
size and number of  successful migrants have not changed 
dramatically for many generations. In cases of  population 
growth or decline, it is assumed the change is constant over 
time (see Kuhner 2006). These conditions are not typical of  
many settings in which resource managers wish to estimate 
gene flow, such as in recently fragmented landscapes. Thus, 
although often useful in a relative sense, the absolute values 
of  estimates of  Nm should be regarded with some caution.
 The greater the exchange of  individuals between popula-
tions, the more that genetic similarity of  the populations 
will increase. However, the relationship between gene flow 
and genetic similarity is not linear (Fig. 22.3); a few success-
ful individuals moving between populations each genera-
tion is often sufficient to retard the effects of  genetic drift on 
the similarity of  gene frequencies. A consequence of  the 
nonlinear relationship of  gene flow and differentiation is 
that once gene flow is sufficiently high to erase most genetic 
differences between populations, estimates of  F

ST
 approach 

zero, and it is difficult to estimate the number of  migrants 
per generation (Waples 1998). However, knowledge that gene 
flow is high enough to minimize F

ST
 should be sufficient for 

most management decisions—a precise estimate of  Nm is 
not needed.

Sex-Specific Dispersal
Among wildlife species, there is considerable variation in 
the gender of  dispersing individuals. Gender of  dispersing 
individuals is typically beyond the control of  wildlife biolo-
gists; however, it is important to understand that breeding 
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systems and gender-biased dispersal are likely to affect es-
timates of  gene flow. Gender-biased dispersal and social 
structure in populations can alter effective population size, 
influencing rates of  loss of  genetic diversity (Chesser et al. 
1993).
 Gender-biased dispersal will have large consequences 
for data generated by maternally inherited markers, such 
as mtDNA. There is a large set of  literature, reviewed by 
Avise (1994), documenting differences in spatial distribution 
of  biparental nuclear markers (e.g., allozymes and micro- 
satellites) and mtDNA. For example, frequencies of  mtDNA 
genotypes of  green turtle (Chelonia mydas) differ dramati-
cally among some nesting beaches (Bowen et al. 1992). 
However, nuclear DNA in this species exhibits much less 
spatial subdivision than does mtDNA, suggesting that fe-
males, but not males, return to their natal beach (Karl et al. 
1992). 
 Given the important contributions of  mtDNA studies 
to understanding of  female-specific gene flow, it is clear 
that markers tracing gene flow in males would be of  great 
value. In mammals, an obvious choice for a paternally  
inherited marker would be the Y chromosome, which is 
only passed from males to their sons. Sequences from the 
Y chromosome have been used to show there was little 
male-mediated gene flow between a recently colonized 
population of  wolves and more established populations 
(Sundqvist et al. 2001). Identification of  microsatellite loci 
and other easy-to-assay markers on the Y chromosome has 
enhanced the ability to characterize gene flow by males in 
several mammals (Handley and Perrin 2007, Yannic et al. 
2008). 
 Studying male-specific markers in birds is more compli-
cated than in mammals, because birds have heterogametic 
(ZW) gender determination, where the females are het-
erogametic. Thus, there are no paternally inherited genetic 
markers similar to the Y chromosome in mammals. Scrib-

ner et al. (2001) provide an example of  how information from 
different types of  molecular markers, together with theoret-
ical models, can be used to estimate male- and female-spe-
cific gene flow in birds. In their study of  spectacled eider 
(Somateria fisheri), they used mtDNA, a gender-linked Z-
specific microsatellite locus, and biparentally inherited mic-
rosatellites to document large differences in sex-specific gene 
flow. Information about sex-specific movements also can be 
gained by comparing the spatial genetic structure of  adult 
males and females (Lee et al. 2009).

Population Structure and Fragmentation
Using FST to quantify population structure and gene flow 
assumes that sampling reflects the underlying population 
structure; however, choice of  sampling locations is often 
based on other considerations, such as logistics or accessibil-
ity. Rather than assessing differences in gene frequencies 
among sampling locations, it is becoming more common to 
use assignment methods to determine the number of  pop-
ulations in a given sample and to assign individuals to those 
populations (reviewed in Manel et al. 2005). See Aspi et al. 
(2009) and Boessenkool et al. (2009) for recent examples of  
the use of  these powerful assignment methods for assessing 
the structure of  wildlife populations. Waples and Gaggiotti 
(2006) review different methods for identifying population 
structure based on genetic markers.
 If  gene flow is limited for many generations by natural 
barriers to dispersal, populations on opposite sides of  the 
barrier can exhibit striking levels of  differentiation. Frag-
mentation of  habitat should, given sufficient time, also re-
sult in genetic differentiation among recently isolated popu-
lations, especially if  sizes of  populations inhabiting the 
habitat remnants are small. For example, gene flow was much 
lower in populations of  Sitka deer (Cervus nippon) in areas of  
habitat fragmentation (Goodman et al. 2001). Sometimes 
even animals capable of  long-distance movements, such as 
migratory songbirds (see Box 22.3) or black bears (Ursus amer-
icanus; Dixon et al. 2007), experience population subdivision 
due to habitat fragmentation, suggesting the capability for 
dispersal might poorly predict actual dispersal. 
 There is one caveat for most studies of  the effects of  re-
cent habitat fragmentation on genetic differentiation: they 
lack temporal control. Although it might be true that recent 
fragmentation of  continuous habitat reduced gene flow, it is 
often difficult to eliminate the possibility that observed pat-
terns of  genetic differentiation are due to events that oc-
curred long before any human activities affected the popula-
tions. Analyses of  genetic differentiation before and after a 
fragmentation event are possible, given the ability to isolate 
DNA from museum specimens. For example, Martinez-
Cruz and Godoy (2007) found that differentiation among 
fragmented populations of  the Spanish imperial eagle (Aquila 
adalberti) is much greater today than it was in the past, 
when habitats were presumably more continuous. 

Fig. 22.3. Equilibrium relationship of genetic differentiation 
among subpopulations (as measured by the statistic F

ST
) and 

number of migrants per generation. Modified from Mills and Allendorf 
(1996).
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Gene Flow through Wildlife Translocations
One consequence of  translocation programs is gene flow 
(Leberg 1990a). When such translocations might result in 
the loss of  unique genetic characteristics of  isolated popu-
lations, they should probably be avoided (Moritz 1999). 
However, when genetic differences have developed through 
habitat fragmentation resulting from land use, transloca-
tions can be used for genetic restoration. Many authors 
have discussed the possibility of  using translocations to re-
store gene flow between populations isolated by habitat 
loss (Moritz 1999, Tallmon et al. 2004, Bouzat et al. 2009). 
Based on the relationship between gene flow and F

ST
 (Fig. 

22.3), movement of  only a few individuals per generation 

Box 22.3. assessing genetic diversity and strUctUre in 2 endangered songBirds

The golden-cheeked warbler (GCWA; Dendroica chrysoparia) and black-capped vireo (BCVI; Vireo atricapilla) are migratory 

songbirds facing a variety of threats to their long-term viabilities (see figure). Both species have restricted breeding ranges 

(GCWA: central Texas; BCVI: northern Mexico, central Texas, and southern Oklahoma). Within these distributions, the 

populations have been highly fragmented by habitat loss due to urban, suburban, and agricultural development (Grzy-

bowski 1995, Ladd and Glass 1999). Each species also has been heavily affected by brown-headed cowbird (Molothrus ater) 

nest parasitism. 

 Microsatellite loci were used to determine whether population fragments had experienced loss of genetic diversity and 

increased interpopulation differentiation due to bottlenecks and associated genetic drift (see Lindsay et al. [2008] and Barr 

et al. [2008] for details). Both species had levels of genetic diversity similar to other related songbirds, suggesting that nei-

ther had experienced species-wide loss of variation. There also was little evidence that individual population fragments 

had experienced recent bottlenecks, even though some of them were quite small. However, using both FST and assignment 

tests, there was more genetic structure among population fragments than would be expected for songbirds capable of fly-

ing hundreds of kilometers during migration. The influence of fragmentation on genetic structure also differed between 

the species. The greatest genetic differences among GCWA populations were between those separated by agricultural 

lands; this species depends on mature forests with little edge (Ladd and Glass 1999). The BCVI had greater differences 

among populations than did the GCWA, but these differences were not strongly influenced by intervening habitat. As a 

species dependent on early successional shrublands, differentiation may be the result of small numbers of birds coloniz-

ing habitats that are only temporarily available. These studies illustrate that habitat fragmentation can restrict gene flow 

even in species capable of moving great distances and that the habitat requirements of a species will influence its re-

sponse to fragmentation (Leberg 1991). 

Golden-cheeked warbler (left) and black-
capped vireo (right). Photos by K. Barr

should be adequate to minimize the tendency of  isolated 
populations to genetically differentiate. Mills and Allendorf  
(1996) provide an excellent review of  factors to be consid-
ered when designing programs to restore genetic connec-
tivity of  populations. 
 Genetic markers can be used to assess whether trans-
located individuals reproduced and contributed genetic vari-
ation to their recipient populations (Mock et al. 2001, Olsson 
2007). For example, Arrendal et al. (2004) found that trans-
located Eurasian otters (Lutra lutra) made genetic contribu-
tions to 1 of  2 populations into which they were released. 
These observations can be useful, because it is often difficult 
to know whether individuals released in augmentation ef-
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forts successfully contributed genetic material to the recipi-
ent population. 
 The success of  a translocation program also can be ex-
amined by assessing whether patterns of  genetic similarity 
expected from natural dispersal have been disrupted (Latch 
and Rhodes 2005). For example, Leberg et al. (1994) assessed 
whether genetic structure of  white-tailed deer (Odocoileus 
virginianus) populations in the southeastern United States 
had been influenced by extensive translocations. They found 
populations connected by translocations to be more geneti-
cally similar than populations that had not had individuals 
transferred between them. With similar data, Ellsworth et al. 
(1994a, b) concluded that releases of  white-tailed deer had 
little effect on the genetics of  native populations, arguing 
that most translocated deer had not made genetic contribu-
tions to their recipient populations. Additional analysis led 
Leberg and Ellsworth (1999) to conclude that translocated 
individuals did contribute to the recovery of  recipient popu-
lations; however, genetic contributions of  the released indi-
viduals were restricted to the populations into which they 
were released. This set of  studies illustrates the complexities 
of  understanding the genetic and demographic conse-
quences of  translocations when only samples collected after 
the translocation event are available for analysis.
 Considerably more information about translocations 
could be discerned by obtaining genetic information prior 
to a translocation (Leberg 1999). Bouzat et al. (2009) provide 
an excellent example of  the insights that can be gained by 
studying both the genetics and ecology of  populations be-
fore and after a translocation to restore genetic diversity. 
They found that although translocations of  greater prairie-
chickens (Tympanuchus cupido pinnatus) restored genetic varia-
tion to historic levels and reduced inbreeding depression, 
the benefits of  the effort were limited by habitat conditions. 

Drift and Bottlenecks
As a result of  chance differences in reproductive success 
and survival among individuals with different genotypes, al-
lele frequencies will change from one generation to an-
other. Random change in the frequencies of  alleles is re-
ferred to as genetic drift. The effect of  drift on a population 
is expected to be small when population sizes are large. In 
large populations, small random changes in allele frequen-
cies will occasionally cause an allele to be lost, but this loss 
is mitigated by formation of  new alleles through mutation. 
However, when populations are small and isolated from 
other populations, gene frequencies can drift dramatically. 
A population that is maintained at a small size for several 
generations has different genetic characteristics than it had 
prior to the reduction in size. Because of  large random 
changes in allele frequencies, alleles will be lost in a small 
population faster than they are replaced through mutation, 
reducing allelic diversity. The average number of  genes at 
which an individual is heterozygous (mean multilocus hetero-

zygosity) also is expected to decrease if  a population re-
mains small, because matings between relatives will become 
unavoidable. Another consequence of  drift associated with 
small population size is increased genetic differentiation. 
Genetic differences, based on neutral molecular markers, 
between 2 populations will increase rapidly if  there is no 
gene flow between them and at least 1 of  them is small 
enough to experience substantial genetic drift.
 When a normally large population goes through a con-
striction in size, the event is referred to as a genetic bottle-
neck. During bottlenecks, drift is greatly accelerated. Bottle-
necks often occur at the establishment of  a new population. 
This type of  bottleneck is referred to as a founder event. 
Founder events are often severe bottlenecks, as only a few 
individuals may establish a population; however, they tend 
to be of  short duration.
 The duration and size of  the bottleneck have large ef-
fects on loss of  genetic diversity. During severe bottlenecks 
of  short duration, theory (Nei et al. 1975) and experiments 
(Spencer et al. 2000) indicate that many alleles will be lost. 
However, because most alleles are relatively rare in popula-
tions, there is no large loss of  heterozygosity (Leberg 1992, 
Spencer et al. 2000). But if  the bottleneck is of  long dura-
tion, relatedness of  individuals will increase, along with as-
sociated loss of  heterozygosity (Nei et al. 1975). Thus, popu-
lation growth rate can have a large effect on levels of  genetic 
diversity through inbreeding following a reduction in popu-
lation size.

Detecting Bottlenecks and Drift
A severe reduction in population size will lead to loss of  
heterozygosity, reduced allelic diversity, and drift of  allele 
frequencies. Because prebottleneck samples are often ab-
sent, samples from populations that may have experienced  
a bottleneck are often compared to populations of  the 
same or related species that are believed to have levels of   
genetic variation not affected by small population sizes (Le-
berg 1991, Whitehouse and Harley 2001, Nichols et al. 2001; 
Box 22.3).
 This comparative approach requires the assumption the 
populations had similar levels of  genetic variation prior to 
the putative bottleneck event (Bouzat 2000). Use of  pre-
served materials provides a more straightforward way to es-
timate prebottleneck levels of  diversity. Matocq and Villa- 
blanca (2001) used museum specimens to show that low  
genetic variation in an endangered species was due to bot-
tlenecks that occurred prior to a known recent reduction in 
population size. Conversely, museum specimens of  greater 
prairie-chickens provided strong evidence that recent popu-
lation reductions in Illinois resulted in reduced levels of  ge-
netic variation (Bouzat et al. 1998b). Unfortunately, sizes of  
museum collections from localities of  interest are often in-
sufficient to make strong statistical comparisons with con-
temporary populations. For populations that are likely to  
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be of  management concern, it would be appropriate to es-
tablish baseline genetic characteristics and preserve DNA 
samples for monitoring future changes in population size. 
Schwartz et al. (2007) discuss contributions that DNA from 
museum archived species have made to conservation biol-
ogy and advocate for using genetic monitoring to better 
manage wildlife populations.
 The commonly used genetic indices of  bottlenecks differ 
in their sensitivities to population contractions. Loss of  al-
lelic diversity is much more sensitive to short population 
bottlenecks than is heterozygosity (Leberg 1992, Spencer et 
al. 2000). Not surprisingly, it is easier to detect loss of  alleles 
when using loci with many alleles, such as microsatellites, 
than with less polymorphic allozyme markers (Spencer et al. 
2000). Both simulations and experiments indicate that tem-
poral change in allele frequencies also is a much better 
index of  bottleneck severity when drift is estimated with 
highly polymorphic loci (Richards and Leberg 1996, Luikart 
et al. 1999, Spencer et al. 2000). Although allelic richness is 
strongly influenced by past size of  a population, this param-
eter also is sensitive to sample size. Thus, when comparing 
allelic richness among samples, estimates should be adjusted 
to the smallest sample size of  any population used in com-
parison (Leberg 2002).
 Several approaches have been developed to alleviate the 
need to compare a sample of  interest to a reference sample 
to see whether a population has experienced a loss of  ge-
netic variation. These methods are based on expectations  
of  heterozygosity, distributions of  frequencies of  alleles, or 
distributions of allele sizes for populations that have not 
experienced bottlenecks (Cornuet and Luikart 1996, Luikart 
and Cornuet 1998, Luikart et al. 1998, Garza and William-
son 2001). These approaches are dependent on selection of  
the correct model of  mutation used to generate the null dis-
tributions. An examination of  populations that had experi-
enced known reductions in population size suggests these 
approaches provide reasonable indices of  a population’s his-
tory of  bottlenecks (Luikart and Cornuet 1998, Spencer et al. 
2000). However, Larsson et al. (2008) showed these methods 
where not able to detect a bottleneck of  black grouse (Tetrao 
tetrix) that was detectable by comparing contemporary and 
historical samples. Williamson-Natesan (2005) provides a com- 
parison of  these methods and a discussion of  their merits.
 When considering the effects of  bottlenecks on genetic 
variation, it is critical to realize that not all population re-
ductions will result in measurable losses of  genetic varia-
tion. Population sizes often have to be quite small for sev-
eral generations to produce a substantial loss of  variation. 
Thus, a 90% reduction in size of  a European rabbit (Orycto-
lagus cuniculus) population was insufficient to produce mea-
surable genetic response, because the remnant population 
was not reduced below approximately 50 individuals and re-
covered rapidly (Queney et al. 2000). Likewise, experimen-
tal populations reduced to 16 individuals for one generation 

exhibited almost no loss of  variation when they rapidly re-
covered to a large size (Spencer et al. 2000). Gene flow also 
will make it very difficult to detect the effects of  even severe 
bottlenecks (Busch et al. 2007).

Effective versus Census Population Size
One goal of  conservation genetics is to understand how 
much genetic diversity would be lost from a population re-
duction or management activity. Genetic diversity is often 
lost more rapidly than would be predicted from the number 
of  individuals in the population (referred to as the census 
population size, Nc). At times, many individuals in a popu-
lation are not reproductively active because of  age or social 
constraints, and some individuals are vastly more successful 
than others in transmitting their genes to the next genera-
tion. When individuals differ in their ability to successfully 
reproduce, genetic diversity will be lost more rapidly than 
expected on the basis of  N. One way of  understanding these 
issues is to estimate the effective population size, Ne. Ne is 
the number of  individuals in an ideal population that would 
lose genetic variation at the same rate as the actual popula-
tion being studied. An ideal population is one where all in-
dividuals have an equal chance of  producing any progeny 
making up the next generation. The list of  possible factors 
that can could cause Ne < Nc is large (Crow and Kimura 1970, 
Hedrick 2000, Leberg 2005). We discuss only those factors 
likely to have a large effect in wildlife populations, with em-
phasis on those that might fall under the control of  managers. 
 Temporal variation in population size can have large ef-
fects on loss of  genetic variation (Crow and Kimura 1970, 
Vucetich et al. 1997) and may have a strong influence on the 
effective size of  wildlife populations (Frankham 1995a). A 
normally large population that occasionally experiences a 
large decline in numbers may lose considerable genetic vari-
ation during those periods when it is small; this variation is 
not immediately recovered when the population returns to 
a large size. Kalinowski and Waples (2002) provide a frame-
work for examining the relationship between Ne and Nc over 
multiple generations when population size is not stable.
 Unequal sex ratios reduce Ne (Wright 1931). If  one gen-
der is much more common than the other, members of  the 
more rare gender will disproportionately contribute genes 
to the next generation. If  sex ratios are highly skewed and 
the rare gender is only represented by a few individuals, 
then Ne<<Nc. In species with nonoverlapping generations, 
highly polygamous mating systems also can result in small 
estimates of  Ne (Nunney 1993).
 The age structure of  a population can complicate efforts 
to estimate effective population size in wildlife species. Most 
wildlife populations have overlapping generations; simple 
formulations of  the effects of  sex ratio and temporal varia-
tion of  effective size assume nonoverlapping generations. In 
some age-structured populations, fairly large numbers of  in-
dividuals might be too young or too old to reproduce. To 
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make the issue even more confusing, the influences of  sex 
ratio and mating system on Ne are modified by generation 
length in complex ways (Nunney 1993). Methods assuming 
nonoverlapping generations should be applied with caution 
when attempting to estimate Ne of  wildlife populations (Le-
berg 2005). 
 There are several genetic techniques for estimating Ne. 
One common approach is to quantify genetic changes through 
time by taking ≥2 temporal samples (Waples 1989, Jorde 
and Ryman 1995). If  insufficient time is available to obtain 
samples separated by several generations, the genetic char-
acteristics of  contemporary populations can be compared to 
those of  museum specimens (Bouzat et al. 1998b, Schwartz 
et al. 2007, Pertoldi et al. 2008). Recently, there have been a 
series of  powerful methodologies developed to estimate Ne 
based on this temporal method (Wang and Whitlock 2003, 
Wang 2005). There are a number of  other approaches to es-
timation of  Ne based on genetic data from a single sample 
(e.g., Tallmon et al. 2008); see Leberg (2005) for a review of  
issues related to estimating Ne in wildlife populations. In ad-
dition to genetic approaches, demographic data can be used 
to estimate Ne (Harris and Allendorf  1989, Nunney 1993, 
Engen et al. 2007). When using any of  these approaches, it 
is important to realize that “effective size” can refer to sev-
eral population genetic parameters and, thus, measure loss 
of  different components of  genetic diversity (see Crow and 
Kimura 1970, Schwartz et al. 1998, Leberg 2005).

Drift and Bottlenecks from Human Activities
Reduced levels of  genetic variation have been documented 
in large numbers of  threatened species or populations (Ros-
siter et al. 2000, Rico et al. 2008, Gebremedhin et al. 2009). 
Reductions of  genetic diversity are often symptomatic of  
small populations that have become endangered through 
loss of  habitat and other causes. Even in abundant species, 
individual populations can lose genetic variation when they 
become isolated in fragments of  habitat incapable of  sup-
porting large populations (Bouzat 2001, Goodman et al. 
2001). Creation of  corridors between these fragments or the 
imposition of  gene flow through translocations has been 
suggested as strategies for prevention of  loss of  diversity in 
fragmented populations (Hedrick 1995, Mills and Allendorf  
1996, Epps et al. 2007).
 By definition, reintroduction programs create founder 
events. Populations established through releases will often 
have less genetic diversity than those that are the source of  
released individuals; this loss is related to the number of  in-
dividuals released (Stockwell and Leberg 2002, Mock et al. 
2004, Sigg 2006). For example, Fitzsimmons et al. (1997) 
found that populations established with translocated big-
horn sheep (Ovis canadensis) often had reduced genetic di-
versity compared to the source of  the released individuals. 
Scribner and Stuwe (1994) found the amount of  genetic drift 
experienced by populations of  Alpine ibex (Capra ibex) was 

related to the number and sex ratio of  individuals used to 
establish a population as well as by subsequent population 
growth. Slow population growth following translocation 
appears to be responsible for a loss of  heterozygosity in a 
population of  elk (Cervus canadensis; Williams et al. 2002b).
 Not surprisingly, allele frequencies of  translocated pop-
ulations often differ from those of  their sources (Scribner 
1993, Fitzsimmons et al. 1997, Stephen et al. 2005). However, 
caution should be used when interpreting differences in al-
lele frequencies among translocated populations and their 
sources. Although differences might be the result of  the 
founder event, they also could have occurred through drift 
after the translocated population became established (Wil-
liams et al. 2000b, Stephen et al. 2005). Vonholdt et al. (2008) 
provide an example of  using genetic markers to monitor the 
genetic composition and social structure of  a reintroduced 
population of  wolves. 
 Reintroduction strategies that may make sense based 
on the species’ ecology might have the unintended conse-
quence of  reducing the effective population size of  the 
newly established population (Leberg 1990a). The benefits 
of  such strategies, such as faster initial population growth 
by releasing more females than males, or of  reduced disper-
sal through release of  family groups, should be evaluated in 
light of  their genetic consequences. For example, if  it makes 
sense to release family groups to reduce post-release disper-
sal, it would be best to release as many groups as possible to 
avoid inbreeding and loss of  genetic variation.
 Harvest programs should have little effect on genetic 
variation, because loss of  variation due to drift is small if  
the population is large. However, harvests can reduce effec-
tive population size far below the census population size, 
creating the potential for rates of  drift that might be surpris-
ing if  only the total population size is considered (Ryman  
et al. 1981, Laikre and Ryman 1996). For example, harvest 
regulations and hunter preferences resulting in greater har-
vests of  males can have large effects on the Ne of  ungulate 
populations (Ryman et al. 1981, Coltman 2008). Harris et al. 
(2002), Coltman (2008), and Allendorf  et al. (2008) review 
the possible effects of  game harvests on genetic diversity and 
effective population size.

Selection
Many genetic markers used by conservation geneticists are 
thought to be selectively neutral. Thus, the specific geno-
types associated with these marker systems have little or no 
effect on the survival or reproduction of  individuals. Although 
this assumption is violated occasionally, most genetic varia-
tion examined using many types of  markers probably has 
little consequence for the fitness of  individuals (Hedrick 
2000). Because marker systems are unlikely to be under di-
rect selection, they are useful for measuring such phenom-
ena as gene flow, inbreeding, and drift that tend to affect 
variation throughout the genome and, thus, result in genetic 
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signatures that are detectable with molecular markers. Al-
though the neutrality of  molecular markers aids in their 
usefulness for studying many population processes, it also 
means the linkage of  molecular markers and genetic traits 
of  concern to the well-being of  individual organisms is at 
best indirect. The lack of  direct concordance often observed 
between patterns of  variation at molecular markers and com-
plex morphological, behavioral, or life history traits has lead 
to calls for conservation geneticists to more critically evalu-
ate whether molecular data are sufficient for designating 
conservation priorities (Pearman 2001, Reed and Frankham 
2001).
 In spite of  the general assumption that much of  the vari-
ation characterized by molecular markers is neutral, there is 
a large body of  work attempting to understand the role of  
selection in maintaining marker variation in wildlife popula-
tions. Initial surveys of  natural populations detected higher 
levels of  allozyme variation than expected. This observation 
generated interest in examining whether individuals that 
were heterozygous for allozyme loci might have high fit-
ness; such selection would promote high levels of  variation 
(Allendorf  and Leary 1986, Reed and Frankham 2003). How-
ever, there also have been studies that found no relationship 
between heterozygosity and traits related to fitness (Britten 
1996). In red deer (Cervus elaphus), antler growth was ac-
tually lower in heterozygotes for some allozymes (Hartl  
et al. 1995). Furthermore, there is little direct evidence that 
it is the loci themselves that are producing variation in fit-
ness components. The allozymes might be physically linked, 
through proximity on chromosomes, to genes producing 
the effect, or alternatively, high heterozygosity might indi-
cate that an individual’s parents were not closely related (Le-
berg et al. 1990). Understanding relationships between het-
erozygosity and fitness is being enhanced by examining 
similar relationships using molecular markers that are prob-
ably not under selection. Associations between fitness traits 
and microsatellite heterozygosity have been detected for 
several wildlife species (Coulson et al. 1998, Hansson et al. 
2001, Höglund et al. 2002). Given that most microsatellite 
loci do not directly affect phenotype, such associations prob-
ably reflect the relatedness of  an individual’s parents or the 
physically proximity of  assayed microsatellites to other loci 
affecting the traits of  interest. In a recent review of  the rela-
tionship of  heterozygosity to traits related to fitness, Chap-
man et al. (2009) found that although there are many exam-
ples of  such correlations, the amount of  variance in traits 
explained by heterozygosity is generally small.
 Recently, there has been considerable interest given to 
examining relationships between individual viability and loci 
in the major histocompatiblity complex. These genes are 
involved in immune responses, and there is some evidence 
that selection maintains variation in populations (Hughes 
1991, Hughes and Yeager 1998, Richman et al. 2001). For ex-

ample, Ditchkoff  et al. (2001) found that specific genotypes 
of  the major histocompatibility complex were associated 
with antler development, body mass, and serum testoster-
one in white-tailed deer. It is possible that such associations 
are due to variation in pathogen resistance of  different ma-
jor histocompatibility complex genotypes. Studies also have 
suggested the major histocompatibility complex might in-
fluence mate choice in mammals (Potts et al. 1991, Brown 
1998, Penn 2002). 
 Although examination of  correlations between geno-
types at molecular markers and traits related to individual 
fitness has been a focus of  wildlife genetics, there have been 
few attempts to apply knowledge in this area directly to 
management. Any program designed to increase abundance 
of  certain genotypes would be difficult to implement in a 
natural setting and might be ill advised. Although it has 
been argued that breeding programs in captive populations 
should emphasize maintenance of  allozyme or major histo-
compatibility complex diversity because these loci may in-
fluence individual survival or fecundity (Wayne et al. 1986, 
Hughes 1991), selective breeding schemes to favor varia-
tion at a few molecular markers could result in an increase 
in the rate of  loss of  genetic variation at all loci (Hedrick  
et al. 1986, Vrijenhoek and Leberg 1991, Miller 1995, Lacy 
2000). Because there is little understanding of  how different 
genes interact to affect individual well-being, most captive 
breeding programs advocate maintenance of  overall genetic 
variation and reduction of  relatedness. Models also have 
shown that selection of  individuals, on the basis of  marker 
genotype, to be used in reintroduction programs can result 
in an overall reduction in genetic variation in newly estab-
lished populations (Haig et al. 1990).
 There are promising applications for the use of  molecu-
lar markers to elucidate variation in fitness traits, and thus 
improve our understanding of  selective pressures faced by 
wildlife. For example, Slate et al. (2002) used a large number 
of  maps to identify specific genes, referred to as quantitative 
trait loci for birth weight in wild population of  red deer.  
Ellegren and Sheldon (2008) review using gene mapping 
and other genomic approaches to understand the genetic 
basis for variation in fitness traits in wild populations. 
 Genetic approaches can be used to better understand the 
implications of  selective harvesting of  wildlife based on 
hunter preferences or harvest regulations (Allendorf  et al. 
2008, Coltman 2008). For example, Coltman et al. (2003) used 
a partly genetically reconstructed pedigree to provide evi-
dence that trophy hunting of  bighorn sheep might be select-
ing for slower horn growth. Because genetic traits are often 
correlated, selection for one trait, such as horn size, might 
well affect others, such as body mass or fecundity (Coltman 
2008, Sasaki et al. 2009). We are just beginning to under-
stand the effects of  selective harvests on wildlife, but at least 
in some cases, increasing the relative mortality of  individu-
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als with larger body sizes—or bigger antlers, tusks, or horns— 
is likely to reduce not only the sizes of  those traits, but also 
influence other correlated traits that might affect population 
viability (Allendorf  et al. 2008, Coltman 2008, Allendorf  and 
Hard 2009). 

Genetic Diversity and Population Viability
Observations of  inbreeding depression in captive (Lacy et al. 
1996) and field populations ( Jiménez et al. 1994, Keller et al. 
1994, Keller and Waller 2002), and studies of  heterozygosity-
fitness relationships (Reed and Frankham 2003) have led to 
the realization that loss of  genetic variation could affect 
population viability (Gilpin and Soulé 1986, Lacy 1997). Sim-
ulation models (Mills and Smouse 1994, Robert et al. 2002) 
and laboratory studies (Leberg 1990b, Spielman and Frankham 
1992, Frankham 1999, Reed and Bryant 2000) have demon-
strated decreased population growth and increased extinc-
tion rates with loss of  genetic variation. Furthermore, ob-
servations of  wildlife populations that have experienced loss 
of  genetic variation due to bottlenecks also support the con-
clusion that such losses can affect population productivity 
(Bouzat et al. 1998a). 
 Practices that lead to reduced genetic variation, such as 
establishing populations with only a few individuals or al-
lowing populations to remain small and fragmented, might 
have serious consequences for population viability (see Chap-
ter 35, Volume II). These concerns about effects of  inbreed-
ing on demography occur on a time scale relevant to man-
agement activities (e.g., Westemeier et al. 1998, Johnson and 
Dunn 2006, Ewing et al. 2008). On a longer time scale, man-
agers must be concerned about loss of allelic variation that 
can affect the ability of  populations to adapt to new envi-
ronmental challenges (Allendorf  and Leary 1986, Frankham 
1995b). 
 Most conservation geneticists promote maintaining large 
effective sizes of  populations to prevent loss of  genetic varia-
tion and possible associated reductions in population viability. 
Recommendations concerning population sizes necessary  
to prevent adverse genetic consequences vary considerably; 
there is no general agreement on what appropriate minimum 
numbers are acceptable for long-term management goals 
(Gilpin and Soulé 1986, Simberloff  1988, Hedrick and Kalin-
owski 2000, Reed and Bryant 2000). Most published recom-
mendations of  minimum population size are in terms of  
minimum effective size; the number of  breeding age individ-
uals in most populations should be at least 2–4 times as large. 
 The relationship between loss of  genetic diversity and 
population viability is not as straightforward as the discus-
sion above might suggest. A population with a history of   
inbreeding might suffer from future inbreeding less than 
other populations (Fu et al. 1998), and inbreeding depres-
sion may be influenced by environmental conditions (Bijlsma 
et al. 1999); however, predicting future inbreeding depres-

sion based on population history and environment is diffi-
cult (Leberg and Firmin 2008). Furthermore, matings of  in-
dividuals from genetically differentiated populations, as might 
occur through translocation, could under some circumstances 
increase genetic variation in a population while causing a 
decrease in individual viability (Templeton 1986, Leberg 1993, 
Edmands 2007). Additionally, other mechanisms besides in-
breeding and the loss of  genetic variants, such as slow accu-
mulation of  mutations with slight deleterious effects, may 
affect the long-term consequences for small populations 
(Lande 1995, Jaquiery et al. 2009). Reviews of  the mecha-
nisms through which genetic diversity can affect population 
viability can be found in Soulé (1986), Frankham et al. (2002), 
Leberg and Firmin (2008), and Chapter 35, Volume 2.

Captive Breeding Programs
When populations decline drastically and only a few individ-
uals remain, biologists often capture some of  the remaining 
individuals in attempts to establish a captive population. 
These animals are bred to expand the captive population, so 
that individuals can be released into the wild. Because most 
captive populations are limited in size, they are subject to 
inbreeding and drift. It has been shown that sound manage-
ment of  the genetic aspects of  breeding programs is needed 
to be successful (Ralls and Ballou 1986, Foose and Ballou 
1988, Hedrick and Miller 1992). 
 Once a captive breeding program has been established, 
pedigrees can be used to avoid matings between close rela-
tives or the over- or underrepresentation of  the genes of  in-
dividual founders in the captive population (Lacy et al. 1995). 
However, because number of  individuals brought into cap-
tivity is usually small, inbreeding can be a serious problem if  
the founding population includes related individuals. In 
such cases, it can be important to consider the genetic iden-
tity of  animals bred in captivity, so that net genetic variabil-
ity is maximized and inbreeding is minimized. Molecular 
genetic techniques have proven to be valuable for inferring 
relatedness and promise to be useful for examining related-
ness of  founders (Haig et al. 1994, 1995). Jones et al. (2002b) 
used microsatellite data to augment wild and captive pedi-
gree information on whooping cranes (Grus americana), re-
vealing unknown shared genotype information for found-
ers. Rudnick and Lacy (2008) have shown that improvements 
in inbreeding avoidance obtained by supplementing infor-
mation from pedigree relationships with genetic analysis of  
founder relatedness will be small, unless the founder popu-
lation included close relatives. 
 Another issue in captive breeding is adaptation to cap-
tive conditions. Adaptations like extended reproduction 
periods and tameness can occur very rapidly and may make 
it difficult to successfully reintroduce captive bred individu-
als back into the wild. See Frankham (2008) for a discussion 
of  this problem and possible solutions. 
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MOLECULAR ECOLOGY

In addition to addressing the traditional concerns of  conser-
vation genetics, genetic markers have increasingly provided 
insight into the ecology of  populations. These applications 
are sometimes referred to as molecular ecology, a field that 
is interwoven with conservation genetics, but that includes 
applications extending beyond the conservation of  genetic 
variation. As reviewed by Waits and Paetkau (2005), some 
of  these approaches are quite relevant to investigations of  
wildlife populations.

Noninvasive Sampling
Many wildlife investigators attempt to determine popula-
tion size, survival rates, and movement patterns (see 
Chapters 11 and 20, This Volume). Mark–recapture methods 
are often used to achieve these goals. These approaches usu-
ally require capturing individuals and marking them in some 
way that would allow for their identification if  they are ever 
recaptured. Although these techniques work well for many 
species, there are others for which this type of  study does 
not. Species that are dangerous and expensive to catch  
(e.g., bears) and those that are highly elusive (e.g., felids) do 
not lend themselves to conventional mark and recapture 
techniques. 
 Because DNA can be obtained from hair, feathers, shed 
skin, feces, and urine (Table 22.2), biologists have non-
invasive ways to obtain genetic information (Waits and 
Paetkau 2005). Each individual animal has a unique molec-
ular fingerprint, so it is possible to use this genetic finger-
print in the same way a biologist might a tag or band in a 
traditional mark and recapture study. One advantage of  this 
genetic tag is that it remains with the individual throughout 
its lifetime and can even be used to associate the individual 
with its parents and offspring. 
 Collecting noninvasive samples, such as scat or feathers, 
often involves searches of  locations the organism is expected 
to use, such as trails, tree rubs, nests, roosts, or den sites 
(Pearce et al. 1997, Kohn et al. 1999, Piggott et al. 2006). 
Collection of  scat can be aided with the use of  specially 
trained dogs (see Chapter 5, This Volume; Long et al. 2007a, 
b), some of  which can distinguish between the feces of  tar-
get and nontarget species (Smith et al. 2005). Hair snares 
have been used to sample a variety of  mammals. Hair from 
bears has been sampled by placing barbed wire around an 
attractant (Triant et al. 2004, Kendall et al. 2008); a similar 
approach may work for white-tailed deer (Belant et al. 
2007). Hair from felids and other carnivores has been col-
lected from scented hair snares that elicit rubbing behavior 
(Weaver et al. 2005, Castro-Arellano et al. 2008; Box 22.4). 
Barbed snares or glue pads for small or medium-sized carni-
vores have been placed at den entrances (Scheppers et al. 
2007) or at the entrance of  baited enclosures (Belant 2003, 
Williams et al. 2009). Snares have even been propelled by a 

blowgun to collect hair samples from primates (Amendola-
Pimenta et al. 2009). 
 Often systematic or random sampling is needed for es-
timating population size or other demographic parameters. 
Dogs trained for scat detection can be used to sample tran-
sects (Smith et al. 2005, Long et al. 2007a, b). Hair snares 
can be placed along transects, on a sampling grid, or at ran-

Box 22.4. docUmenting the presence of 
lynx Using molecUlar techniqUes

When Canada lynx (Lynx canadensis) populations de-

clined in the contiguous United States, the federal 

government implemented a survey based partially on 

DNA approaches. The survey was designed to learn 

where lynx did or did not occur. Across the potential 

range of the species south of Canada, transects were 

established, and hair snares (see figure), designed to 

snag samples of hair, and attractant were used to 

collect samples (McDaniel et al. 2000). The tech-

nique of Foran et al. (1997) could not be used, be-

cause it required amplification of a long fragment of 

DNA (approx. 900 base pairs) that could not be am-

plified using degraded DNA from hair samples. In-

stead, a shorter fragment was used, and sequences 

of that fragment from hairs were amplified with poly-

merase chain reactions. Restriction enzymes were 

then used to create DNA fragments, and hairs of lynx 

were distinguished from other samples by banding 

patterns (Mills et al. 2000a).

Baiting a hair snare with catnip.
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dom points throughout a study area (Mowat and Paetkau 
2002, Castro-Arellano 2008, Williams et al. 2009).
 Another advantage of  some noninvasive sampling is 
that it does not require handling the organism. Thus, an in-
dividual can be sampled repeatedly without influencing the 
individual’s behavior, making it less prone to being sampled. 
Furthermore, when samples are collected without the aid 
of  attractants, little or no behavior alteration is expected 
from noninvasive sampling. Behavioral changes following 
capture and tagging with traditional approaches have the 
potential for influencing estimates of  demographic parame-
ters (see Chapter 11, This Volume).

Estimating Population Size and Survival
For mark and recapture methods based on DNA, molecu-
lar biologists need to use a genetic marker (or series of  
markers) that is variable enough so that no 2 individuals will 
have the same molecular tag. Microsatellites are currently 
the most commonly used marker for this application: each 
individual’s “molecular tag” is based on its genotype for a 
number of  highly polymorphic loci. Using DNA to identify 
individuals, scientists have been able to estimate population 
size for a number of  species, including humpback whales 
(Megaptera novaeangliae; Palsbøll et al. 1997), fishers (Martes 
pennanti) and American martens (M. Americana; Williams 
et al. 2009), eastern imperial eagles (Aquila heliaca; Rudnick 
et al. 2008), mountain lions (Puma concolor; Ernest et al. 2000), 
lesser horseshoe bats (Rhinolophus hipposideros; Puechmaille 
and Petit 2007), and brush-tailed rock-wallaby (Petrogale peni-
cillata; Piggott et al. 2006). Estimates of  survival rates, as well 
as population sizes, have been obtained for Arctic fox (Alo-
pex lagopus; Meijer et al. 2008) and grizzly bears (Ursus arctos 
horribilis; Boulanger et al. 2004). 
 Methods for estimating population size and survival using 
molecular tags have been reviewed by Lukacs and Burnham 
(2005a). Software has been designed specifically to analyze 
capture–recapture data based on genetic tags incorporating 
features like identification error (Lukacs and Burnham 
2005b, Knapp et al. 2009). Other approaches address the pos-
sibility of  sampling an individual multiple times in the sam-
ple collection period and allowing population estimates 
from only a single period of  sample collection (Miller et al. 
2005, Petit and Valiere 2006, Puechmaille and Petit 2007). 
Robinson et al. (2009) found that such models performed 
better than did multiple occasion capture–recapture estima-
tors. The ability to obtain a population estimate for a single 
intensive sampling occasion is advantageous when sampling 
remote study areas that would be difficult to visit multiple 
times.
 Molecular tags have excellent potential for estimating 
population size (and potentially survival rates) of  species 
that are difficult to trap; however, there are several limita-
tions. The first is the quantity and quality of  DNA that is ex-
tracted from hair, feathers, feces, and frozen urine. Typi-

cally, only small amounts of  DNA can be extracted from 
such samples, and the DNA is often degraded (Taberlet et al. 
1999; Table 22.2). With low quantity DNA, contamination 
becomes a serious issue, as does a phenomenon known as 
allelic dropout (Taberlet et al. 1999). Allelic dropout occurs 
when only 1 of  2 alleles of  template DNA is amplified by 
PCR. The consequences are that only 1 allele of  a hetero- 
zygous genotype is amplified, resulting in incorrect assign-
ment of  that individual as a homozygote instead of  a hetero-
zygote. Low quality DNA (severed into many short fragments) 
is undesirable, because it becomes difficult to amplify a  
microsatellite allele if  the template DNA of  a certain micro-
satellite is severed in that region. Genotyping errors and 
amplification failure of  DNA from collected scat are influ-
enced both by climate and age of  the feces (Piggott 2004, 
Murphy et al. 2007). Such genotyping errors can result in 
large overestimates of  population size (Waits and Leberg 
2000). These issues can be addressed by using strict extrac-
tion protocols to avoid contamination, adopting repeated 
PCR amplifications to identify cases of  allelic dropout, and 
using only short microsatellite loci to avoid problems with 
degraded DNA (Taberlet et al. 1999, Bonin et al. 2004). Al-
ternately, there are statistical approaches to identify geno-
typing errors (Miller et al. 2002, McKelvey and Schwartz 
2004); these approaches could prove useful in reducing costs 
associated with multiple PCR amplifications and when DNA 
is limited. Roon et al. (2005a) evaluated several approaches 
to identifying genotyping errors and noted that statistical 
approaches for filtering errors would provide inadequate 
resolution, unless genotyping error rates are very low. 
 The second issue deals with the assumption the method 
used can uniquely identify individuals. For this type of  
analysis, a sufficient number of  highly polymorphic micro-
satellite loci are needed, so that no 2 individuals will share 
the same molecular tag. If  too few loci are used to identify 
an individual, it is possible that multiple individuals will 
have the same molecular tag, resulting in underestimates of  
population size (Mills et al. 2000b, Waits and Leberg 2000). 
Of  course, limited amounts of  DNA and increased expense 
make it undesirable to analyze more loci than necessary to 
assign unique tags to individuals. There are several ap-
proaches for estimating the numbers of  loci that should be 
examined in studies using noninvasive DNA samples (Waits 
et al. 2001, Hoyle et al. 2005).
 Finally, noninvasive samples have the potential to include 
DNA from multiple individuals. This problem would be 
most common in cases where several individuals might use 
a common latrine or leave hair on the same hare snare. For 
example, Scheppers et al. (2007) found multiple genotypes 
of  badgers at hair snares located at den entrances and along 
trails; they advocate using DNA from single hairs to identify 
individuals. This source of  bias was examined by Roon et al. 
(2005b), who provide suggestions for addressing the issue of  
multiple genotypes in a sample. 
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Tracking Individual Movements
Because individuals can be identified with highly polymor-
phic markers and sampled through collections of  scat or 
hair, it is possible to obtain information concerning their 
movements (Kohn and Wayne 1997). Movement data are 
obtained by “recapturing” individuals as a result of  multi-
ple collections of  their DNA at different locations and times. 
This method has been applied to a number of  mammalian 
carnivores (Kohn et al. 1999, Ernest et al. 2000, Lucchini et al. 
2002). Walker et al. (2008) used DNA from scats to study in-
dividual movements and social interactions of  the southern 
hairy-nosed wombat (Lasiorhinus latifrons). Smith et al. (2006a) 
present estimates of  movements and home range sizes of  
kit foxes (Vulpes macrotis), based on DNA from scat, and dis-
cuss issues associated with using scat as a DNA source for 
tracking individual movements. Information obtained is of-
ten limited by sampling protocols: if  sampling is confined 
to roads or paths, an incomplete picture of  an individual’s 
use of  space will be obtained. Use of  specially trained dogs 
to find scat provides one approach for detecting scat in areas 
off  roads and paths (Smith et al. 2001a). Using DNA from 
skin samples, Palsbøll et al. (1997) studied long distance mi-
gration of  individual humpback whales.
 At times, it is not necessary to identify “recaptured” indi-
viduals to obtain information on movements. If  breeding 
populations differ in genetic composition, it is possible to 
identify the origin of  dispersing or migrating individuals. 
Genetic stock identification allows estimates of  the pro-
portion of  a sample of  individuals that originated from dif-
ferent source populations (Smouse et al. 1990, Xu et al. 1994, 
Pearce et al. 2000). Assignment tests estimate the probabil-
ity that a specific individual was a member of  the different 
source populations in the sample (Cornuet et al. 1999; Ma-
nel et al. 2002, 2005). Variations on these approaches have 
been used to gain insight into migratory patterns of  noctule 
bats (Nyctalus noctula; Petit and Mayer 2000); Wink (2006) 
reviews the use of  DNA markers to study bird migration. 
Stock identification has proven useful in assigning samples 
of  loggerhead turtles (Caretta caretta) collected in foraging 
areas to their nesting beaches (Bass and Witzell 2000), and 
in identifying which populations are most affected by inci-
dental captures associated with commercial fisheries (Lau-
rent et al. 1998). Using shed feathers, Rudnick et al. (2008) 
were able to quantify the degree of  natal dispersal and 
movement in a population of  eagles. Gardner-Santana et al. 
(2009) used assignment tests to examine movements of  wild 
Norway rats (Rattus norvegicus) among sites and were able 
to identify individuals that had dispersed. This approach 
also has been used to document low amounts of  individual 
dispersal by black bears among habitat fragments (Dixon  
et al. 2007). In another example, Blanchong et al. (2002) 
were able to ascertain whether individual white-tailed deer 
were likely to have been harvested from a specific manage-

ment unit. These approaches require the genetic composi-
tion of  possible source populations to be well characterized 
by a large number of  genetic markers and individuals; sam-
pling requirements decrease as genetic differences among 
populations increase. Although stock identification and as-
signment tests can be powerful, levels of  genetic differentia-
tion in many species, such as northern pintails (Anas acuta; 
Cronin et al. 1996) and double-crested cormorants (Phalacro-
corax auritus; Green et al. 2006), are sufficiently small to make 
identification of  breeding populations impractical.
 Another approach useful for identifying dispersing indi-
viduals is parentage analysis, a special case of  assignment 
testing (Manel et al. 2005). By determining parent offspring 
relationships through intensive genetic sampling, it is possi-
ble to determine which individuals have dispersed from na-
tal sites (Nutt 2008). Waser et al. (2006) show how estimation 
of  parentage can improve on estimates of  natal dispersal 
rates and distances, even in organisms that can be readily 
captured and tagged. 

Species Identification and Detection
Although accurate individual identification can sometimes 
be challenging with some noninvasive samples, species iden-
tification is less problematic (see Foran et al. [1997] for an 
early example). Wildlife biologists often find signs of  wild-
life, such as feces, tufts of  hair, feathers, blood, and even fro-
zen urine, and need to know what species (or individual of  
a known species) left that sign. This information is particu-
larly important for programs monitoring status of  regulated 
or protected species. DNA extracted from these materials 
can provide such identification. If  a species has uniquely 
identifiable populations, this technique also may be ap-
plied to identify which population is the source of  a sample. 
 Species identification can be used to sample for the pres-
ence of  a rare species, such as in the National Canada Lynx 
Survey (Box 22.4). Other examples of  surveys of  the occur-
rence of  a species at a sample site using noninvasive DNA 
include Dalen et al. (2004), Bidlack et al. (2007), and Ruell 
and Crooks (2007). A range wide survey of  DNA from rab-
bit droppings was used to determine the current distribu-
tion of  New England cottontails (Sylvilagus transitionalis), a 
species that has been declining for several decades (Litvaitis 
et al. 2006). 
 Other applications of  species identification include inves-
tigations related to the illegal harvest of  wildlife (Baker 
2008). Cassidy and Gonzales (2005) discuss the need for care-
ful standards when processing samples that might be used 
in criminal cases. Wasser et al. (2008) discuss the use of  as-
signment tests to help trace poached ivory back to its popu-
lation of  origin.
 DNA-based species identification can assist in a variety 
of  other wildlife investigations. Smith et al. (2006b) gained 
information on habitat use by kit foxes based on the distri-
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bution of  their scat. Analysis of  salvia from bite wounds to 
sheep was used to determine the predator was a dog rather 
than a wolf  (Sundqvist et al. 2008). Onorato et al. (2006) 
showed that analysis of  scat and hair from the vicinity of  
ungulate carcasses sites greatly enhanced the ability to de-
termine which predators had visited the site or were in-
volved in the depredation. DNA analysis of  tissue remnants 
has been valuable in identifying which species are involved 
in bird collisions with aircraft (Dove et al. 2008).

Dietary Analysis
Molecular probes can be used to examine food habits in the 
absence of  recognizable remnants of  plant and animal parts, 
such as hair or seeds (Symondson 2002, Waits and Paetkau 
2005, Tollit et al. 2009). Possible sources of  dietary informa-
tion useful for such analyses include stomach contents, 
mammalian scat, and bird regurgitant. For example, Scrib-
ner and Bowman (1998) used microsatellite analysis to dis-
tinguish among several species of  juvenile waterfowl in 
stomachs of  glaucous gulls (Larus hyperboreous). Analysis of  
scat was used to verify predation by dingos (Canis familiaris 
dingo) on an endangered wombat (Lasiorhinus krefftii; Banks 
et al. 2003). In such analyses, care must be used to select ge-
netic markers with an appropriate level of  resolution. If  
markers only work on a small number of  species, some prey 
will not be identified. However, using approaches that can 
identify a wide range of  species also might detect nondi-
etary items. For example, while attempting to identify large 
felids from scat, Farrell et al. (2000) detected dipterian DNA 
that could be the result of  flies visiting the feces. Although 
biases from DNA degradation may result, causing some 
food types to be over- or underrepresented in molecular 
analyses of  scats, such errors may not be greater than those 
observed in conventional diet studies (Deagle and Tollit 
2007). Clare et al. (2009) give an interesting example of  how 
molecular analyses of  bat feces can provide new insights 
into foraging ecology of  species that are difficult to study 
using traditional analyses of  food habits.
 Another significant advantage of  DNA-based analysis of 
scat is the ability to trace multiple samples back to single in-
dividuals. This makes it possible to determine whether indi-
vidual predators of  the same species differ in their food 
habits. For example, Fedriani and Kohn (2001) found that 
groups of  coyotes, and even coyotes within groups, differed 
in their diets. In a similar study, Prugh et al. (2008) found 
that spatial and temporal variations in prey availability could 
explain some of  the diet variation among individual coyotes. 

Gender Identification
Wildlife biologists studying animals in the field typically 
need to know the gender of  individuals to examine differ-
ences between males and females. For example, studies of  
population dynamics often compare survival rates between 

males and females. In sexually dimorphic wildlife species, it 
is straightforward to differentiate males from females. How-
ever, for some species, it is difficult to accurately assign gen-
der to an individual without invasive procedures. The same 
problem arises with gender identification from wildlife signs, 
such as feces, urine, feathers, or hair. Molecular genetic 
techniques can be used on a variety of  different species to 
assign gender to individuals using only a small sample (e.g., 
blood, feathers, feces, urine, or hair). Forensic scientists can 
use DNA-based identification approaches when gender of  
a tissue sample or blood strain might indicate a violation of  
wildlife harvest regulations (Gilson et al. 1998, Wilson and 
White 1998, An et al. 2007).

Mammals
Gender can be identified from DNA samples for many 
groups of  mammals, including wombats, rabbits, ungulates, 
carnivores, seals, primates, and whales (Aasem and Medrano 
1990, Griffiths and Tiwari 1993, Reed et al. 1997, Taberlet  
et al. 1997, Sloane et al. 2000, Wallner et al. 2001, Ensminger 
and Hoffman 2002, Huber et al. 2002). There are 2 main 
strategies for detecting gender in mammals using molecular 
techniques. The first approach is to use PCR to amplify a re-
gion specific to the Y chromosome, such as the SRY locus, 
to identify males. If  the marker is not detected, the sample 
is assumed to be from a female. However, because degraded 
DNA or inhibitory compounds found in some samples can 
prevent detection of  a locus (Kohn and Wayne 1997), it is 
necessary to have controls with other markers to verify 
there is nothing about the sample that would prevent cor-
rect gender identification (Taberlet et al. 1997, Wilson and 
White 1998). A second approach is to amplify homologous 
fragments of  the X and Y chromosomes, such as the ame-
logenin gene (Sullivan et al. 1993, Brinkman and Hundert-
mark 2009) or zinc finger proteins (Shaw et al. 2003). This 
approach produces 2 different sized bands, thereby alleviat-
ing the need for additional amplification controls. Generally, 
genetic methods of  gender identification have proven to be 
quite reliable for mammals. However, an approach that 
works for one set of  species might not work for others (Ens-
minger and Hoffman 2002). Thus, the reliability of  any pro-
tocol should be verified with samples for which the gender 
is known. Care also must be taken when using DNA mark-
ers from scat to identify the gender of  carnivores. Ernest et 
al. (2000) found that scat from 3 of  4 female mountain lions 
contained male genotypes. They hypothesized the male geno-
type might be the result of  DNA from male prey, since the 
SRY marker is not species-specific. This issue can be circum-
vented in felids by using primers designed for the zinc-finger 
and amelogenin regions, where deletions in Y-chromosome 
regions are absent in a wide range of  prey species, thus min-
imizing potential contamination from prey DNA (Pilgrim  
et al. 2005).
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Birds
Gender of  birds is typically difficult to assign, as the major-
ity of  the world’s bird species have males that look identical 
to females (Griffiths et al. 1998). To address this issue, Grif- 
fiths et al. (1998) designed primers around homologous re-
gions in the chromo-helicase-DNA-binding (CHD) gene on 
sex chromosomes W and Z in birds. This technique takes 
advantage of  the fact that chromosomes W and Z evolve at 
different rates. Homologous regions on sex chromosomes 
typically are different sizes due to mutations involving inser-
tions and deletions of  DNA nucleotides. Their method si-
multaneously amplifies homologous regions on the W and 
Z chromosomes followed by a restriction digest that allows 
for differentiation of  males (ZZ – 1 band) and females (ZW 
– 2 bands) in many species of  birds, with the possible excep-
tion of  Struthioniformes. Ellegren (1996) developed PCR 
primers for collared flycatchers (Ficedula albicollis) in the CHD 
gene that resulted in gender identification of  closely related 
species without the restriction digest step. Kahn et al. (1998) 
designed a different set of  primers in a more conserved re-
gion of  the CHD gene that works in most avian species. 
Bello and Sanchez (1999) further modified this technique to 
allow for gender identification in ostriches (Struthio camelus). 
This technique has been used to identify gender of  many 
species, including mountain plover (Charadrius montanus) us-
ing feathers (Dinsmore et al. 2002) and kakapo (Strigops hab-
roptilus) from feces (Robertson et al. 1999).

SUMMARY

Molecular genetic techniques represent a relatively new and 
powerful set of  tools that can address both research and 
management issues in wildlife science. These approaches 
have shown their utility in wildlife management by helping 
identify species and appropriate units for conservation. 
Knowledge gained about the factors affecting distribution 
and loss of  genetic variants has led to refinements in popu-
lation management, such as maintaining effective popula-
tion sizes and connectivity between reserves. More recently, 
the introduction of  PCR has allowed noninvasive collection 
of  genetic material from a variety of  sources, such as hair, 
feathers, and feces. Together with the ability to examine 
highly polymorphic loci and gender-specific markers, nonin-
vasive sampling has allowed genetic assays to contribute to 
ecological studies of  sex ratios, food habits, population size, 
and mating systems. In this chapter, we provided general 
theory of  population genetics and have identified those 
techniques and applications currently used in wildlife stud-
ies. This body of  literature is expanding rapidly, and readers 
are referred to more detailed accounts of  population ge-
netic theory, techniques, and applications. With rapid devel-
opment of  DNA-based technologies, it is likely that cur-
rently unforeseen applications of  genetic approaches will 
soon be available to assist wildlife scientists addressing a wide 
variety of  problems.
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abundance
absolute, 285
relative, 285
of resources, 411, 419
true, 285, 286

abundance estimation, 284–310
categories of survey methods in, 290–91, 

291f
with census (total counts), 290, 292–93
with counts on sample plots

detection probability in, 290–91, 299–304
estimating area for, 296–97
in fixed area, 293–96
plotless methods for, 297–99

definitions of terms in, 285–86
dogs used in, 143, 144t
indices in, 290, 291–92
marked–resight methods of, 306–9, 493–94
molecular techniques for, 543
radiotelemetry in, 492–95
remote cameras in, 315–16
removal methods of, 302, 304–6
software programs in, 309, 310b, 499
in species richness estimation, 60
survey design in, 286–90

A-C, 80–81
acarines, description of, 338
accessibility sampling, 288
accuracy

definition of, 285
and precision, in abundance estimation, 

285–86, 286f
in sampling, 24–25, 24f

acepromazine, 122
acorns, sampling techniques for, 401–2
ACTH, 516, 521–22
active infrared (AIR) remote cameras, 313, 

315t
activity patterns, remote cameras in studies 

of, 316
activity sensors, 275
acupuncture, for respiratory distress, 133, 

133f
acute, definition of, 204
adaptation, to captivity, 541
adaptive cluster sampling, 27f, 28–29
adaptive management, 39–40

and Bayesian data analyses, 3
definition of, 39–40
field experiments in, 14
modeling in, 15, 23
monitoring in, 40

adaptive resource management, 40
adhesives. See glue
ad libitum sampling, 473, 473t
adrenaline, 521
adrenocorticotropic hormone (ACTH), 516, 

521–22
aerial photography

census with, 292
in vegetation sampling, 404, 405–6

aerial remote sensing, vs. radar, 319
aflatoxins, 170
AFLPs, 527–28, 527t
after hatch year (AHY), determination of, 211
after second year (ASY), determination of, 211

AFWA, on capture of mammals, 81, 87–88, 
89, 90

age
birth rates dependent on, 364–68
in chemical immobilization, 129
death rates dependent on, 364–68
in disease investigations, 192
at harvest, in statistical population 

reconstruction, 495
identification of (See age determination)

age class, in fertility estimation, 357
age determination, 207–29

for birds, 207, 209–13
for mammals, 207, 218–29
morphological characteristics in, 208
physical characteristics in, 207–8
for trees, 399

age distribution
definition of, 366
in population growth models, 366–67
stable, 366–67, 369–70
survival rate estimation from, 369–71

age interval, in fertility estimation, 357
age-specific life tables, 368
age structure, and genetic diversity, 538–39
aggregated distribution, of vegetation, 386
agriculture. See also pesticides

radar applications in, 333, 333f
AHAS, 332
AHY, 211
AIC, 376
airborne lidar, 452–53
airborne radar, 327
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air cannons, 72
aircraft

in airport surveillance radar, 326
GPS tracking of, 443
ultralight, migratory behavior taught with, 

464, 465f
wildlife collisions with, 332

air drying, of invertebrate specimens, 346
airport surveillance radar (ASR), 326
air pressure, sensory perception of, 470
AIR remote cameras, 313
air samples, in contaminant investigations, 

178–79
Akaike’s Information Criterion (AIC), 376
AKC, 141
alarm call recordings, in bird capture, 67
albatross, Laysan, transmitters on, 273f
albatross, short-tailed, transmitters on, 273f
algae

harmful blooms of, 169–70
natural toxins produced by, 169–70

alkaloids, in botanical insecticides, 166–67
Allee effect, 350b, 479t
allelic dropout, 543
allelic richness, 538
alligator(s)

capture methods for, 111
handling methods for, 113
invasive marking of, 247t, 249t, 251

alligator, American
capture methods for, 111
invasive marking of, 249t, 252t, 254t
noninvasive marking of, 234t, 241t

allomones, 469
allozymes, 527, 527t
alpha-adrenergic antagonists, 124
alphachloralose (A-C), 80–81
alpha-2 adrenergic agonists, 122, 124
altricial young, 209
American Kennel Club (AKC), 141
American National Standards Institute 

(ANSI), on metadata, 458–59
amniotes, 503
amphibians. See also specific species and types

age and sex determination for, 229
capture methods for, 104–7

cover boards in, 106–7
by hand, 104–5
nets in, 65t, 105
reference sources on, 65
traps in, 86, 105–6

chemical immobilization of, 136–37
clutch size of, 507
contaminant impacts on, 167
handling methods for, 112
marking of

invasive, 244, 251, 255
natural, 232t
noninvasive, 239–40, 240t, 241t

parental care by, 512
reproduction of, 503, 503f, 507, 512

transmitters on, 266
worldwide decline in, 502

amplification failure, 543
amplified fragment length polymorphisms 

(AFLPs), 527–28, 527t
amputation, marking with, 255
anaconda, handling methods for, 112
anal glands, 469
analysis of variance (ANOVA), 50–51
anatoxin-a, 169
androgen, 514, 514f, 517t, 519
anesthetics

inhalation, 123–24, 123f, 137
true, 122

angle gauges, 392
angle-order method, 389
animal behavior. See behavior
animal-borne video and environmental data 

collection systems (AVEDs), 276
Animal Medicinal Drug Use Clarification Act 

of 1994, 119
animal tissues

in contamination investigations, 174–78
in disease investigations, 192–95, 197, 198b, 

199t
DNA extraction from, 529–30
marking by removal of, 252–55, 253–54t

animal welfare
in marking of wildlife, 230, 231
in radiotelemetry studies, 263
in trapping of mammals, 88, 89–90, 91t, 92t

Animal Welfare Act, 64
anole

invasive marking of, 252t
natural markings of, 232t

anole, green, reproduction of, 504, 516, 517t
anomalous propagation, 328, 329f
ANOVA, 50–51
ANSI, on metadata, 458–59
ant(s)

description of, 337
insecticides for, in capture of mammals,  

86
antagonists, in chemical immobilization,  

122, 122t, 123, 124, 135, 136
antbird, reproduction of, 519
anteater, giant, scat of, detection by dogs, 149
antelope

handling methods for, 112
noninvasive marking of, 243t

antennas
considerations in configuration of, 269b
efficiency of, 270
of implant transmitters, 266
radar, 322–23, 322f, 324–25
in VHF systems, 270–72, 271f, 272f, 280–81
whip, 270–71

anthrax, 185
anthropomorphism, and sensory perception, 

466
antibiotics, in chemical immobilization, 134

antibodies
definition of, 204
in disease investigations, 195
in immunocontraception, 521

anticholinesterase (anti-ChE) insecticides, 
155, 165–66, 173t

anticoagulant rodenticides, 155–56, 168, 173t
antifertility agents, 521
antifreeze, 160
antigens, definition of, 204
antiserum, 524
antler size, analysis of data on, 48–49, 49t, 

52–53, 52f
antral (Graafian) follicles, 508, 508f
anurans. See also frog(s); toad(s)

invasive marking of, 246, 252, 252t, 255
noninvasive marking of, 237t

aphanitoxins, 169–70
aphids, description of, 337
apparent survival, 358, 361
applied research, 6
aquatic drift fences, 105, 106
aquatic ecosystems, invertebrates in 

monitoring of, 338
aquatic funnel traps, 106
aquatic nets, 338, 338f, 339f
aquatic sampling, of invertebrates, 338–39
arboreal mammals, capture methods for, 84, 

85f, 86, 86f
Argos system, 274, 275
armadillo, giant, scat of, detection by dogs, 

149
armadillo, nine-banded, capture methods for, 

83t, 90
arm bands, 236–38
array systems, sound, 476
arsenic

in herbicides, 167
mortality and morbidity from, 157–58, 160

arthropods, 336–48
classification of, 336–38
groups of interest, 337–38

artificial insemination, 505, 518, 519
artificial resuscitation, 133, 133f
A-scope display, 331b, 331f
aspen, density of, 389
aspiration pneumonia, 134
ASR, 326
assassin bugs, description of, 337
assays

hormone, 524
radioimmunoassays, 518, 524

assignment methods, 535, 544
associated patterns of reproduction, 514, 516
association, laws of, 1
Association of Fish and Wildlife Agencies 

(AFWA), on capture of mammals, 81, 
87–88, 89, 90

assumptions, in theories, 11b
ASY, 211
atipamezole, 124
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atmospheric pressure, sensory perception  
of, 470

atresia, 508–9
attractants

in capture of mammals, 93–96
in capture of reptiles, 109
in collection of invertebrates, 342–43

audio lures, in capture of birds, 80, 80t. See 
also bird call recordings

Australian crow trap, 79
autocorrelation, 483, 487
automobiles. See vehicle(s)
AVEDs, 276
Avian Hazard Advisory System (AHAS), 332
avian influenza, H5N1 strain of, 181
avicides, 168–69
avitrol, 168–69
avocet, American, capture methods for, 77t
azaperone, 122

baboon, yellow, radiocollars on, 265f
BACI design, 15
Bacillus anthracis, 185
backpacks

in marking of wildlife, 238–39, 239f, 239t
in radiotelemetry, 265

bacteria, natural toxins produced by, 169
bacteriology, 193, 194, 204
badger, American

age and sex determination for, 222t
capture methods for, 96
chemical immobilization of, 139t
remote cameras in studies of, 315

badger, European
behavior of, 471, 477
invasive marking of, 246t, 249t, 254t
noninvasive marking of, 240t

baits
in capture of mammals, 94
in remote camera studies, 316

bal chatri traps, 70, 70f, 109
BAM, 123
band(s), marking of wildlife with, 235–38, 

236f, 237t, 238f
band recovery, in survival rate estimation, 

362–64
bandwidth, in kernel density estimation, 486, 

487t
bandwidth matrices, 486
bar graphs, 45, 45f
barometric pressure, sensory perception of, 

470
basal area factors, 392
basal cover, sampling techniques for, 390–93
base stations, GPS, 442–43, 445b
basic research, 6
basket traps, 78
basking traps, 110, 110f
bat(s)

age and sex determination for, 207, 208f, 
224t

capture methods for, 82, 82f
carcasses of, dogs in location of, 145t, 147, 

148f, 152
guano of, detection by dogs, 149–50
handling methods for, 112
invasive marking of, 248, 249t, 250t, 252t, 

254t, 255
molecular techniques in studies of, 545
noninvasive marking of, 234t, 236–38, 237t, 

240, 240t, 241, 242t, 243t
rabies management in, 201
radar in studies of (See radar)
sensory perception in, 467, 468
transmitters on, 265, 266

bat, African free-tailed, capture methods  
for, 82

bat, big brown, invasive marking of, 247t
bat, fringed myotis, age and sex determina-

tion for, 208f
bat, lesser horseshoe, population estimation 

for, 543
bat, little brown, reproduction of, 517t
bat, noctule, molecular techniques in 

tracking of, 544
bat, red, transmitters on, 267f
batteries

in remote cameras, 312
transmitter, 268, 274

Bayesian data analyses, 36–37, 55–56
in adaptive management, 3
advantages of, 36–37
definition of, 36
limitations of, 56
vs. other approaches, 34, 36f, 55
steps in, 37

Bayes’s rule (theorem), 37, 55–56
beam shapes, in radar, 322–23, 323f
bear(s)

capture methods for, 83, 84, 84f
chemical immobilization of, 130, 138
invasive marking of, 245t, 249t, 250t
scat of, detection by dogs, 148–49, 148f

bear, black
age and sex determination for, 221t, 228f
behavior of, 470, 471
capture methods for, 83, 84t, 89t, 90, 145t, 

150
chemical immobilization of, 138
gene flow in, 535
habitat models of, 434
handling methods for, 112
invasive marking of, 246t
molecular techniques in tracking of, 544
population estimation for, 493
remote cameras in studies of, 313
reproduction of, 520
scat of, detection by dogs, 148–49, 520
sensory perception in, 470

bear, brown
age and sex determination for, 221t, 228f
behavior of, 475

capture methods for, 84t
chemical immobilization of, 138
dogs in management of, 150
evolutionary significant units of, 533
reproduction of, 512
scat of, detection by dogs, 148–49

bear, grizzly
capture methods for, 83, 84t, 93, 94t
GPS collars on, 444
population estimation for, 493, 543
reproduction of, 520
scat of, detection by dogs, 149, 520

bear, polar
age and sex determination for, 221t, 229
chemical immobilization of, 138
integration of GIS and GPS data on, 430f
noninvasive marking of, 234t, 242t

beat sheets, 344, 344f
beaver(s)

capture methods for, 95
chemical immobilization of, 139, 139t

beaver, American
age and sex determination for, 223t
capture methods for, 65t, 82, 84t, 89, 89t, 

91t, 96, 96f, 97f
invasive marking of, 250t, 252t, 254t
noninvasive marking of, 240t
reproduction of, 507, 509, 512
transmitters on, 266

beaver, mountain
capture methods for, 84t
invasive marking of, 245t

bedbugs
collection methods for, 343
description of, 337

bees, description of, 337
beetles

collection methods for, 341, 344
description of, 337

before–after/control–impact (BACI) design, 
15

behavior, animal, 462–79
in age and sex determination, 208, 208f
anthropomorphism of, 466
applications in wildlife management for, 

462–66
defining, 472–73
dogs in studies of, 150
future of study of, 478–79, 479t
history of study of, 462
human behavior and, 477–78, 477f
hypotheses on, development of, 471–72
importance of understanding, 462
marking of wildlife and, 234, 472
measurement methods for, 473, 474–75, 

475f
and movement patterns, 488–89
new technologies in, 475–77
observations of, 472, 473
in resource selection, 492
sampling methods for, 473–74, 473t
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behavior, animal (continued)
sensory perception in, 466–71
in taxonomy, 530
transmitters’ effects on, 263

bells, marking of wildlife with, 241–42t, 242, 
242f

benzenes, chlorinated, 164–65
benzodiazepine tranquilizers, 122
Berlese funnels, 344
Bernoulli effect, 142
berries, sampling techniques for, 403
Best Management Practices (BMP), in 

trapping of mammals, 87–88, 90, 
96–104

Betalights, 241
bias

in capture of mammals, 87
definition of, 31, 285
in model development, 47
in radiotelemetry studies, 259, 260–61, 

263–64
in sampling, 24–25, 24f, 30
ways of avoiding, 31, 38

binoculars, in capture of birds, 65
binomial distribution, 387
bioaccumulation

definition of, 154
of metals, 158–60
of organic chemicals, 160–62
of pesticides, 166

Biobserve, 475
biodiversity

in forest planning, 434
GIS in studies of, 434, 435–36, 437–38, 438f

biogeographic scale, 411, 412
Biological Data Profile, 458
biological echoes, 329–30
biological indicators, invertebrates as, 338
biological populations, 6–9

criteria for identification of, 7
definition of, 6
vs. political populations, 7

biological species concept, 530
biomagnification

definition of, 154
of metals, 158–60
of organic chemicals, 160–62
of pesticides, 166

biomass
definition of, 394
sampling techniques for, 394–96

biopsies, needle, of testes, 515–16
biotransformation, of metals, 158, 159
birch, paper, density of, 389
bird(s). See also specific species and types

abundance estimation for
with census, 292, 293
with counts on sample plots, 294–95, 

296–97, 302–3
age and sex determination for, 209–13

DNA in, 546
laparotomy in, 507

physical characteristics in, 207, 208f
plumage characteristics in, 209–13, 210t, 

211f, 212f
captive, in capture of other birds, 67–71, 

69t, 70f, 76, 80
capture of, 65–81

nets in, 65–73, 65t, 71t, 72t, 73t, 76, 76t
night lighting in, 65–66, 66f, 66t
oral drugs in, 80–81
reference sources on, 64
traps in, 73–80

carcasses of, dogs in location of, 147, 148f
chemical immobilization of, 137
contaminant impacts on

from avicides, 168–69
from inorganic chemicals, 163
from metals, 158, 159
from natural toxins, 169
from organic chemicals, 161
from pesticides, 165–66
types of, 157

density of, dogs in estimation of, 143–46
dogs in studies of, 143–46, 144–45t, 147, 

148f
fertility estimation for, 357
genetic diversity of, 535
handling of, 111
hormone measurements for, 523
marking of

invasive, 244–55
natural, 231–32, 232t
noninvasive, 234–44
permits for, 231
remote, 233, 233t

migratory (See migratory birds)
radar in studies of (See radar)
reproduction of

clutch size in, 507
contraception for, 520, 521
hormones in, 518, 519
modes of, 503
nest success in, 512
ovulation in, 507
testis weight in, 514

sea (See seabirds)
sensory perception in, 467–71
transmitters on

effects of, 263
ways of attaching, 265–66, 266f
weight of, 268

water (See shorebirds; waterfowl)
bird call recordings, in capture techniques, 

67, 69–70, 76, 80, 80t
bird eggs. See egg(s), bird
bird flu, H5N1 strain of, 181
bird odors

in capture of reptiles, 109
detection by dogs, 141
sources of, 141

bird radar, 327
bird strikes, on aircraft, 332
birth, in reproductive cycle, 512

birth-flow fertility, 352
birth-pulse fertility, 351
birth rates

age-dependent, 364–68
individual consideration of components of, 

372–74
methods for estimation of, 356–58
in population growth estimates, 371–72

bison
age and sex determination for, 220t
biological populations of, 7
brucellosis in, 202
chemical immobilization of, 137t
population growth models for

birth and death rates in, 356–57, 356f, 
357f

continuous-time, 352–53, 353f, 353t
discrete-time, 354–55, 355t

bitterbrush, frequency of, 386
Bitterlich variable radius method, 392–93
blackbird(s)

avicides for, 168
invasive marking of, 249t
noninvasive marking of, 237t, 241t, 243t
radar in management of, 333

blackbird, red-winged
capture methods for, 69t
hierarchy of spatial population units of, 

6–7, 9f
remote marking of, 233t

blackbird, yellow-headed, capture methods 
for, 78

black lights, 343
bleach, marking of wildlife with, 242–44, 243t
bloat, emergency medicine for animals with, 

133–34
blocking, in experimental design, 17
blood-brain barrier, pesticides and, 165
blood sampling

DNA in, 529, 530t
handling techniques in, 111
for hormones, 522, 523
procedures for, 111, 523

blow pipes, in chemical immobilization, 124, 
125

bluebird, capture methods for, 77t
blue-green algae, 169
B lymphocytes, definition of, 204
BMP, in trapping of mammals, 87–88, 90, 

96–104
boar, wild, thermal infrared cameras in 

studies of, 317
boats

in capture of birds, 65, 66f, 67
in capture of mammals, 92–93
detection of scat by dogs on, 149

bobbins, 239
bobcat

age and sex determination for, 228
capture methods for, 84t, 89, 91t, 92t, 96–97
chemical immobilization of, 138
invasive marking of, 246t
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natural markings of, 232f, 232t
remote cameras in studies of, 313
scat of, detection by dogs, 149

bobwhite, northern
age and sex determination for, 209, 210t, 

215t
capture methods for, 66t, 69t, 79t, 81
dogs in studies of, 144t, 145, 148
habitat burning and, 17, 18, 19
handling methods for, 111
invasive marking of, 247t

body mass
in age and sex determination, 207, 208
in chemical immobilization, 129
in radar, 321, 321f

body size
in age and sex determination, 207, 208
of mammals, variation in, 218

body tags, 251
body temperature, sensors for, 275–76
boleadoras, 81
bone(s)

in age and sex determination of mammals, 
218, 224f, 229

DNA extraction from, 530, 530t
bootstrap estimator, 61
botanical insecticides, 166–67
botulinum toxin, 169
botulism

dogs in carcass searches related to, 147
investigation of outbreaks, 192
production of toxin causing, 169

boundary effects, in abundance estimation, 
297

bouts, in behavioral measurement, 475
bovids

invasive marking of, 252t
noninvasive marking of, 243t

bovine brucellosis, 202–3
bovine spongiform encephalopathy (BSE), 

185
bovine tuberculosis, transmission of, 315, 471
Bowden’s estimator, 493–94
bow nets, 73, 74f
box traps

capture of birds with, 79–80, 79t
capture of mammals with, 83–84t, 83–87, 

88
capture of reptiles with, 111

brain
blood-brain barrier and, 165
in regulation of hormones, 516

branding of wildlife, 251–52, 252t
brant

age and sex determination for, 213t
noninvasive marking of, 234t

breeding seasons. See also reproduction
in fertility estimation, 357
in population growth models, 351, 354
testis weight in, 514

breeding status, dogs in studies of, 146
breeding systems, and gene flow, 534–35

brodifacoum, 168
brood parasitism, intra-specific, 465
brood patches, 518
Brownian bridges, 488
browsing

in habitat selection studies, 417
methods for measurement of, 419–20

brucellosis, in elk, 202–3
brush-turkey, Australian, reproduction of, 

508
BSE, 185
buccal swabs, 530, 530t
budworm, western spruce, sources of 

mortality, 16
buffalo, American, brucellosis in, 202
bullfrog

hormones of, 517t, 519, 523
noninvasive marking of, 237t, 241t
reproduction of, 517t, 519

bunting, painted, capture methods for, 67
burning, prescribed

data collection on effects of, 43
in management of deer and elk populations, 

39
bursa of Fabricius, 213
bushbuck, African, natural markings of, 232t
bustard, houbara, capture methods for, 73, 

75t
bustard, little, handling methods for, 111
butorphanol, 123
butt-end bands, 238, 238f
butterflies, description of, 337
buzzard, common, capture methods for, 81

CA, 510b, 511
cabinets, insect, 347–48
cadmium, 159
cafeteria experiments, 411
cage traps

capture of birds with, 79–80, 79t
capture of mammals with, 83–84t, 83–87, 

88, 96–104
calipers, in vegetation sampling, 398, 398f
calls. See bird call recordings; sound 

production
cameras. See also photograph(s); remote 

cameras; video cameras
in behavioral studies, 476–77

Canada, wildlife disease experts in, 189,  
190b

candling techniques, 209
canids

capture methods for, 94t
chemical immobilization of, 138
contaminant impacts on, 170

canine distemper, 184
cannon nets

capture of birds with, 72, 72f, 72t
capture of mammals with, 72t, 83

canopy cover
lidar data on, 454, 454f
sampling techniques for, 390–93

canvasback
capture methods for, 69t, 87t
reproduction of, 518

capercaillie, dogs in studies of, 144t, 146, 150
captive breeding, 505, 540, 541
capture

government regulation of, 64
in habitat selection studies, 416
handling after, 111–13
marking after, 233–34
marking without, 233, 233t
methods of, 64–111 (See also specific 

techniques)
for amphibians, 65, 86, 104–7
for birds, 64, 65–81
efficiency of, 64
for invertebrates, 338–45
for mammals, 64–65, 81–104
reference sources on, 64–65, 81
for reptiles, 107–11

in radiotelemetry studies, 260–61
reasons for, 64, 118

capture grids, in population estimation, 493, 
494–95

capture–mark–recapture
in abundance estimation, 306
in birth rate estimation, 357–58
in dispersal studies, 356
molecular techniques in, 542–44
in survival analysis, 56, 57
in survival rate estimation, 360–62

capture myopathy (CM), 111, 112, 134
CAPTURE program, 303, 309, 310b
capture–recapture, in abundance estimation, 

306
capybara, capture methods for, 93
car. See vehicle(s)
caracal, reproduction of, 505
caracara, crested, capture methods for, 69t, 

73, 75t
carbamate insecticides, 165–66
carbon dioxide, in collection of invertebrates, 

343
carcasses

in contaminant investigations, 171–72
collection of tissues from, 176–78
scavenging of, 157, 164
searches for, 157, 171

in disease investigations, 189–92, 195–97
dogs in searches for, 145t, 147–48, 148f, 152

cardinal, northern, noninvasive marking of, 
243t

cardiopulmonary resuscitation (CPR), 135
card mounting, of invertebrate specimens, 

347
carfentanil, 118, 123, 136
caribou

age and sex determination for, 219t, 227t
capture methods for, 73t
chemical immobilization of, 137t
GPS collars on, 444
invasive marking of, 250t, 256f
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carnivores
chemical immobilization of, 132, 133f, 138
emergency medicine for, 133f
invasive marking of, 255
rabies management in, 201–2, 203

carrying capacity, in population growth 
models, 353

cartography. See maps and mapping
cast-nets, capture of birds with, 65–66
cat, domestic, reproduction of, 505, 507
cat, feral

capture methods for, 94, 98
remote cameras in studies of, 316

cat, fishing, reproduction of, 505
cataleptic state, 122
catchability. See detection probability
catch-effort models, 359–60
catch-per-unit-effort, 305, 305f
categorical data, 54
cattle. See cow
causality, challenge of identifying, 1
cavity-nesting birds

capture methods for, 77, 77t
vegetation sampling in habitat of, 407

C-band, 321
CDC, on transportation of diagnostic 

specimens, 198
cell-mediated immunity, 184, 204
celluloid rings, 238
cementum annuli, in age and sex determina-

tion of mammals, 228–29, 228f
censoring, in survival analysis, 58
census, definition of, 285, 413
census methods

in abundance estimation, 290, 292–93
definition of, 285, 290
limitations of, 290
in resource use studies, 413

census population size, 538–39
Centers for Disease Control (CDC), on 

transportation of diagnostic 
specimens, 198

Central Limit Theorem, 285
cervids

remote cameras in studies of, 315
sensory perception in, 469

cetaceans, marking of
invasive, 250t, 251
natural, 232t
noninvasive, 234t, 242t

chain of custody
in contaminant investigations, 174
in disease investigations, 198

change-in-ratio method, 305–6, 360
Chao 1 method, 60
Chao 2 method, 60
CHAP, 432
Chardoneret traps, modified, 76, 76f
cheetah, natural markings of, 232t
chemical branding, 251, 252, 252t
chemical communication, 469
chemical contaminants. See contaminants

chemical drying, of invertebrate specimens, 
346

chemical immobilization, 118–39
animal emergencies during, 132–34
calculation of drug doses in, 119, 120b, 

136–39
characteristics of ideal drug for, 119
classes of drugs in, 120–24, 122t
definition of, 118
drug combinations in, 119–20
equipment for, 124–28, 125b
formal training in, 118
guidelines by type of animal, 136–39
human emergencies during, 134–36
legal considerations with, 118–19
preparation and procedures for, 128–32
record keeping in, 120, 121b
sites for drug injections, 130, 130f
in urban areas, 131–32

chemical lights, marking of wildlife with, 
240–41

chemical markers of wildlife, 244–46, 245t
chemical residue analysis, 179
chemistry, clinical

definition of, 204
in disease investigations, 195

Chernobyl nuclear accident, 534
chickadee, black-capped, survival rate 

estimation for, 369
chipmunk, eastern, capture methods for, 83t
chipmunk, Townsend’s, capture methods for, 

83t, 84
chipmunk, yellow pine, age and sex 

determination for, 229
chi-squared analyses, 50

of resource selection, 420–22, 422t
chlorinated hydrocarbon (organochlorine) 

insecticides, 164–65
chlorophyll, 405
chromium, 159–60
chronic, definition of, 204
chronic wasting disease (CWD)

mechanisms of, 185
scientific attention to, 181, 182
transmission of, 315

chukar, age and sex determination for, 209, 
209f, 215t

cicadas, description of, 337
circular plots, in vegetation sampling, 387–88
CIs, 24, 36, 49, 285
CJD, 185
CL. See corpora lutea
classical statistics. See frequentist approach
classification analysis, 63
clearinghouses

metadata, 460
software, 501

clinical signs
of contaminant exposure, 172, 173t
definition of, 204
of disease, 192

clip-and-weigh method, 394

clipping techniques, for biomass, 394
cloacal structures, in age and sex determina-

tion, 211, 213f
closed populations

definition of, 285, 357–58
estimation of birth rates for, 357–58

closest individual method, 389
clothing, protective, in contaminant 

investigations, 170
clouds, in Landsat imagery, 449
Clover traps, 83
cluster-based methods of home range 

estimation, 483t, 485
cluster sampling, 27f, 28, 29
cluster size, 28
clutch size

definition of, 507
measurement of, 507–8

clutter, in radar, 322, 323f, 325, 325f, 328–32
CM, 111, 112, 134
Coast Guard, U.S., GPS use by, 443–44
codominant markers, 527
coexistence of species, models of, 374
cohort(s)

definition of, 365
in estimation of survival rates, 368–69

cohort life tables, 368
coleopterans, description of, 337
collars, neck

marking with, 234–35, 234t, 235f, 236f
radiocollars, 265, 265f, 444

color
in collection of invertebrates, 339, 341, 342
of light, in light traps, 339
in marking of wildlife, 233–34

colored bands, 236, 238, 238b, 238f
colored tape, 241
external application of, 242–44, 243t

color vision, 468
Combined Habitat Assessment Protocols 

(CHAP), 432
communication

need for studies on, 479t
through sensory perception, 467–70

communities
comparison of species richness among, 60
diversity of (See species diversity)
GIS in conservation of, 435–38, 438f

community analysis, 59
community structure, lidar in studies of, 455
comparative analyses, 50–51
competition, interspecific, models of, 374
competition coefficients, 374
compositional analysis, of resource selection, 

421, 421t
compound 1080, 168, 169
computer software. See software programs
concepts, in theories, 11b
conceptual models, in scientific method, 4
condor, California

captive breeding of, 505
contaminant impacts on, 159, 161
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confidence intervals (CIs), 24, 36, 49, 285
conical beams, 323, 323f
conservation

of genetic diversity, 533–41
of wildlife communities

gaps in, 435
GIS in, 435–38, 438f

contact reception, 469–70
contaminants, 154–79. See also specific types

classes of, 155, 157–70
clinical signs of exposure to, 172, 173t
definition of, 154
genetic mutations caused by, 534
history of, 155
identification of, 155, 171
impacts of, 154–55, 157
investigations of, 170–79

diagnostics in, 170–74
vs. disease investigations, 170–72, 195
field procedures in, 174–79
laboratories recommended for, 174b
record keeping in, 174, 176, 180f

prevalence of, 155
properties of, 154
references sources on, 156b
and reproduction, 518
treatment for exposure to, 172

Content Standard for Digital Geospatial 
Metadata (CSDGM), 458–59

contingency tables, 50, 50t
continuous data, definition of, 44
continuous-time models

definition of, 351
of density-dependent population growth, 

352–54
differential equations in, 23

continuous variables, 20
contraception, wildlife, 520–21
controlled substances

definition of, 119
in tranquilizer trap devices, 90

Controlled Substances Act, 119
controls, definition of, 19
convenience sampling, 288
convulsions, during chemical immobilization, 

134
coot, American

age and sex determination for, 218t
capture methods for, 76t, 77t, 80
contaminant impacts on, 169
invasive marking of, 249t
noninvasive marking of, 239t

core areas, definition of, 482
Cormack–Jolly–Seber estimator, 358, 360
cormorant, capture methods for, 65t, 81
cormorant, double-crested

capture methods for, 65, 66t, 75t
molecular techniques in studies of, 544

corpora albicantia (CA), 510b, 511
corpora lutea (CL)

hormones and, 518
in mammals, 508, 508f, 509–11, 511f

as measure of reproductive rate, 503, 507
corpus hemorrhagicum, 509
corral traps, 87, 87t
corrected-point-distance method, 389–90
correlation, measurement of, 51
corridors, habitat, GIS in studies of, 435, 437
corridor suitability GIS database, 435
corticosteroids, 516, 521, 522
corticotropin releasing factor (CRF), 521–22
cottonwood, plains, sampling of, 407
cougar, age and sex determination for, 228
courtship, 504–5, 516, 518
covariance, 51, 291
cover, plant

definition of, 390
in resource selection studies, 418
sampling techniques for, 390–93, 404

cover boards
in capture of amphibians, 106–7
in capture of reptiles, 107
in vegetation sampling, 396–97, 396f, 397f

cover change, land, Landsat detection of, 447
cover classes, 391, 391b
cover poles, 397
cow, domestic, reproduction of, 509, 509f
cowbird, brown-headed

capture methods for, 69t, 72t
radar in management of, 333f
sensory perception in, 468

Cox proportional hazard model, 57–58, 
496–97

coyote
age and sex determination for, 220t
behavior of, 473
capture methods for, 73t, 84t, 89, 89t, 90, 

91t, 92t, 94–95, 97–98
chemical immobilization of, 138
contaminant impacts on, 163, 168
dispersal patterns of, 356
dogs as lure for, 147
habitat of, 414
home range of, 488
hybridization of, 532
invasive marking of, 245t, 246t, 250t, 254t
molecular techniques in studies of, 545
noninvasive marking of, 234t
population density and fertility in, 354, 354t
population estimation for, 493
rabies management in, 201–2
radiocollars on, 265f
reproduction of, 507, 511
scat of, detection by dogs, 148

CPR, 135
crabs, noninvasive marking of, 241
crane(s)

capture methods for, 65t
invasive marking of, 249t
noninvasive marking of, 234t, 237t

crane, Mississippi sandhill, contaminant 
impacts on, 159

crane, sandhill
age and sex determination for, 217t

capture methods for, 65, 66t, 76t, 81
contaminant impacts on, 170
as foster parents for whooping cranes, 

463–64
crane, whooping

age and sex determination for, 217t
behavior of, 463–64, 464b, 464f, 465f
capture methods for, 65, 66t, 81
contaminant impacts on, 159
genetic diversity of, 541
population growth models for

survival rates in, 358–59
with unimpeded growth, 351–52, 351f, 

351t
credibility, of hypotheses, 32
Creutzfeldt–Jakob disease (CJD), 185
CRF, 521–22
crickets, description of, 337
critical point drying, of invertebrate 

specimens, 346
crocodile, American, capture methods for, 

111
crocodilians, handling methods for, 113
crossed design, 18
crossover experiments, 17–18
crow, American, capture methods for, 71, 72, 

72t, 73, 79, 80
CSDGM, 458–59
culpeo, capture methods for, 94
culvert traps, 84, 84f
curatorial methods, for invertebrates, 345–48
curiosity scents, in capture of mammals, 94
curlew, long-billed, transmitters on, 273f
CWD. See chronic wasting disease
Cyalume, 240
cyanide, 163, 345
cyclodienes, 164–65
cyclohexanes, 122, 122t, 136, 137
cytochrome P-450s, 166
cytopathic effects of viruses, 194, 204

daily mortality rate for nests, 359b
damage management, dogs in, 150–51
dart(s), in chemical immobilization, 126–27, 

127f
accidental exposure of humans to, 134–36
preparation of, 129

dart guns
in capture of mammals, 83
in chemical immobilization, 124, 125–27, 

126f
preparation of, 129
range finders for, 127, 127f

dart pistols, in chemical immobilization, 124, 
126

dart rifles, in chemical immobilization, 124, 
125–26, 126f

data
classifications of, 43–44, 50
confronting theories with, 31–37

data analysis, 41–63
Bayesian (See Bayesian data analyses)



  index

data analysis (continued)
bias in, 31
of communities, 59
comparative, 50–51
descriptive statistics in, 48–50
exploratory, as step in research process, 4, 

9–10
frequentist approach to, 34, 55
generalized linear models in, 53–55
graphical, 44–47
linear regression in, 51–52
mixed effects models in, 58–59
model development in, 47–48
multiple regression in, 52–53
sampling design in, role of, 42
software programs for, 62, 62t
of species richness, 59–61
of survival, 56–58

database management systems (DBMSs),  
44

data collection, 42–44
data entry and proofing after, 32, 43
dogs used in, 140, 143–50
identification of data needs in, 42
methods for, 32, 42–43
preliminary, as step in research process,  

4, 9
quality control in, 32
time spent on, 32
timing and frequency of, 43, 261

data continuity, in Landsat program, 446–47
data distribution, modes of, 49
data documentation, in spatial technologies, 

458–60
data loggers, 408, 408f
data management, 43–44

categories of data in, 43–44
database management systems in, 44
flat files in, 44
in radiotelemetry studies, 262
with remote cameras, 312–13

data presentation, options for, 44–48
data sharing, in radiotelemetry studies, 262
data sheets

in contaminant investigations, 176, 180f
design of, 42–43
use of, 32, 42–43
in vegetation sampling, 385

data storage, in remote cameras, 312
datum, geodetic, 445b
DBH, 390, 398, 398f
DBMSs, 44
DDT, 164–65
DEA, U.S., controlled substances under, 119
death (mortality) rates. See also mortality

age-dependent, 364–71
in estimation of population growth, 371–72
individual consideration of components of, 

372–74
methods for estimation of, 356–57, 368–71
survival rates as complement of, 358

deciduous placentae, 512

decision-making, structured, in adaptive 
management, 40

decoys
in capture of birds, 67, 69–71, 69t, 73, 80
and vulnerability to harvest, 39

decoy traps, capture of birds with, 80
deduction, 3f, 42
deer

abundance estimation of, 29, 29f, 305, 
306–7

capture methods for, 82–83, 87t, 92–93, 93f
census of, 292
marking of

invasive, 249t, 250t
noninvasive, 239t, 242, 242t, 243t, 244
remote, 233t

ovarian analysis of, 510b, 511
prescribed fires in management of, 39
reproduction of, 510b, 511, 522
weight in fawn survival of, 54, 55f

deer, black-tailed, age and sex determination 
for, 219t

deer, fallow, capture methods for, 72t
deer, Florida Key

behavior of, 463
remote cameras in studies of, 313

deer, Himalayan musk, capture methods for, 
76t, 83

deer, Key, capture methods for, 82
deer, mule

abundance estimation of, 304
age and sex determination for, 208f, 218, 

219t, 227f, 227t
behavior of, 467, 469, 471–72
capture methods for, 66t, 71t, 73t, 76t, 82, 

83, 84t, 89t, 93, 93t, 94t
chemical immobilization of, 137t
dogs in studies of, 150
noninvasive marking of, 240t
population estimation for, 493, 494
power analysis of production in, 33, 33t
reproduction of, 511–12
sensory perception in, 467, 469
thermal infrared cameras in studies of, 317
vegetation sampling in habitat of, 406–7

deer, Pere David’s, invasive marking of, 249t
deer, red

age and sex determination for, 228
behavior of, 462–63
genetic diversity of, 540
integrated research on, 16
ultrasonography of, 509

deer, Sitka, gene flow in, 535
deer, white-tailed

age and sex determination for, 218, 219t, 
224f, 225, 227f, 227t

antler size of, 48–49, 49t, 52–53, 52f
capture methods for, 71t, 72t, 73t, 76t, 

82–83, 84t, 89t, 93, 93t, 94, 96
chemical immobilization of, 137t
contaminant impacts on, 168, 170
dogs in management of, 150

dogs in studies of, 150
fertility estimation for, 357
genetic diversity of, 537, 540
habitat selection by, 412
handling methods for, 112
laparoscopy of ovaries of, 509
lidar in studies of, 456
marking of

invasive, 245t, 248f, 250b, 251f, 252t
natural, 232t
noninvasive, 235, 235f, 242f
permanence of, 233
remote, 233t

molecular techniques in studies of, 542, 544
political vs. biological populations of, 7
population estimation for, 493
population growth models for

age distribution in, 367, 367t, 369–70, 
369t, 370t, 371

attention given to, 349
birth and death rates in, 365, 365t, 

369–70, 369t, 370t, 372
growth rate calculation in, 372

radiocollars on, 265f
remote cameras in studies of, 316
reproduction of

contraception for, 520, 521
hormones in, 517t, 518, 519
lactation in, 513
testis weight in, 514
uterine analysis of, 509, 511–12

sensory perception in, 468, 468f
stress in, 522

definitions, in theories, 11b
definitive hosts, 184–85, 204
definitive plumage, 211
DEM, 454, 456
demes

criteria for identification of, 6–7, 7f, 8b
definition of, 8b

density. See also population density
definition of, 387
of vegetation, 387–90

density boards, 396, 396f
density-dependent population growth, 352–56

continuous-time model of, 352–54
dangers of detecting, 355–56, 355t
definition of, 350
discrete-time model of, 354–55
mechanisms of, 354b

density-independent population growth, 
definition of, 350

density indices, 291–92
dentition

in age and sex determination of mammals, 
218, 225, 227f, 227t, 228–29, 228f

DNA in, 530, 530t
dependence, in experimental design, 17
dependent double-observer sampling, 

300–301
dependent observations, 31
depilatory pastes, 253
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descriptive natural history studies, 12
descriptive research, 1–3
descriptive statistics, 48–50
destructive sampling, 529
detectability. See detection probability
detection function, 303, 303f
detection probability

in abundance estimation, 290–91, 299–304
definition of, 285

deterministic models, definition of, 351
deterrents, nonlethal, dogs as, 150–51
detoxification enzyme systems

glutathione, 158
of mammals, 154

DGPS, 442–44
dho gaza nets, 69–70, 70f
diagnosis, definition of, 204
diameter at breast height (DBH), 390, 398, 

398f
diazepam, 90
dichlorodiphenylethanes, 164–65
diclofenac, 164
diestrus, 505f, 506b
diet. See also food

design of studies on, 14, 15
molecular techniques in analysis of, 545
paired observations of, 31
remote cameras in studies of, 316
of vertebrates, invertebrates in, 338, 344–45

differential equations, 23
differential Global Positioning System 

(DGPS), 442–44
digital elevation model (DEM), 454, 456
digital imaging systems, in vegetation 

sampling, 404
dilution of precision (DOP), 442
dimension analyses

for biomass, 394–96
for plant use, 400

dimorphic species, age and sex determination 
for, 207

dingo, molecular techniques in studies of, 545
dioxins, 162
diploid genotypes, 528
dip nets

capture of amphibians with, 105
capture of birds with, 65, 65t, 66f
capture of mammals with, 65t, 82

dipterans, description of, 337
direct observation, of animal behavior, 472, 

473
direct selection, 539
discrete-choice modeling, of resource 

selection, 421, 421t
discrete data, definition of, 44
discrete-return infrared (IR) lidar, 452–53, 

452f
discrete-time models

definition of, 351
of density-dependent population growth, 

354–55
disease(s), 181–204. See also specific diseases

vs. contaminant exposure, identification 
of, 171, 172

definition of, 183, 204
glossary of, 204–6
history of research on, 181–82
impact on populations, 181–82
invertebrates as vectors of, 338
investigations of, 189–98

vs. contaminant investigations, 170–72, 
195

field observations in, 189–92, 191b
field procedures in, 195–99, 196b, 197t, 

198b, 199t
laboratory procedures in, 192–95, 193t
safety considerations with, 170, 171, 196

management of, 200–203
case studies on, 200–203
habitat in, 186, 201, 203
objectives of, 200

processes of, 183–86
public concern about, 181, 182
reference sources on, 186–87, 187t, 188t, 

193t, 197t
resistance to, 184
sources for experts on, 187–89, 190b
taxonomies of, 183, 185
transmission of, 184–85, 315

dispersal
definition of, 356
detection and measurement of, 356
gene flow in, 534–35
GIS in studies of, 437
models of, 356
need for studies on, 479t
radiotelemetry in studies of, 259, 356, 490
sex-specific, 534–35

dissociated patterns of reproduction, 514, 
514f, 516

DISTANCE program, 145, 303, 309, 310b
distance sampling

assumptions of, 304
dogs in, 143–46
methods of, 30, 296–97
modern, 296, 303–4, 303f

distance vision, 468
distemper, canine, 184
disturbances

caused by humans, 477–78
in landscape, Landsat imagery of, 447–49, 

448f, 451f, 452f
diversity. See genetic diversity; species 

diversity
DNA. See also genetic(s); molecular ecology

contamination of, 543
degraded, 543
extraction techniques for, 529
mitochondrial, 526, 527t, 531, 535
nuclear, 526
sampling of, 529–30, 530t, 542–44, 542b
in scat, 148, 529, 542
sequencing of, 527, 529, 531

DOBSERV program, 301

documentation. See also record keeping
of samples, in contaminant investigations, 

174
dog, bush, scat of, detection by dogs, 149
dog, domestic, 140–53

in behavior studies, 150
benefits of using, 140
in capture of birds, 67, 144–45t, 150
in capture of mammals, 90, 93, 144–45t, 150
collection of specimens and carcasses by, 

147–48, 152
factors affecting performance of, 141–43, 

149–50
GPS tracking of, 143
ground coverage abilities of, 140, 142
history of, 141
locating wildlife with, 143–47, 144–45t
in marking of wildlife, 150
natural markings on, 232t
prey drive of, 143
vs. remote cameras, 313
reporting research results with, 152
reproduction of, 507
scat detection by, 148–50, 152, 520, 544
scenting abilities of, 140–50
training and handling of, 151–52
types and breeds of, 141, 142t
in wildlife damage management, 150–51

dolphin, bottlenose, ultrasonography of, 509
dolphin(s), invasive marking of, 245t, 252t
domain, of theory, 11b
dominant markers, 527
domoic acid, 192
DOP, 442
Doppler radar, 324t, 325–26, 326f, 334–35
dorsal fin tags, 251
DOT, on transport of diagnostic specimens, 

198
dot plots, 45, 46f
dotterel, Eurasian, dogs in studies of, 144t
double-blind approach, 31
double halo nest traps, 71
double observer sampling, 300–301
double sampling, 29, 299–300, 394
Douglas-fir, sampling of, 407
dove(s)

capture methods for, 65t
noninvasive marking of, 237t, 238b
reproduction of, 518

dove, mourning
age and sex determination for, 209, 210t, 

217t
capture methods for, 77t, 79t
handling methods for, 111
noninvasive marking of, 238b, 243t
reproduction of, 504, 518
survival rates for, 496f
transmitters on, 267f

dove, rock, capture methods for, 73, 80, 81
dove, white-winged

abundance estimation of, 304
age and sex determination for, 217t
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dove, white-winged (continued)
capture methods for, 77t, 78
noninvasive marking of, 244f

dragonflies, transmitters on, 267f
drawers, insect, 347–48, 347f
DRC-1339, 168, 169
drift fences

capture of amphibians with, 105–6, 105f
capture of birds with, 76–77, 76t, 77f
capture of mammals with, 76–77, 76t, 

82–83, 85
capture of reptiles with, 107–9

drive-by netting, 76
drive counts, 292
drive net traps

capture of birds with, 76–77, 76t
capture of mammals with, 76t, 82–83

drop box sampling, of amphibians, 105
drop-door traps, 76
drop nets

capture of birds with, 71–72, 71f, 71t
capture of mammals with, 71t, 82

drug(s). See also chemical immobilization
accidental exposure of humans to, 134–36
in capture of birds, 80–81
in capture of mammals, 81, 90
as contaminants, mortality and morbidity 

from, 163–64
as controlled substances, 90, 119
expiration date of, 120
extra label or off label use of, 119
FDA approved uses for, 118–19

Drug Enforcement Agency (DEA), U.S., 
controlled substances under, 119

dry mass, in vegetation sampling, 394, 403
dry preservation, of invertebrate specimens, 

347–48, 347f
D-shaped nets, 338, 338f, 339f
duck(s)

age and sex determination for, 211
capture methods for, 77, 78, 80
chemical immobilization of, 137
contaminant impacts on, 163
dogs in carcass searches for, 147
handling methods for, 111
invasive marking of, 251
nest success of, 358
noninvasive marking of, 234t, 237t, 243t
transmitters on, 266
vegetation sampling in habitat of, 407

duck, American black, population dynamics 
of, 10

duck, blue, dogs in studies of, 146
duck, canvasback, survival rates for, 360
duck, harlequin, capture methods for, 76, 76t
duck, mallard

behavior of, 469, 471
brood movements in, 33–34
capture methods for, 69t, 78, 80
contaminant impacts on, 163
decoys in vulnerability to harvest, 39
invasive marking of, 252t, 254t

nest success of, 374
noninvasive marking of, 238f
population growth models for

attention given to, 349
growth rate calculation in, 372
productivity in, 373–74
survival rates in, 359–60, 360t, 363, 363t, 

364t, 371
reproduction of, 507, 508
sensory perception in, 469

duck, northern pintail
capture methods for, 69t
dogs in studies of, 144t, 146
molecular techniques in studies of, 544
reproduction of, 514

duck, redhead, capture methods for, 78
duck, wood

behavior in nest boxes of, 464–65, 465f
capture methods for, 76t, 77t
contaminant impacts on, 162
invasive marking of, 249t
remote marking of, 233t
survival rate estimation for, 362–63, 362t, 

363t
vegetation sampling of habitat of, 382

dugong, capture methods for, 93
duration, in behavioral measurement, 474
D-vacs, 340, 340f
dyes, marking of wildlife with, 233, 242–44, 

243t, 244f
dynamic analyses, of animal interactions, 489
dynamic life tables, 368
dynamics, population. See population 

dynamics

EAARL, 453
eagle(s)

chemical immobilization of, 137
contaminant impacts on, 164
molecular techniques in tracking of, 544
noninvasive marking of, 238, 243t

eagle, African fish, capture methods for, 71
eagle, bald

behavior of, 474f, 477
capture methods for, 72t, 73, 74f, 75, 75t
contaminant impacts on, 159, 163, 166
noninvasive marking of, 239t

eagle, eastern imperial, population estimation 
for, 543

eagle, golden
capture methods for, 72–73, 73t, 74f, 75
contaminant impacts on, 159

eagle, Philippine, capture methods for, 70
eagle, Spanish imperial, genetic diversity of, 

535
eagle, steppe, capture methods for, 81
ear(s), anatomy of, 467
ear notching, 255
ear punching, 255
ear tags, 248, 250b, 250f, 251f
Earth Systems Research Institute (ESRI), 439, 

440

echoes, radar, 320–22, 328–30
echolocation, 467
ecological neighborhoods, 409
ecology

landscape, 456–57
molecular, 542–46

EcoRI (enzyme), 527
ecosystem(s)

invertebrates’ role in, 336, 338
invertebrates used in monitoring of, 338

ectoparasites, obligate, description of, 338
edge effects, 383
edge habitat

in habitat selection studies, 419
nest predation at, 19, 20–21, 38
in vegetation sampling, 383

effective herbage height, 398
effective population size, 538–39
effect sizes, 19, 36, 288–89
egg(s), bird

age and sex determination for, 209
clutch size of, 507
hormones in laying of, 518
invasive marking of, 245t
noninvasive marking of, 241, 243t, 244

egg(s), turtle, noninvasive marking of, 244
egg dumping, 465
egg flotation techniques, 209
eggshell membranes, DNA extraction from, 

530, 530t
egret, cattle

noninvasive marking of, 243t
remote marking of, 233t

egret(s), capture methods for, 77t
EIA, 524
eider, common, capture methods for, 65, 66t
eider, spectacled, gene flow in, 535
eider(s), capture methods for, 65t
electrical power lines, wildlife collisions 

with, 332–33
electroejaculation, 515
electromagnetic radio signals, 264
electronic collars, for dogs, 151–52
electronic data collection, 32, 43, 408, 408f
electrophoresis, protein, 527, 530
electroshocking, in capture of amphibians, 

107
elephant(s)

collection of blood samples from, 523
reproduction of, 509, 512, 521
sensory perception in, 467, 470

elephant, African
noninvasive marking of, 234t, 237t, 243t
reproduction of, 518–19
thermal infrared cameras in studies of, 317
vegetation sampling and, 405

elephant, Asian, reproduction of, 518–19
elevation mask, 445b
elk

age and sex determination for, 219t, 227t
brucellosis in, 202–3
capture methods for, 84t, 87t, 93t
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genetic diversity of, 539
habitat of

in forest planning, 434
vegetation sampling in, 407

home range estimation for, 484f, 485f
invasive marking of, 250t
necrotic stomatitis in, 200–201, 203
population density of, 24–25, 25f
population estimation for, 494
prescribed fires in management of, 39
remote marking of, 233t
reproduction of

corpora lutea in, 509
hormones in, 517t, 519, 520
stress and, 522
uterine analysis of, 511–12

sensory perception in, 467, 470f
sites for drug injections on, 130f
steps in research on, 4–5b
survivorship curves for, 366f

elk, Rocky Mountain, necrotic stomatitis in, 
200

elk, Roosevelt, necrotic stomatitis in, 200
embryonic development, 507–12

in birds, 209
in mammals, 218

embryos, uterine analysis of, 511–12
embryo transfer, 505, 518
emergence traps, 340, 341f
emergency medicine

for animals, 132–34, 133f
for humans, 134–36

emerging infectious diseases
definition of, 204
with origins in wildlife, 181

emigration
in population growth models, 356
in survival estimation, 495

empiricism, 41–42
enclosure experiments, resource preference 

in, 411
endangered species

captive breeding of, 505
conservation of genetic diversity of, 533
dogs in studies of, 146–47
lead poisoning in, 159
permits for marking of, 231
population viability analysis of, 15
taxonomic status of, 530, 531

Endangered Species Act of 1973
hybridization under, 531, 532
models used for decisions under, 15
species definition in, 530, 531

endemic diseases, definition of, 204
endocrine system, 516–24. See also 

hormone(s)
regulation of, 516
in reproduction, 516–20
in stress, 502, 516, 521–23

endoparasites, definition of, 204
endorphin, 522
English springer spaniels, 141

enticement lures, in capture of birds, 80
envelope traps, 70
environment

in disease investigations, 189
in host–parasite interactions, 184–86, 184f

environmental contaminants. See contaminants
environmental mutagens, 534
Environmental Protection Agency, U.S.

on PCBs, 161
on pesticide incidents, 155

environmental sensors, 276
enzyme-immunoassay (EIA), 524
epidemic diseases, definition of, 204
epidemiology, 183–86, 204
epididymides, 514
epiphyseal cartilage, in age and sex determi-

nation of mammals, 218, 224f
epistemology, 41
epithelial cells, in estrous cycle, 505, 505f, 

506b
equilibrium, population, 534
error matrix, in remote sensing, 457, 458t
ESRI, 439, 440
estradiol, 505, 516, 517t, 518, 519
estrogen, in reproduction, 504–7, 516, 517t, 518
estrous cycle, 505–7, 505f, 506b, 518, 518f
estrus, 504–7, 505f, 506b
ESU, 532–33, 533b
ethanol, as killing agent for invertebrates, 

345–46
ethograms, 473, 474f, 477
ethology. See behavior
ethyl acetate, as killing agent for invertebrates, 

346
ethyl alcohol, preservation of invertebrate 

specimens in, 346–47
ethylene glycol, mortality and morbidity 

from, 160–61
ethyl mercaptan, 469
etiologies, definition of, 204
etorphine, 123, 136
Eulerian data, 259
Europe

dogs used in wildlife management in, 140
pesticide incidents in, 156–57

euthanasia
methods of, 132
sodium pentobarbital in, accidental 

mortality from, 163–64
events, behaviors as, 474
evolutionary significant units (ESU), 532–33, 

533b
experiment(s)

cafeteria, 411
comparison of types of, 13–14, 14t
crossover, 17–18
enclosure, 411
field, 12–13, 14
laboratory, 12, 13–14
manipulative, 2, 3f, 12
with models, 23
natural, 12, 14

Experimental Advance Airborne Research 
Lidar (EAARL), 453

experimental designs, 16–21
bias in, 31
challenges of, 1
checklist for, 19–21
common problems in, 38–39
controls in, 19
philosophical foundation of, 5–6
replication in, 18–19
sampling procedures in, 12–13
types of, 16–18

experimental research, 1–3
vs. descriptive research, 1–3
modeling as alternative to, 2–3, 21

experimental units
definition of, 287
examples of, 287
identification of, 20–21, 25–26
lack of independence in, 39

expiration date, of drugs, 120
explosive charges

in darts, 126
drop nets deployed with, 71, 82

exponential growth model, 352
extraneous factors, 20
eye(s)

in age and sex determination of mammals, 
218–25

anatomy of, 468
during chemical immobilization, 130–31

eye-lens weight, in age and sex determination 
of mammals, 218–25

FAA, 443
facts, in theories, 11b
falcon, peregrine, contaminant impacts on, 

159
falcon, prairie, capture methods for, 75t
falcon(s), noninvasive marking of, 239t
falsification, of hypotheses, 34, 35
fatty acid scent (FAS), 94
FCC, 268
FDA, 80, 118–19
feathers. See also plumage

clipping of, 253, 254t
DNA extraction from, 529–30, 530t, 542
imping of, 253, 253f, 254t
types of, 212f

fecal samples. See scat
fecundity, definition of, 357
Federal Aviation Agency (FAA), 443
Federal Communications Commission (FCC), 

268
Federal Geographic Data Committee (FGDC), 

458, 459, 459b, 460
feet. See foot
felids

age and sex determination for, 222t
chemical immobilization of, 138

females
gene flow in, 535
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females (continued)
reproduction by

contraception for, 520–21
hormones in, 516–19
stages of, 504–13

fences, drift. See drift fences
ferret, black-footed

captive breeding of, 505
chemical immobilization of, 123f, 139t
invasive marking of, 247t
scat of, detection by dogs, 148

fertility. See also birth rates
age-dependent, 364–68
antifertility agents and, 521
birth-flow, 352
birth-pulse, 351
definition of, 357
estimation of, 357
pesticides’ impact on, 165
and population density, 354, 354t

fertility tables, 364–65
fertilization

in vitro, 505
modes of, 503, 503f
rates of, 510–11

fetal development. See embryonic development
fetuses

counts of, 511–12
uterine analysis of, 511–12

FGDC, 458, 459, 459b, 460
fiber optic cameras, 477
fidelity

as availability for sampling, in survival 
estimation, 358

site, methods for analysis of, 489–90
field experiments, 14

vs. field studies, 12–13, 15
preliminary, in vegetation sampling, 385
pros and cons of, 14, 14t
sampling procedures in, 12–13

field journals, of animal behavior, 472
field observations, in disease investigations, 

189–92, 191b
field procedures

in contaminant investigations, 174–79
in disease investigations, 195–99, 197t

field studies, 15
vs. field experiments, 12–13, 15
sampling procedures in, 12–13

“fight or flight” response, 521
filoplumes, 470
filters

moving target indicator, 329
radar, 329–30
respirator, 171

finch, house, capture methods for, 79t
finch, zebra, behavior of, 472
finch(es), noninvasive marking of, 237t
fingerling fish tags, 248, 251
fingerprinting

DNA, 528

minisatellite, 527
molecular, 542

finite population sampling, 24
finite rate of population increase, 351
fires

Landsat imagery of recovery after, 448, 
448f

prescribed, 39, 43
risk of, GIS in analysis of, 436–37

first-order selection, 418, 491
fish

chemical immobilization of, 136
contaminant impacts on, 166–67
fertility estimation for, 357

fish dip nets, 65, 65t
fisher

age and sex determination for, 222t
capture methods for, 84t, 91t, 92t, 98
chemical immobilization of, 139t
habitat models of, 432
handling methods for, 112
population estimation for, 543
population growth models for, 375
remote cameras in studies of, 313
reproduction of, 513
scat of, detection by dogs, 149

fisheye lenses, 393
fishing poles

in capture of amphibians, 107
in capture of reptiles, 108

fish snares, floating, capture of birds with, 75
fitness

and genetic diversity, 539, 540, 541
and habitat selection, 412
and hybridization, 531

fixed effects, 18, 58
fladry, 82
flat files, 44
fleas, description of, 338
flehmen, 469–70, 470f
flies, description of, 337
flight intercept traps, 341
flipper bands, 236
flipper tags, 251
flip traps, 73
floaters, in abundance estimation, 293
floating pitfall traps, 110
flocking birds, radar in studies of, 333, 333f
flowers, in collection of invertebrates, 343
fluid preservation, of invertebrate specimens, 

346–47
fluorescent pigments, marking of wildlife 

with, 242–44
flycatcher, Acadian, capture methods for, 67
flycatcher, alder, resource selection by, 

425–27, 426t, 427f
flycatcher, collared, sex determination for, 

546
flycatcher, pied, vegetation sampling and, 405
flying animals, radar in studies of. See radar
focal-animal sampling, 473–74, 473t

fogging, in collection of invertebrates, 344
follicles

antral (Graafian), 508, 508f
development of, 504, 504f, 508–9, 508f
postovulatory, 504f, 507
tertiary, 504
ultrasonography of, 509, 509f

follicle stimulating hormone (FSH), 516, 517t, 
519

fomites, definition of, 204
food abundance, definition of, 419
Food and Drug Administration (FDA), U.S.

on alphachloralose for capture of birds, 80
drugs approved by, for wild animals, 

118–19
food availability

definition of, 419
methods for measurement of, 419–20

food scents, in capture of mammals, 94
food selection

methods for measurement of, 419–20
resource units in, 415
study designs for, 414

foot-and-mouth disease, detection of, 317
foothold traps

capture of birds with, 80, 81
capture of mammals with, 87–90, 88f, 

96–104, 102f
foot nooses, capture of birds with, 73
foot snares, capture of mammals with, 88, 89f
foot tags, 251
foot washes, 177
Forager program, 475
foraging, need for studies on, 479t
forbs, measurement of availability of, 419
forearm length, in age and sex determination, 

207, 208f
forest(s)

Landsat imagery of change in, 447–50, 
448f, 449f, 450f

nest predation at edges of, 19, 20–21, 38
forest planning, habitat relationships in, 434, 

436–37b
founder events, 537, 539
founding population, 541
fourth-order selection, 418
fox(es)

age and sex determination for, 220–21t
capture methods for, 89
chemical immobilization of, 138
invasive marking of, 245t, 250t
noninvasive marking of, 234t
rabies management in, 201–2
scat of, detection by dogs, 149

fox, arctic
capture methods for, 89, 98
population estimation for, 543

fox, Argentine gray, capture methods for, 94
fox, gray

capture methods for, 84t, 89t, 91t, 98–99
reproduction of, 512
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fox, kit
capture methods for, 84t, 99
molecular techniques in studies of, 544–45

fox, red
capture methods for, 89t, 91t, 94, 95, 99
habitat selection by, 34
rabies in, 201
remote cameras in studies of, 316, 317
reproduction of, 510

fox, San Joaquin kit, scat of, detection by 
dogs, 149

fox, swift, capture methods for, 84t, 99
fractal index, 486–87
fragment analysis, 527–28, 528f
frames, in vegetation sampling, 386–88, 386f, 

387f, 391
frameworks, definition of, 11b
freeze branding, 251, 252, 252f, 252t
freezing, of invertebrate specimens, 346
frequency of occurrence

in behavioral measurement, 474
definition of, 285, 386
indices of, 291
in vegetation sampling, 386–87, 386f, 387f

frequency selection, for VHF radiotelemetry, 
268–70

frequentist approach, to data analysis, 34, 55
Friedman’s test, for analysis of resource 

selection, 420–21, 421t
frigatebird, invasive marking of, 254t
frog(s)

capture methods for, 105–6, 105f, 107, 111
handling methods for, 112
invasive marking of, 245t, 246, 247t, 249t, 

252t, 253t, 255
noninvasive marking of, 237t, 243t
reproduction of, 503, 504, 512, 516, 517t

frog, gray tree, capture methods for, 106
frog, Mexican leaf, reproduction of, 514, 516
frog, northern leopard, noninvasive marking 

of, 240t
frog, Pacific tree, capture methods for, 106
frog, tree, capture methods for, 105, 105f, 106
frog, wood, reproduction of, 507
frog box, 112
fruit(s)

of herbaceous vegetation, 403–4
sampling techniques for, 401–4, 407–8,  

420
of shrubs, 402–3
of trees, 401–2

FSH, 516, 517t, 519
full waveform infrared (IR) lidar, 453, 456
fumigants, 168, 169
fungi, natural toxins produced by, 169, 170
fungicides, 167–68
funnel traps

capture of amphibians with, 105–6
capture of invertebrates with, 344
capture of reptiles with, 107–9, 110–11

furans, 162

fur removal, marking with, 253, 254t
fyke nets, 109, 110

gadwall, capture methods for, 69t
gallinaceous birds, age and sex determination 

for, 209, 210t, 211–13, 214–15t, 216f
gallinule, purple, age and sex determination 

for, 217t
game birds

capture methods for, 80, 80t
noninvasive marking of, 234t, 235

Gap Analysis Program (GAP), 435, 457
Garmin Astro, 143
gastrointestinal ulcers, 521
gaur, ultrasonography of, 509
gazelle, Thomson’s

invasive marking of, 252f
sensory perception in, 468

geckos, capture methods for, 109
geese. See goose
gender determination. See sex determination
gene(s). See genetic(s)
gene flow

definition of, 534
in genetic diversity, 534–37
measurement of, 534–35, 535f
recent vs. historical, 534
in species definition, 530
through translocation programs, 536–37

gene products, 526–27
generality

in laboratory experiments, 13
in modeling, 350

generalizations, in theories, 10, 11b
generalized linear mixed-effects models 

(GLMM), 58–59
generalized linear models, 53–55, 421, 421t
generalized random tessellation stratified 

(GRTS), 29
general linear models (GLM), 19, 36, 36f
general theoretical models, 22
generation length, 539
genetic(s), 526–46

molecular, 526–30, 527t
in molecular ecology, 542–46
population, 435
sampling techniques in, 529–30, 542–44
in taxonomy, 530–33

genetic bottlenecks, 537–39
genetic differentiation, 537
genetic distances, 531
genetic diversity, 533–41

conservation of, 533–41
definition of, 534
drift and bottlenecks in, 537–39
gene flow in, 534–37
vs. genetic variation, 533–34
habitat fragmentation and, 535–36, 536b
human impact on, 539
hybridization and, 531
measurement of, 533, 534

mutation in, 534
and population viability, 541
selection in, 539–41
translocations and, 536–37

genetic drift, 537–39
definition of, 534, 537
detection of, 537–38
from human activities, 539

genetic mutations
in genetic diversity, 534
and protein formation, 527

genetic restoration, 536
genetic signatures, 539–40
genetic similarity, 534, 535f
genetic stock identification, 544
genetic tags, 542
genetic variation

vs. genetic diversity, 533–34
methods for analysis of, 526–29

genitalia, in age and sex determination of 
mammals, 218, 226f

genome(s)
mitochondrial, 526, 531
nuclear, 526

genotypes, 540
genotyping errors, 543
geographic closure, 493
Geographic Information System (GIS), 

432–40
in conservation efforts, 435–38, 438f
in disease investigations, 192
functions of, 430
in habitat studies, 412, 432–34, 432f, 433f
integration of GPS and, 430, 430f, 445–46
in international community, 439–40
and Internet, 438–40, 445–46
in measurement of landscape variables, 420
mobile, 445–46
in population modeling, 434–35
in risk assessment, 436–38
in sampling, 26
software programs for, 501
spatial relationships in, 433b
in vegetation sampling, 405–6, 432

Geography Network, 439
geospatial data, sources of, 438
Geospatial One Stop, 439
gill nets, 76
giraffe

natural markings of, 232t
ultrasonography of, 509

GIS. See Geographic Information System
gland scents, 94, 469
GLM, 19, 36, 36f
GLMM, 58–59
Global Biodiversity Information Facility, 440
global location sensing (GLS), 275, 279, 280f
Global Navigation Satellite System (GNSS), 

440–41
Global Positioning System (GPS), 440–46

accuracy of, 278, 441, 442–43
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Global Positioning System (continued)
applications for, 274, 444–45
in behavioral studies, 475
data management with, 262
data retrieval with, 274, 276, 443
differential, 442–44
in disease investigations, 192
and dogs, 143
ground stations in, 442b
integration of GIS and, 430, 430f, 445–46
location error with, 263, 264, 442–43
mechanism of location estimates by, 278, 

279f, 441, 441f, 442
navigation with, 444–45
vs. other telemetry systems, 269t, 274
in radiotelemetry studies, 274, 276, 278, 

444–45
receivers in, 440, 441–43, 444b
in sampling designs, 26
terminology of, 445b
in vegetation sampling, 404

Global Spatial Data Infrastructure (GSDI), 
440, 459

global tracking systems, 269t, 273–75
glow sticks, 106
GLS, 275, 279, 280f
glue

in dry preservation of invertebrate 
specimens, 347

transmitters attached with, 266, 267f
glue traps

capture of mammals with, 93
capture of reptiles with, 108, 110
in collection of invertebrates, 342

glutathione detoxifying enzyme system, 158
gnatcatcher, California, population viability 

analysis of, 379b
gnats, description of, 337
GnRH, 516
GNSS, 440–41
goat, mountain

age and sex determination for, 220t, 225f, 
227t

chemical immobilization of, 137t, 138
lidar in studies of, 456
population estimation for, 494
reproduction of, 519
sensory perception in, 470

goat, wild
handling methods for, 112
invasive marking of, 250t
noninvasive marking of, 234t

goat(s), sensory perception in, 469
goldeneye, Barrow’s, capture methods for,  

69t
goldfinch, American, noninvasive marking 

of, 237t
gold mining, 163
GonaCon, 521
gonadal steroids, 516
gonadosomatic index, 504
gonadotropin, 516, 517t, 521

gonadotropin releasing hormone (GnRH), 
516

goodness-of-fit tests, 376–78
Google Earth, 450
Google Scholar, 6
goose (geese)

age and sex determination for, 211, 213t
behavior of, 474
chemical immobilization of, 137
noninvasive marking of, 232, 234t, 237t, 

243t
goose, Aleutian Canada, dogs in capture of, 

145t, 150
goose, Canada

age and sex determination for, 209, 213t
capture methods for, 71, 71t, 76, 76t, 80
contraception for, 520, 521
design of studies on diet of, 14, 15
dispersal patterns of, 356
dogs in management of, 150
food selection by, 414

goose, dusky Canada, population of, 6
goose, emperor, age and sex determination 

for, 213t
goose, greater white-fronted, age and sex 

determination for, 213t
goose, Ross’, age and sex determination for, 

213t
goose, snow

age and sex determination for, 213t
capture methods for, 76t
food selection by, 414
nest success of, 17
radar in monitoring of, 334, 334f
reproduction of, 504, 504f, 508

goose, Vancouver Canada, population of, 6
gopher, pocket, capture methods for, 83t, 102
gopher(s), invasive marking of, 245t
goshawk, northern

capture methods for, 69–70, 69t
habitat selection by, 414

GPS. See Global Positioning System
Graafian (antral) follicles, 508, 508f
grackle, noninvasive marking of, 241t
graphs, 45–47

design of, 45–47
functions of, 45
misuse of, 45
types of, 45–47, 45f, 46f

grass(es), measurement of availability of, 419
grasshoppers, description of, 337
grassland sampling, time required for, 384t
grebe, eared, capture methods for, 67, 76
grebe, pied-billed, capture methods for, 77t, 

78
grebe(s), contaminant impacts on, 159
grid arrangements, traps in, 86
ground-based lidar, 452
ground clutter, in radar, 322, 323f, 325, 325f, 

328, 330
ground coverage, by dogs, 140, 142
ground stations, GPS, 442b

ground truth, in radar, 330–31, 331f, 332f
group phenomena, 462
grouse

dogs in capture of, 150
dogs in studies of, 147
invasive marking of, 249t
noninvasive marking of, 237t, 239t

grouse, black
dogs in studies of, 144t, 150
genetic diversity of, 538
noninvasive marking of, 239f

grouse, blue
age and sex determination for, 209, 210t, 

214t, 216f
capture methods for, 72t, 75t, 76–77, 76t, 

80t
dogs in studies of, 144t
reproduction of, 507
taxonomic status of, 531

grouse, Columbian sharptailed, dogs in 
studies of, 144t

grouse, dusky, capture methods for, 76, 76t
grouse, eastern sage-, taxonomic status of, 

532b
grouse, greater sage-

age and sex determination for, 214t
behavior of, 476, 476f
capture methods for, 65, 65t, 66t, 71–72, 

71t, 72t, 76t
dogs in studies of, 144t, 145, 145f, 146, 146f, 

147, 147f
invertebrates in diet of, 338
remote marking of, 233t
taxonomic status of, 532f

grouse, Gunnison sage-
age and sex determination for, 214t
behavior of, 467, 467f, 472, 475, 478, 478f
sensory perception in, 467, 467f, 472
taxonomic status of, 532b, 532f

grouse, red
age and sex determination for, 210t
disease in, 181
dogs in studies of, 143, 144t, 145, 146
integrated research on, 16

grouse, ruffed
age and sex determination for, 209, 213, 

214t
capture methods for, 66t, 69t, 76t, 79t, 80, 

80t
dogs in studies of, 144t
habitat of, in forest planning, 434
noninvasive marking of, 243t
remote marking of, 233t
reproduction of, 508

grouse, sage-
hybridization of, 532
taxonomic status of species of, 531, 532b

grouse, sharp-tailed
age and sex determination for, 214t
capture methods for, 69t, 72t, 79t, 80t
hybridization of, 532

grouse, sooty, dogs in studies of, 144t, 146
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grouse, spruce
age and sex determination for, 211, 214t
capture methods for, 75t, 80t
design of studies on diet of, 14
dogs in studies of, 144t
use of trees by, 32, 37–38

grouse, western sage-, taxonomic status of, 
532b

Grouse Disease, 181
growth. See population growth
growth rings, tree, 399
GRTS, 29
GSDI, 440, 459
guanaco, South American, capture methods 

for, 89t, 93
gull(s)

capture methods for, 81
contaminant impacts on, 169
marking of

invasive, 249t, 254t
noninvasive, 237t, 239t, 241t, 243t
remote, 233t

gull, California, capture methods for, 65, 65t, 
66t

gull, glaucous, molecular techniques in 
studies of, 545

gull, glaucous-winged, remote marking of, 
233t

gull, herring, contaminant impacts on, 163
gull, ring-billed, capture methods for, 72t

habitat
cluster sampling of, 28
definition of, 381, 410, 429
in disease investigations, 189
in disease management, 186, 201, 203
essential elements of, 381
in forest planning, 434, 436–37b
GIS in studies of, 432–34, 432f, 433f
in host–parasite interactions, 184, 184f, 186
lidar in characterization of, 451–52
in nest success, 2
spatial relationships in, 433b

habitat accounting and appraisal system, GIS 
in, 432

habitat corridors, GIS in studies of, 435, 437
habitat edges. See edge habitat
habitat fragmentation, and genetic diversity, 

535–36, 536b
habitat patches

in definition of landscape, 420
in habitat selection studies, 419
metapopulations in, 379b

habitat patch occupancy models, 411, 413
habitat selection

definition of, 410
lidar in studies of, 454–55
methods for detection of, 416–17, 417f
paired observations on, 31, 31f
resource units in, 415
and sample sizes, 34
scales (levels) of, 411–13, 418

study areas for, 417–19
study designs for, 412–16, 413b, 420, 420f

habitat traps, capture of reptiles with, 107–8, 
109

habitat use, dogs in studies of, 146
Hahn method, 296
hair, DNA extraction from, 529, 530, 530t, 

542, 542b
hair burning, 253
hair cell sensory receptors, 467
hair snares, 542–43, 542b, 542f
halo traps, 71
hamster

hormones in reproduction of, 519
sensory perception in, 468

hand capturing
of amphibians, 104–5
of birds, 81
of mammals, 93
of reptiles, 107, 109

handling of samples
in contaminant investigations, 174–78
in disease investigations, 192–95, 197, 198b

handling of wildlife. See also capture
during chemical immobilization, 130–32
invertebrate specimens, 345–46
techniques for, 111–13

hantavirus, 111–12
H antennas, 271, 271f
haphazard sampling, 288
hardware, in spatial technologies, 430
Hardy–Weinberg Equilibrium, 527
hare, European, reproduction of, 513
hare, snowshoe

capture methods for, 76t, 83t, 89t
integrated research on, 16
invasive marking of, 245t
population growth models for, 375
reproduction of, 522
vegetation sampling in habitat of, 407

hare(s), marking of
invasive, 249t, 250t, 254t
noninvasive, 234t
remote, 233t

harmonic radar, 327
harnesses

in marking of wildlife, 239, 239t
in radiotelemetry, 265–66, 266f

harp traps, capture of mammals with, 82
harrier, northern, capture methods for, 69t
harvest, illegal, detection of, 544
harvest programs. See also hunters

and genetic diversity, 539, 540–41
selective, 540–41

hatch year (HY), determination of, 211
hawk(s)

capture methods for, 73
chemical immobilization of, 137
remote cameras in nests of, 312f

hawk, Cooper’s, capture methods for, 67, 69, 
69t

hawk, ferruginous, capture methods for, 80

hawk, red-shouldered, capture methods  
for, 69

hawk, red-tailed
capture methods for, 69t, 79–80
contaminant impacts on, 159, 166, 168, 172

hawk, rough-legged, capture methods for,  
75t

hawk, sharp-shinned
capture methods for, 69
contaminant impacts on, 169

hawk, Swainson’s
capture methods for, 80
contaminant impacts on, 166

Hayne method, 296–97
hazard functions, in survival analysis, 57–58, 

496–97
hearing, 467–68

and behavior, 467–68
functions of, 467

heart rate, sensors for, 276
heat

body (See thermoregulation)
in collection of invertebrates, 343

heavy metals, definition of, 157
Heisey–Fuller method, 495–96
helicopters

in capture of birds, 73, 75f, 81
in capture of mammals, 83, 92
in chemical immobilization of mammals, 

138
helinets, 73, 75f
hellbender

capture methods for, 107
invasive marking of, 249t, 252t, 253t

hellbender, Ozark, transmitters on, 267f
hematology

definition of, 204
in disease investigations, 195

hemipterans
classification of, 348
description of, 337

hemocytometers, 515b
herbaceous vegetation, fruits of, 403–4
herbage height, 397–98
herbicides, 167
herbivores

contaminant impacts on, 154–55
detoxification of plant toxins by, 155, 169

heron(s)
capture methods for, 77t
noninvasive marking of, 241t

heron, great blue, capture methods for, 72t, 
79, 81

heterogametic gender determination, 535
high-energy, full-waveform, green lidar, 453
histopathology

definition of, 204
in disease investigations, 193

hog, feral
capture methods for, 84t, 87, 87t, 89t, 100
dogs in management of, 151
remote cameras in studies of, 316
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home range, 481–89
contours of, 482
core areas of, 482
definitions of, 481–82
habitat selection in, 411–12
methods for estimation of size of, 481–89, 

483t
overlaps in, 489–90
in population size estimation, 492
software programs for, 498
vs. territory, 481
in utilization distribution, 482

honeyeater, Regent, capture methods for, 69t
hooks, in capture of reptiles, 111
hoop net traps, 78–79
hoop traps, 110
horizontal visual obstruction, 396–97, 396f, 

397f
hormone(s), 516–25

in contraception, 520
excretion of, 520, 522, 524
methods for measurement of, 518, 519, 520, 

523–24
regulation of secretion of, 516
in reproduction, 516–20, 517t, 518f
stress, 502, 516, 521–23

hormone profiles, 516
horns, in age and sex determination, 218, 225f
horse, wild, reproduction of, 520, 521
host(s)

definition of, 204
intermediate, 205
transport, 206

host–parasite interactions. See also disease(s)
ecological view of, 184–86, 184f
epidemiological view of, 183–86, 184f
history of research on, 181–82, 183–84

hot-iron branding, 251, 252t
hot spots, 435, 437–38
HPA axis, 521, 522
humans

emergency medicine for, 134–36
genetic drift and bottlenecks caused by, 539
impact of infectious agents on population 

of, 183–84
life tables for, 365
managing behavior of, 477–78, 477f
scent of, detection by dogs, 142

hummingbirds, noninvasive marking of,  
239t

humoral immunity, 184, 204
hunter-gatherers, study of animal behavior 

by, 462
hunters

in abundance estimation, 304–6, 495
animal behavior influenced by, 471
and genetic diversity, 539, 540–41
illegal harvest by, 544
selective harvest by, 540–41
survey on success of, 25, 26b
tag recovery by, 362

HY, 211
hybridization, 531–32
hymenopterans, description of, 337
hyperthermia

during chemical immobilization, 127–28, 
133

emergency medicine for, 133, 134f
hypothalamic–pituitary–adrenal (HPA) axis, 

521, 522
hypothalamic–pituitary–gonadal axis, 516
hypothalamus, 516, 518
hypothermia

in capture of mammals, 84
during chemical immobilization, 127–28, 

133
emergency medicine for, 133

hypotheses
credibility of, 32
in data analysis, 47–48
definition of, 11b
development of, 2, 3, 4, 10
in experimental design checklist, 19
in modeling, 376
multiple competing, 3
multiple testable, 4
new, as form of speculation, 37–38
as step in research process, 2, 3, 4, 10–12
testing of, 2, 3, 4, 34–35
ultimate vs. proximate, 471–72

hypothesis tests, power of, 19, 32–33
hypothetico-deductive method, 3

ibex, Alpine, genetic diversity of, 539
ibex, behavior in reintroductions of, 465–66, 

466f
ibex, Spanish, capture methods for, 87, 87t
ibis, white, capture methods for, 72t, 77t, 78
ideal population, 538
identification error, 543
iguana(s)

capture methods for, 111
invasive marking of, 252t, 253t
noninvasive marking of, 241t, 244

iguana, green, noninvasive marking of, 241t, 
242

ilio-pectineal eminences (IPE), 218, 224f
immigration

in population growth models, 356
in survival estimation, 495

immobilization, chemical. See chemical 
immobilization

immunity. See also disease
cell-mediated, 184, 204
definition of, 204
genetics in, 540
humoral, 184, 204

immunizations. See vaccine(s)
immunocontraception, 520, 521
immunology, 184
impact assessments, 13, 15
implant transmitters, 266–68, 267f

imprinting
human handlers and, 464, 464f, 478, 478f
sexual, 464, 479t

inbreeding depression, 541
incidence, definition of, 204
incident reports, in contaminant investigations, 

176, 180f
incremental cluster analysis, 485
incubation behavior, hormones in, 518
incubation periods, definition of, 204
independent double-observer sampling, 300
independent review. See peer review
independent variables, 19–20
indicators, biological, invertebrates as, 338
indirect observation, of animal behavior, 473
indirect transmission, definition of, 204
individual animals

behavioral biologists’ focus on, 463
molecular techniques in tracking of, 544
population units of, 6–7, 7f, 8b
in resource use studies, 414

individual covariates, 376
individual plants, definition of, 387
individual viability, 540
induction, 3f, 42, 379–80
infections, definition of, 204
infectious agents

definition of, 204
impact on humans, 183–84

infectious disease. See disease(s)
inference(s)

in population analysis, 379–80
in radiotelemetry, 259
statistical (See statistical inference)
strong, 3

influenza, 181
information-theoretic model selection, 35–36
information theoretic tools, 3
infrared cameras. See remote cameras; 

thermal infrared cameras
infrared (IR) lidar

discrete-return, 452–53, 452f
full waveform, 453, 456

infrared light, sensory perception of, 468
inhalation anesthetics, 123–24, 123f, 137
inheritance. See genetic(s)
initiation time, in behavioral measurement, 

474
ink

for labeling of invertebrates, 345
marking of wildlife with, 242–44, 243t

innate behaviors
definition of, 464b
migration as, 463

inorganic chemicals
definition of, 162
human use of, 155
mortality and morbidity from, 162–63
as rodenticides, 168

insect(s), 336–48
classification of, 336–38



i n d e x   669

collection methods for, 339–45
groups of interest, 337–38
identification of, 348
preservation methods for, 345–48
as radar clutter, 330, 330f, 331

insecticides
anticholinesterase, 155, 165–66
in capture of mammals, 86
clinical signs of exposure to, 173t
mortality and morbidity from, 155, 164–67
as rodenticides, 168
types of, 164–67

insectivores, age and sex determination for, 
224t

instantaneous rate of population increase, 351
integrated research process, 6, 13, 16
intensity

in behavioral measurement, 474
of parasites, 204
sampling, 288
threat, 436

interactions, animal. See also host–parasite 
interactions; predator–prey  
interactions

methods for analysis of, 489–90
vertebrate–invertebrate, 336, 338, 344–45

interactions, in multifactor experimental 
designs, 17

interbreeding, 531–32
intermediate hosts, definition of, 205
internal markers of wildlife, 244–47
international community

GIS in, 439–40
GPS in, 440–41

International Organization for Standardiza-
tion (ISO), on metadata, 458–60, 460b

Internet
in behavioral studies, 477
and GIS, 438–40, 445–46

interspecific competition, models of, 374
interval data, definition of, 44
intra-specific brood parasitism, 465
intravenous (IV) administration, in chemical 

immobilization, 130
introgression, 531
invertebrate(s), 336–48. See also specific species 

and types
classification of, 336–38, 348
collection methods for, 338–45
curatorial methods for, 345–48
definition of, 336
identification of, 345, 348
role in ecosystems, 336, 338
vertebrate interactions with, 336, 338, 

344–45
investigation process, in scientific method, 2, 

3f
in vitro fertilization, 505
iophenoxic acid, 245–46
IPE, 218, 224f
IR. See infrared

island biogeography, 184–85
ISO, on metadata, 458–60, 460b
isoflurane, 123
IV administration, in chemical immobilization, 

130
ivory, 544

jackknife estimator, 60–61
jackrabbit, black-tailed, habitat models of, 

432–34
jackrabbit(s), capture methods for, 65t, 66t, 

82, 87t
jaguar

capture methods for, 93, 100
scat of, detection by dogs, 149

jaw foothold traps, padded, 81
jaw tags, 251
jay, blue, capture methods for, 67, 71, 77t
joint hypergeometric estimator ( JHE), 493, 

494
JOLLY program, 309
Jolly–Seber estimator, 309, 358, 360, 361
journals, field, of animal behavior, 472
judgmental sampling, 288
jugular vein, 523
junco, noninvasive marking of, 237t
juvenile birds, age and sex determination for, 

209–13, 209f, 211f
juvenile dispersal, models of, 13
juvenile mammals, age and sex determination 

for, 218–29
JWatcher program, 475

kakapo
dogs in studies of, 146
sex determination for, 546

kangaroo, gray, contraception for, 520
kangaroo, tree, reproduction of, 517t, 520
Kaplan-Meier estimator, 57, 57f, 496, 496f,  

497
katydids, description of, 337
K-band, 321
keratinized epithelial cells, in estrous cycle, 

505f, 506b
kernel density estimation, 483t, 484, 484f, 

486, 487t
kestrel, American

capture methods for, 67, 69t, 71, 75t, 77,  
77t

contaminant impacts on, 163, 169
kestrel, Eurasian, sensory perception in, 468
ketamine, 122

for birds, 137
emergency treatment for human exposure 

to, 136
FDA approved use of, 119
for mammals, 137–39
for reptiles, 137
seizures associated with, 134

keys, invertebrate, 348
killing, of invertebrates, 345–46

killing traps
Best Management Practices and standards 

for, 89–90, 92t, 96–104
capture of mammals with, 89–90, 96–104

kinematic mode, 445b
kingfisher, belted, capture methods for, 73, 

75, 75t, 77t
kingfisher, Tuamotu, transmitters on, 266f
King method, 296
kite, white-tailed, capture methods for, 75t
kittiwake, black-legged, capture methods for, 

73, 75t
kiwi, dogs in studies of, 146
kiwi, little spotted, dogs in studies of, 144t
knowledge

nature of, 41–42
prior, in frequentist vs. Bayesian inference, 

34
through reason vs. experience, 41–42

known-to-be-alive estimates, 306
koala, evolutionary significant units of, 533
Kriging methods, 145
Kullback-Leibler distance, 35–36

labeling
of invertebrate specimens, 345
of samples, in contaminant investigations, 

174
laboratories

recommended, for contaminant investiga-
tions, 174b

wildlife disease experts at, 189
laboratory animals, invasive marking of, 252t
laboratory experiments, 12, 13–14

applications for, 13–14
pros and cons of, 13, 14t

laboratory procedures, in disease investiga-
tions, 192–95, 193t

Labrador retrievers, 141
lactation, 513
lagomorphs, age and sex determination for, 

222–23t
Lagrangian data, 258–59
land cover

Landsat detection of change in, 447
lidar data on, 453, 453f

Landsat Data Continuity Mission (LDCM), 
446–47

Landsat imagery, 446–51
access to, 447
algorithms behind, 447–49, 448f, 449f, 450f
of disturbance and recovery trends, 447–49, 

448f
of land cover change, 447
validation of, 449–51, 451f
in vegetation sampling, 404, 447–51

landscape(s)
definition of, 420
Landsat imagery of change in, 447–50, 

448f, 449f, 450f
spatial relationships in, 433b
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landscape ecology, lidar in, 456–57
landscape variables

definition of, 420
measurement of, 420

LandTrendr, 447–49, 452f
laparoscopy, 509
laparotomy, 507, 509
laser altimetry, in vegetation sampling, 406
laser branding, 251, 252, 252t
laser pointers, in capture of reptiles, 109
laser rangefinders, 388
lassoing, 93
latency, in behavioral measurement, 474, 475f
laws, in theories, 11b
L-band, 321
LDCM, 446–47
lead, mortality and morbidity from, 159, 191
leadership, in vegetation sampling, 383–85
leaf litter bags, 105
learned behaviors

definition of, 464b
migration as, 463
movement patterns as, 462

LED lights, 241, 343
left censoring, 495
legal considerations, with chemical immobili-

zation, 118–19
leg bands, 236f, 238, 238b
lek sites, dogs’ role in location of, 147, 147f
leopard, natural markings of, 232t
leopard, snow

capture methods for, 89t
remote cameras in studies of, 312

Leopold, Aldo, 141f, 181–82, 462
lepidopterans, description of, 337
lesions, definition of, 205
Leslie matrices, 367–68
leukocytes, in estrous cycle, 505, 505f, 506b
LH, 508, 516, 517t, 518–19, 519f
lice, description of, 337
lidar, 451–57

access to, 457
applications for, 406, 451–52, 454–57
data provided by, 453–54, 453f
definition of, 451
future of, 456–57
types of, 452–53

life history traits, in estimation of population 
trends, 373b, 373f

life tables, 365–66
cohort, 368
limitations of, 371
time-specific, 369–70, 371

light, in vision, 468
light detection and ranging. See lidar
light-emitting diode (LED) lights, 241, 343
lighting

in collection of invertebrates, 339, 340, 343, 
343f

nocturnal
in capture of birds, 65–66, 66f, 66t

in capture of mammals, 66t
marking of wildlife with, 240–41, 240t

light-level geolocation systems, 269t, 275, 279
light pollution, 468
light sheets, 343, 343f
light traps

submerged, 339
terrestrial, 343, 343f

limb amputation, marking with, 255
Lincoln–Petersen estimator, 300, 301, 306–7, 

308
Lindgren funnel traps, 344
linear mixed-effects models, 58
linear regression, 51–52, 52f
line-intercept method, 386, 391, 392
line of sight technology, 442
line transects, 27f, 30
lion, African

capture methods for, 89t
natural markings of, 232t

lion, mountain
capture methods for, 83, 84t, 89t, 96, 

100–101, 145t, 150
chemical immobilization of, 138
GPS collars on, 444
population estimation for, 543
scat of, detection by dogs, 149
sex determination for, 545

literature review, 4
lithium batteries, transmitter, 268
litter size

definition of, 511
estimation of, 512

livestock, domestic
brucellosis in, 202
dogs in protection of, 151
invasive marking of, 252, 252t

lizard(s)
capture methods for, 107–10, 111
handling methods for, 112, 113
marking of

invasive, 246t, 247t, 252t, 253t, 255
natural, 232t
noninvasive, 237t, 240t, 241t, 243t, 244

reproduction of, 503, 516, 517t
lizard, blunt-nosed leopard, invasive marking 

of, 247t
lizard, northern fence, invasive marking of, 

246t
lizard, Texas horned, capture methods for, 

107
lizard, whiptail, capture methods for, 108
lizard grabber, 108
local convex hull method, 484f, 485
locating wildlife, with dogs, 143–47, 144–45t
logistic equation, 353–54
logistic regression, 54, 55f

applications for, 422
in resource selection studies, 422–25, 423t, 

424t
Longworth traps, 86

loon, common
capture methods for, 65, 65t
contaminant impacts on, 159

loon(s), noninvasive marking of, 237t
Lotka’s equation, 366–67, 372
lures. See attractants
luteinizing hormone (LH), 508, 516, 517t, 

518–19, 519f
lymphocytes, definition of, 205
lynx, Canada

age and sex determination for, 228
capture methods for, 84t, 89t, 92t, 100
chemical immobilization of, 138
molecular techniques in detection of, 542b, 

542f, 544
population growth models for, 375
scat of, detection by dogs, 148

macaque, Assamese, stress and reproduction 
of, 522

macrohabitats, 412
macronutrients, 158
macroparasites, definition of, 205
macrophages, definition of, 205
magnetic fields, sensory perception of,  

470–71
magpie, American, capture methods for, 69t, 

70, 75, 75t, 79, 79t
magpie(s), noninvasive marking of, 237t
major histocompatibility complex, 540
malaise traps, 341, 341f
malaria, 185
males

gene flow in, 535
reproduction of

hormones in, 519
stages of, 513–16

mammal(s). See also specific species and types
age and sex determination for, 218–29, 

219–24t
dentition in, 218, 225, 227f, 227t, 228–29, 

228f
DNA in, 545
eye-lens weight in, 218–25
physical characteristics in, 207

capture of, 81–104
attractants in, 93–96
Best Management Practices and 

standards for, 87–90, 91t, 92t, 96–104
nets in, 65t, 71t, 72, 72t, 73t, 82–83
new methods for, development of, 

64–65, 81
night lighting in, 66t
reference sources on, 64, 65, 81
techniques by species, 96–104
traps in, 76t, 81, 82–90, 96–104

chemical immobilization of, 137–39, 137t, 
139t

contaminant impacts on, 154, 166, 168
fertility estimation for, 357
handling of, 111–12
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marking of
invasive, 244–55
natural, 232t
noninvasive, 234–44
remote, 233, 233t

remote cameras in studies of, 316–17
reproduction of

contraception for, 520–21
courtship in, 504
hormones in, 518–19, 518f
lactation in, 513
modes of, 503
ovulation in, 508–11, 508f, 518, 518f
placental scars in, 512–13
stress and, 521–22
testis weight in, 514
uterine analysis of, 511–12

sensory perception in, 466–71
transmitters on, 265, 265f

mammary glands, 513
management. See wildlife management
management units (MU), 533, 533b
manatee

contaminant impacts on, 170
natural markings of, 232t
noninvasive marking of, 234t

manipulative experiments, 2, 3f, 12
maps and mapping. See also Geographic 

Information System; Global 
Positioning System

importance of, 430
misuse of data in, 430, 430b
of resource selection, 415
spatial technologies in, 430

marine mammals
chemical immobilization of, 138–39
effects of sound pollution on, 467

marine radar, 323, 323f, 324–25, 324t
marked–resight methods, 306–9, 493–94
marked sampling, 301–2
marking of wildlife, 230–56

in abundance estimation, 301–2, 306–9
behavior affected by, 234, 472
in behavioral observation, 472
after capture, 233–34
considerations before, 231–34
criteria for choosing method of, 230, 231, 

233, 255–56
in dispersal studies, 356
dogs used in, 150
functions of, 230
as individuals vs. groups, 232
invasive, 231, 244–55
with multiple marks, 255, 255f
natural, 231–32, 232t
noninvasive, 231, 234–44
permanence of, 233–34, 256
permits for, 231
remote, 233, 233t

Markov chain Monte Carlo (MCMC) 
methods, 37, 56

MARK program, 301, 303, 309, 310b, 378
mark–recapture. See capture–mark–recapture
marmots, chemical immobilization of, 139t
marsupials, reproduction of, 513
marten, American

age and sex determination for, 221t, 228
capture methods for, 84, 84t, 89, 92t, 100
chemical immobilization of, 139t
GIS in studies of, 432f
population estimation for, 543
range of, 431b, 431f, 432f

martin, purple
capture methods for, 67
radar in studies of, 333

mass. See body mass
mast

definition of, 401
hard, 401
sampling techniques for, 401–4, 420
soft, 401

mast traps, 402
Material Safety Data Sheet (MSDS), 170
maternally inherited markers, 535
mathematical formation, in modeling, 23
mating. See also reproduction

need for studies on, 479t
sensory perception in, 467, 469

maximum likelihood estimation, 48
Mayfield method, 359b, 497, 512
MCMC methods, 37, 56
MCP approach, 482, 483t, 484–85, 484f
mean, calculation of, 48–49
mean estimate, definition of, 285
mechanistic models of home ranges, 483t, 

484, 487–89
mechanoreceptors, 470
medetomidine, 122

emergency treatment for human exposure 
to, 136

for mammals, 137
median, calculation of, 49
mercury, mortality and morbidity from, 

158–59
mercury vapor (MV) lights, 343
merganser, hooded, capture methods for, 77t
merlin, capture methods for, 69t
meta-analysis, 9
metadata

access to, 460
functions of, 458
history of, 458–59
in radiotelemetry studies, 262
in spatial technologies, 458–59

metal(s)
clinical signs of exposure to, 173t
definition of, 157
essential, 158
handling of samples of, 174
human use of, 155
mortality and morbidity from, 157–60
nonessential, 158–60

metal bands, marking of wildlife with, 
235–36, 236f, 238, 238f

metalloids
definition of, 157
essential, 158
mortality and morbidity from, 157–60
nonessential, 158–60

metapopulations
criteria for identification of, 6–7, 7f, 8b, 

379b
definition of, 8b, 379b
dynamics of, 379b
origin of term, 379b
types of, 8b

metestrus, 505f, 506b
M-44s, 94, 163
mice. See mouse
microbiology

definition of, 193, 205
in disease investigations, 193–95

microcontrollers, in VHF transmitters, 270
microhabitats, 412
micronutrients, 158
microparasites, definition of, 205
microsatellites, 527, 527t, 528, 528f, 543
microtaggants, 246
microwaves, in radar, 320–21, 321f
migrants per generation, number of, 534, 535f
migration

methods for analysis of, 490
need for studies on, 479t
radiotelemetry in studies of, 259

Migratory Bird Act, 465
migratory birds

learned behaviors in, 463–64
noninvasive marking of, 236
radar in monitoring of, 333–34

military aircraft, bird strikes on, 332
military antipersonnel radar, 324t, 326
military surplus tracking radar, 326
minerals

human use of, 155
mortality and morbidity from, 158

minimum convex polygon (MCP) approach, 
482, 483t, 484–85, 484f

minimum-number-live estimates, 306
minimum viable population (MVP), 378
mining, mortality and morbidity related to, 

155, 157, 158, 163
minisatellites, 527, 527t, 528, 528f
mink, American

age and sex determination for, 222t
capture methods for, 89, 100
chemical immobilization of, 139t
contaminant impacts on, 161, 162
reproduction of, 513, 516

Minta–Mangel estimator, 493, 494
mist nets

capture of birds with, 66–69, 68f, 69f
capture of mammals with, 82
capture of reptiles with, 109
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mist nets (continued)
handling of birds in, 111

mites, description of, 338
mitochondrial DNA (mtDNA), 526, 527t, 531, 

535
mitochondrial genome, 526, 531
mitochondrion, 526
mixed effects models, 18, 58–59
model(s) and modeling, 15–16, 21–23. See also 

specific types
as alternative to experimental research, 

2–3, 21
applications for, 13, 15–16, 21
complex vs. simple, 21, 21t, 22, 350
definition of, 4, 11b, 13, 350
deterministic vs. stochastic, 351
development of, 4, 10–12, 10f

in data analysis, 47–48
steps in, 15, 22–23, 376

discrete-time vs. continuous-time, 351
goals of, 47, 350
in information-theoretic model selection, 

35–36
process for selection of, 376–78
software programs for, 23, 378
strategies for, 21, 22t
validation of, 23, 37, 374

model averaging, 376
Model H

1
, 363, 364t

modern distance sampling, 296, 303–4, 303f
moiré effects, in graphs, 47
mole(s), sensory perception in, 470
molecular ecology, 542–46

definition of, 542
dietary analysis in, 545
noninvasive sampling in, 542–43
population size in, 543
sex determination in, 545–46
species identification in, 544–45
tracking movements in, 544

molecular fingerprints, 542
molecular genetics, 526–30, 527t
molecular markers, 526–27, 527t
molecular tags, 543
mole rat, blind, sensory perception in, 470
molt patterns, in age and sex determination, 

211, 213
mongoose, invasive marking of, 252t
monkey, red howler, reproduction of, 517t, 

520
monkey(s), stress and reproduction of, 522
monomorphic species, age and sex determi-

nation for, 207, 208
Monte Carlo methods, 22
moorhen, common, age and sex determina-

tion for, 217t
moose

age and sex determination for, 219t
capture methods for, 73t, 83, 87t
chemical immobilization of, 137–38, 137t, 

138f

GPS collars on, 444
habitat selection by, 413–14
invasive marking of, 250t
population density of, 28
population estimation for, 494
remote marking of, 233t
reproduction of, 509
resource selection by, 415, 422, 422t, 

423–25, 424t
sensory perception in behavior of, 466

moosehorns, 393, 393f
morbidity

contaminant-related (See contaminants)
definition of, 154, 205
disease-related (See disease)

morphine, 122
morphological characteristics

in age and sex determination, 208
in taxonomy, 530

mortality. See also death rates
contaminant-related (See contaminants)
definition of, 154, 205
disease-related (See disease)

mortality sensors, 275
mosquitoes, description of, 337
moths

collection methods for, 342f
description of, 337

motility, of sperm, 514–15
mounting, of invertebrate specimens, 345, 

346, 347
mouse

abundance estimation of, 308, 308t
age at sexual maturity, 218
capture methods for, 85
invasive marking of, 247t, 249t, 250t, 254t
ultrasonography of, 509

mouse, cotton, capture methods for, 85
mouse, deer

capture methods for, 83t, 86
handling methods for, 111
radiocollars on, 265f

mouse, desert pocket, handling methods for, 
111

mouse, harvest, invasive marking of, 246t
mouse, house

capture methods for, 93
reproduction of, 505

mouse, white-footed
capture methods for, 85, 87
reproduction of, 513f

mouse, wood, capture methods for, 85
Movebank, 262
movement, animal

general characteristics of, 490
as learned behavior, 462
methods for analysis of, 481, 490 (See also 

radiotelemetry)
molecular techniques for tracking, 544
motivations for studying, 481

movement ecology models, 489

Movement Ecology Paradigm, 481
moving target indicator (MTI) filter, 329
mowing, in nest success, 17–18, 38
MSDS, 170
mtDNA, 526, 527t, 531, 535
MTI filter, 329
MU, 533, 533b
multicapture nest boxes, 77, 77t
multifactor designs, 16–17
multimodal data distribution, 49
multiple regression, 52–53
multiresponse permutation method, 489
murre, common, capture methods for, 75
murrelet, marbled

capture methods for, 67, 68f
radar in monitoring of, 333

murrelet, Xantus, capture methods for, 65
murrelet(s), capture methods for, 65t
muscle, DNA extraction from, 529–30, 530t
Museum Special snap traps, 85–86
museum specimens, genetic diversity in, 535, 

537–38
muskox

age and sex determination for, 219t
measurement of hormones in, 523
remote marking of, 233t

muskrat
age and sex determination for, 223t, 225f, 

226f
capture methods for, 66t, 84t, 89, 92t, 95, 

101
chemical immobilization of, 139, 139t

mustelids
age and sex determination for, 222t
chemical immobilization of, 139, 139t
sensory perception in, 469

musth, 519
mutagenesis, 160
mutations. See genetic mutations
MV lights, 343
MVP, 378
mycology

definition of, 205
in disease investigations, 194

mycotoxins, 170

naloxone, 124
naltrexone, 124
names, in behavioral research, 472
NAP, 459–60, 460b
nasal discs, 238, 239t
nasal saddles, 238, 238f, 239t
natality

definition of, 502
methods for estimation of, 502–3, 507, 512

National Agriculture Imagery Program, 439
National Biological Information Infra- 

structure (NBII), 440, 459, 460
National Land Imaging Program, 447
National Oceanic and Atmospheric Adminis-

tration (NOAA) satellites, 274
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National Resources Conservation Service 
Spatial Data Gateway, 438–39

National Spatial Data Infrastructure (NSDI), 
458

natural experiments, 12, 14, 14t
natural history studies, descriptive, 12
natural markings, on wildlife, 231–32, 232t
natural toxins, 169–70
Navstar system. See Global Positioning 

System
NBII, 440, 459, 460
NDVI, 405, 405t
nearest-neighbor method, 389, 485–86
neck collars

marking with, 234–35, 234t, 235f, 236f
radiocollars, 265, 265f

necklace transmitters, 265, 266f
neck snares, capture of mammals with, 88, 

89, 89t
necrobacillosis, 200
necropsies

in contaminant investigations, 176, 177t
definition of, 205
in disease investigations, 192–93, 195–97, 

196b
fetal counts in, 511
formal training for, 196
gross examination of ovaries in, 509–10, 

510b, 511f
measures of stress in, 522–23

necrosis, definition of, 205
necrotic stomatitis, in elk, 200–201, 203
needle biopsies, of testes, 515–16
needles, in chemical immobilization, 124–25

accidental injection of humans, 134–36
neighborhoods

in adaptive cluster sampling, 28–29
ecological, 409

neon lights, 240–41
neoplasia, definition of, 205
nervous system, and endocrine system, 516
nest(s)

dogs in searches for, 144t, 146
eggs in (See clutch size; egg(s))
remote cameras in studies of, 312f, 316, 317, 

344
nest boxes, artificial, for wood duck, 464–65, 

465f
nested design, 18
nest predation

at forest edges, 19, 20–21, 38
remote cameras in studies of, 316

nest success
bias in estimation of, 359b
definition of, 512
habitat in, 2
as measure of reproductive success, 358
methods for estimation of, 358, 359b, 512
mowing in, 17–18, 38
snowmelt in, 17

nest traps, capture of birds with, 77–79, 77t, 78f

net(s)
capture of amphibians with, 65t, 105
capture of birds with, 65–73, 65t, 71t, 72t, 

73t, 76, 76t
capture of invertebrates with, 338–40, 338f, 

339f
capture of mammals with, 65t, 71t, 72, 72t, 

73t, 82–83
capture of reptiles with, 65t, 109, 110

net guns
capture of birds with, 72–73, 73t
capture of mammals with, 72, 73t, 83

neuroleptanalgesics, 123
neuromuscular blocking (NMB) drugs, 

120–22
neurotoxicants, insecticides as, 164
newt, alpine, invasive marking of, 254t
newt, eastern

invasive marking of, 254t, 255
natural marking of, 232t

newt, great-crested, invasive marking of,  
247t

newt, smooth, natural markings of, 232t
newt, warty, natural markings of, 232t
newt(s), invasive marking of, 253t
NEXRAD radar system, 325–26, 328, 335
nicotine, as insecticide, 166–67
nighthawk, common

capture methods for, 66t, 75t
sensory perception in, 470

nightjars, capture methods for, 65t, 66
night lighting. See lighting, nocturnal
nitrogen, liquid, freezing of invertebrates 

with, 346
NMB drugs, 120–22
NOAA satellites, 274
nocturnal animals

photopollution and, 468
thermal infrared cameras in studies of, 

316–17
nocturnal searches, for amphibians, 105
nocturnal tracking lights, 240–41, 240t
nominal data, definition of, 44
nondestructive sampling, 529
nonexplosive drop nets, 71, 71f, 82
noninvasive sampling, in molecular ecology, 

542–43
nonlinear mixed-effects models, 58
nonmechanistic models of home ranges, 484, 

486–87
nonparametric tests, 33, 63
nonprobabilistic sampling designs, 288
nonuniform treatments, 38
noose guns, capture of reptiles with, 109–10
noose mats, capture of birds with, 70–71, 71f
noose poles

capture of birds with, 73–76, 75t
capture of mammals with, 83

noose traps, capture of reptiles with, 109
noose tubes, 112
NOREMARK program, 302

Normalized Difference Vegetation Index 
(NDVI), 405, 405t

North American Profile (NAP), 459–60, 460b
NSDI, 458
nuclear genome, 526
nucleated epithelial cells, in estrous cycle, 

505f, 506b
nucleotides, 526

fragment analysis of, 527–28
in single nucleotide polymorphisms, 529

nuisance animals
avicides for, 168–69
control of reproduction of, 520
dogs in management of, 150–51
radar in management of, 333
rodenticides for, 168

null hypothesis
definition of, 34
testing of, 34–35

null-peak antenna systems, 271f, 272
nuptial plumage, 211
nutria

capture methods for, 65t, 84t, 89t, 91t, 101
invasive marking of, 245t, 250t, 254t

nutrient sources, in collection of inverte-
brates, 343

observability. See detection probability
observations

of animal behavior, 472, 473
dependent, 31
in disease investigations, 189–92, 191b
in habitat selection studies, 416
of invertebrate–vertebrate interactions, 

344–45
paired, 31, 31f

observed survival, 358
observer effects, 472
occupancy of species

probability of, 411
remote cameras in studies of, 313

Occupational Safety and Health Administra-
tion (OSHA), U.S., on safety in 
contaminant investigations, 170

ocular estimate method
for biomass, 394
for cover, 391, 391b
for plant use, 399–400

odors. See scents
Office of Management and Budget (OMB),  

on metadata, 458
oilbird, sensory perception in, 467
oil spills, mortality and morbidity from, 161
olfaction, 469, 472. See also scents
olfactory pollution, 469
OMB, on metadata, 458
omnidirectional antennas, 271, 271f
oocytes, primary, 508, 508f
open populations

definition of, 285, 358
estimation of birth rates for, 358
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open systems, for inhalation anesthetics, 
123–24

opioids, 122–23, 122t
antagonists for, 124, 136
in darts, 126
emergency treatment for human exposure 

to, 136
for mammals, 137–38
for urban wildlife capture, 131

opossum, brush-tailed, reproduction of, 514
opossum, Virginia

age and sex determination for, 223t
capture methods for, 84t, 88, 91t, 101–2, 

102f
chemical immobilization of, 139t
invasive marking of, 245t, 246t
reproduction of, 505, 507, 510, 513
sensory perception in, 468

Oracle, 439
oral drugs

in capture of birds, 80–81
in chemical immobilization, 130

ordinal data, definition of, 44
Oregon Imagery Explorer, 439
organ(s), in disease investigations, 195
organic chemicals

clinical signs of exposure to, 173t
definition of, 160
handling of samples of, 174
human use of, 155
mortality and morbidity from, 160–62

organochlorine insecticides, 164–65
organo-phosphorus-induced delayed  

neuropathy, 165
organophosphorus insecticides, 165–66
ornithology, scientific method in, 3
orthopterans, description of, 337
oryx, Arabian, population estimation for, 494
OSHA, U.S., on safety in contaminant  

investigations, 170
osprey

capture methods for, 75, 75t, 77t
natural markings of, 232t

ostrich
sensory perception in, 470
sex determination for, 546

otter(s)
capture methods for, 94t
transmitters on, 266

otter, Eurasian
capture methods for, 93
genetic diversity of, 536

otter, northern river
age and sex determination for, 221t
capture methods for, 84t, 89, 91t, 92t, 103–4
chemical immobilization of, 139t
handling methods for, 112

otter, sea
age and sex determination for, 221t
chemical immobilization of, 138
invasive marking of, 247t, 250t

outbreeding depression, 531
outliers, in space use, 482
ovaries

activation of, 504
gross examination of, 509–11, 510b, 511f
mammalian, 508–11, 508f, 509f
reptilian, 512

overdispersion, 17, 55
oviparous species, 503
OvoControl, 520, 521
ovulation, 507–12

hormones in, 518, 518f
in mammals, 508–11, 508f, 518, 518f
measurement of rate of, 507–12

owl(s)
capture methods for, 67, 73
chemical immobilization of, 137
noninvasive marking of, 237t, 240t, 241

owl, barn
capture methods for, 75t
contaminant impacts on, 169
sensory perception in, 467

owl, barred
capture methods for, 67, 69, 70
hybridization of, 532

owl, boreal, noninvasive marking of, 240t, 
241

owl, burrowing, capture methods for, 73, 75, 
75t, 79, 79t

owl, eastern screech, capture methods for, 70, 
75t

owl, ferruginous pygmy, capture methods 
for, 75–76

owl, flammulated, capture methods for, 75, 
75t

owl, great gray, habitat of, in forest planning, 
436b

owl, great horned
capture methods for, 79–80
in capture of other birds, 67–70, 70f
contaminant impacts on, 168

owl, long-eared, noninvasive marking of, 
240t

owl, northern saw-whet, capture methods for, 
69t, 80

owl, northern spotted
estimation of population trends in, 373f
habitat models of, 432, 435
hybridization of, 532

owl, short-eared, capture methods for, 75t, 
77t

owl, spotted
capture methods for, 69t, 75t, 76
evolutionary significant units of, 533
habitat of, in forest planning, 434, 436–37b, 

436f, 437f
owl, tawny, capture methods for, 69t, 76
owl, tropical screech, capture methods for, 

75t
owl, western burrowing, capture methods 

for, 79

oystercatcher, American, capture methods 
for, 71

oystercatcher, noninvasive marking of, 237t

PAHs, 161
paint, marking of wildlife with, 233, 236, 

242–44, 243t
paired design, 17
paired observations, 31, 31f
pandemics, definition of, 205
pangolin, noninvasive marking of, 243t
pan traps, 341–42, 342f
paper, for labeling of invertebrates, 345
parakeets, noninvasive marking of, 237t
paralytic drugs, 120–22
parameters

definition of, 48, 285, 350
factors affecting, 376
methods for estimation of, 23, 48, 375–78, 

377b
parametric tests, 33
paraquat, 167
parasites. See also host–parasite interactions

definition of, 205
parasitism, intra-specific brood, 465
parasitology

definition of, 205
in disease investigations, 194–95

parentage analysis, 544
parental care of young, 512–13
parrot, orange-winged, capture methods for, 

67
parrot(s), noninvasive marking of, 237t
parsimony, 47
particle markers of wildlife, 244, 245t, 246
partridge, chukar, capture methods for, 80t
partridge, gray

age and sex determination for, 215t
habitat in nest success of, 2
noninvasive marking of, 239t

partridge, Hungarian, age and sex determina-
tion for, 210t

partridge, red-legged, age and sex determina-
tion for, 210t

passerines
capture methods for, 77t
invasive marking of, 249t
noninvasive marking of, 237t, 238

passive infrared (PIR) remote cameras, 313, 
314t, 315t

passive integrated transponder (PIT) tags, 
247, 247t, 248b

patch(es). See habitat patches
patch occupancy models, 411, 413
pathogenic, definition of, 205
pathogens, definition of, 205
pathognomonic, definition of, 205
pathological, definition of, 205
pathology, definition of, 205
PBDEs, 162
PCBs, 161–62
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PCR, 193, 194, 205, 527, 528
PDOP, 442, 445b
peavey hooks, 107
peccary, collared

age and sex determination for, 220t
capture methods for, 84t, 87t
invasive marking of, 245t, 250f
noninvasive marking of, 239t, 242, 242f, 

242t
pedigrees, 541
peep cameras, 317
peer review

definition of, 13
in experimental design, 21, 290
in publication process, 38
in research process, 5, 13
timing of, 13

pelican, American white, capture methods 
for, 65, 65t, 66t, 72t, 81

pelican, brown
clinical signs of disease in, 192
contaminant impacts on, 159

pelt appearance, in age and sex determina-
tion, 218, 225f

pelvic girdle, in age and sex determination, 
218, 224f

pencil beams, 322–23, 323f
penguin(s)

invasive marking of, 249t, 254t
noninvasive marking of, 236, 237t
sensory perception in, 470

penguin, king, capture methods for, 81
percentage sequence divergence, 531
periodic populations, systematic sampling  

of, 27
peripheral blood, 523
permits

capture and handling, 64
marking, 231
salvage, 172

personnel protective equipment (PPE), 170
pest(s). See also nuisance animals

invertebrate, collection methods for, 343
vertebrate, control of reproduction of, 520

pesticides
in collection of invertebrates, 344
definition of, 164
handling of samples of, 174
history of use, 155, 164
mortality and morbidity from, 164–69

dogs in detection of, 147
prevalence of, 155–57
research on, 156–57

as organic chemicals, 160
types of, 164

petrel, Leach’s storm-, sensory perception  
in, 469

petroleum products, mortality and morbidity 
from, 161

PGF
2a, 521

phagocytosis, definition of, 205

phalarope, Wilson’s, capture methods for, 77t
pharmaceuticals. See chemical immobilization; 

drug(s)
pharmacy boards, 119
pheasant(s)

dogs in studies of, 146
invasive marking of, 254t
noninvasive marking of, 237t, 239t, 241t, 243t

pheasant, Kalij, capture methods for, 79
pheasant, Korean, dogs in studies of, 144t
pheasant, ring-necked

age and sex determination for, 210t, 215t
capture methods for, 66t, 69t, 72t, 73, 79t
contaminant impacts on, 162, 168
invasive marking of, 246t
nest success of, 17–18, 38
reproduction of, 507, 508f

pheromones
in collection of invertebrates, 342–43, 342f
definition of, 342, 469, 505
in reproduction, 504–5
sensory perception of, 469

philosophy of science, 5–6
photograph(s)

aerial
census with, 292
in vegetation sampling, 404, 405–6

in disease investigations, 189
of radar information, 327
in vegetation sampling, 397, 404, 405–6

photographic fisheye lenses, 393
photoperiod, in reproduction, 519
photopigments, 468
photopollution, 468
phototaxis, 468
phthirapterans, description of, 337
phylogenetic relationships, 530, 531
phylogenetic species concept, 530
physical characteristics

in age and sex determination, 207–8
variation in, 208

pie charts, 45
pig. See hog
pigeon(s)

invasive marking of, 249t
noninvasive marking of, 238b
reproduction of, 518

pigeon, band-tailed
age and sex determination for, 217t
capture methods for, 69t, 71, 71t, 72t, 79t
reproduction of, 504

pigeon, rock
avicides for, 168
contraception for, 520, 521

pigments, marking of wildlife with, 242–44, 
243t

pilot studies
data collection methods in, 43
definition of, 32
purposes of, 4–5, 32
in radiotelemetry, 269b, 270

PIM, 280
pin lights, 240–41
pinnae, 467
pinning, of invertebrate specimens, 347
pinnipeds

age and sex determination for, 222t
contaminant impacts on, 170
noninvasive marking of, 243t

pinpoint radar, 327
pintail, northern. See duck, northern pintail
piperonyl butoxide, 166
pipe traps

capture of amphibians with, 106
capture of mammals with, 86, 87f
capture of reptiles with, 108, 108f, 111

PIR remote cameras, 313, 314t, 315t
pitfall traps

capture of amphibians with, 105, 106
capture of invertebrates with, 343–44
capture of mammals with, 84–86, 90
capture of reptiles with, 107–9, 109f, 110
safe-houses inside, 90, 93f

PIT tags, 247, 247t, 248b
pituitary gland, anterior, 516, 518
placental barrier, pesticides and, 165
placental scars, 512–13, 513f
plan position indicator (PPI), 323, 327–28
plant(s). See also vegetation

individual, definition of, 387
plant architecture, 401
plant extractions, in capture of mammals, 95
plant tissues, in contaminant investigations, 

178
plant toxins, natural, 169–70

herbivore detoxification of, 155, 169
plant use, measurement of, 399–401
plasma

collection of, 523
definition of, 205

plastic bands, marking of wildlife with, 
236–38, 238b, 238f

platform terminal transmitters (PTT) 
location systems, 274–75, 278–79, 279f

plot(s)
definition of, 29
in manipulative experiments, 2
in sampling methodology, 29–30
along transects, 27f, 30

plotless methods
of abundance estimation, 297–99
of vegetation sampling, 387, 389–90

plover, greater golden-, dogs in studies of, 
144t

plover, mountain
capture methods for, 77t
daily nest survival of, 377b, 377t
population growth models for, 349, 359b, 

364b
sex determination for, 546

plover, semipalmated, invasive marking of, 
246t
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plover, snowy, capture methods for, 77t, 
78–79, 79f

plumage characteristics, in age and sex 
determination, 209–13, 210t, 211f, 212f

pneumonia, aspiration, 134
POF, 504f, 507
point(s), in vegetation sampling, 387, 387f
point-centered-quarter method, 389, 389f
point counts, 294–95
point graphs, 45, 46f
pointing, of invertebrate specimens, 347
point-intercept method, 391–92
point-quarter method, 298–99
point sampling, 27f, 30
point-to-target (PTT) method, 298
poisoning. See also contaminants

secondary, 157
from avicides, 169
from inorganic chemicals, 163
from pesticides, 166
from rodenticides, 168

sublethal, 157
Poisson regression, 54–55
polar coordinates, in radar, 322, 322f
pole syringes, in chemical immobilization, 

124, 125
police radar, 324t, 326
political populations, definition of, 7
pollution. See also contaminants

light, 468
olfactory, 469
overview of sources, 155
sound, 467

polybrominated diphenyl ethers (PBDEs), 162
polychlorinated biphenyls (PCBs), 161–62
polycyclic aromatic hydrocarbons (PAHs), 

161
polymerase chain reaction (PCR), 193, 194, 

205, 527, 528
polymorphonuclear leukocyte, 506b
ponchos

in marking of wildlife, 239, 239t
in radiotelemetry, 265

POPAN-5 program, 309
population(s)

biological, 6–9
closed, 285, 357–58
definition of, 6, 8b, 285, 349
equilibrium in, 534
in experimental design, 20
founding, 541
geographic boundaries of, 6
GIS in studies of, 434–35
hierarchy of spatial units of, 6–7, 7f, 8b
ideal, 538
vs. individual animals, behavior of, 463
metapopulations, 6–7, 7f, 8b, 379b
open, 285, 358
political, 7
radar in monitoring of, 333–34
research, 7–9, 20, 24, 39
reservoir, 206

population analysis, 349–80
dispersal in, 356
inference in, 379–80
modeling approach to, 350
parameter estimation in, 375–78
population dynamics in, 349
of population growth (See population 

growth models)
of population viability, 15, 378–79, 434–35
reference sources on, 350
software programs for, 378

population control, wildlife contraception in, 
520–21

population density
definition of, 285
in density-dependent population growth, 

350, 352–56, 354b
in density-independent population growth, 

350
in disease management, 201, 203
dogs in estimation of, 143–46, 144t
and fertility, 354, 354t
and habitat quality, 412
indices of, 291–92
radiotelemetry in estimation of, 492–95
relative, 285
sampling of, 24–25, 25f, 28

population dynamics
conceptual models of, 10, 10f
definition of, 349
host–parasite interactions in, 183–84
importance of understanding, 349
major variables in, 56
in small populations, 350b

population estimates. See also abundance 
estimation

definition of, 285
radiotelemetry in, 492–95

population estimators, definition of, 285
population genetics, GIS in studies of, 435
population growth models, 350–75

birth rates in, 356–58, 364–68, 371–72
death rates in, 356–57, 364–72
density-dependent, 350, 352–56, 354b
density-independent, 350
dispersal in, 356
individual components of survival or birth 

in, 372–74
interspecific competition in, 374
predator–prey interactions in, 374–75
in small populations, 350b
stable age distribution in, 366–67
unimpeded, 351–52

population indices
in abundance estimation, 290, 291–92
definition of, 285, 290
dogs in estimation of, 143, 144t
effectiveness of monitoring changes with, 

39
limitations of, 39, 290

population projection matrices, 367–68
population size. See also abundance

effective vs. census, 538–39
molecular techniques for estimation of,  

543
and population viability, 541
radiotelemetry in estimation of, 492–95

population structure
age and sex ratios in, 207
and gene flow, 535

population trends
definition of, 285
life history traits in estimation of, 373b, 

373f
population viability, genetic diversity in, 541
population viability analysis (PVA), 378–79

applications for, 15, 378–79, 379b
approaches to, 378–79
GIS in, 434–35

porcine zona pellucida (PZP), 521
porcupine

capture methods for, 84t, 102
chemical immobilization of, 139t
invasive marking of, 249t, 250t
noninvasive marking of, 241, 242t
population growth models for, 375

portable drive nets, 82
positional dilution of precision (PDOP), 442, 

445b
posterior distribution, in Bayesian data 

analyses, 37
postnatal development

of birds, 209
of mammals, 218

postovulatory follicles (POF), 504f, 507
pot traps, 110
power, statistical, 288–89
power analysis, 19, 21, 32–34, 288–89
power lines, wildlife collisions with, 332–33
power snares, 75, 89
PPE, 170
PPI, 323, 327–28
PPS, 295–96
PPZH, 90
prairie-chicken, Attwater’s, capture methods 

for, 71, 71t, 73
prairie-chicken, greater

age and sex determination for, 214t
behavior of, 477f
capture methods for, 65t, 66t, 67, 68f, 69t, 

71, 71t, 72t, 75t, 76t, 79t, 80t
dogs in studies of, 144t
genetic diversity of, 537
noninvasive marking of, 238f
transmitters on, 266f

prairie-chicken, lesser
age and sex determination for, 208f, 214t
capture methods for, 76, 76t, 77f
dogs in carcass searches for, 147

prairie dog, capture methods for, 84t
precision

and accuracy, in abundance estimation, 
285–86, 286f

definition of, 24, 285
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in modeling, 350
in sampling, 24–25, 24f

precocial young, 209
predation

dogs in studies of, 150
marking of wildlife and, 234, 240, 242
nest (See nest predation)

predation coefficient, 375
predator–prey interactions

models of, 374–75
sensory perception in, 468
stress caused by, 522

predictions
definition of, 10
as step in research process, 2, 3, 4, 10–12

predictor variables
definition of, 415
proximate, 416
in resource selection functions, 415, 416
ultimate, 416

PREFER method, 421
pregnancy. See also reproduction

chemical immobilization during, 129
methods for detection of, 511–13

prescribed burning
data collection on effects of, 43
in management of deer and elk populations, 

39
preservation methods, for invertebrate 

specimens, 345–48
pressure receptors, 470
prevalence, definition of, 205
prey. See predation; predator–prey interactions
prey drive, of dogs, 143
primary feathers

in age and sex determination, 210t, 211, 211f
numbering of, 212f

primary productivity, net, measurement of, 
405

primates
invasive marking of, 255
reproduction of, 521
sensory perception in, 468, 470

priming pheromones, 505
principles, in theories, 11b
prions, 185, 205–6
prior knowledge, in frequentist vs. Bayesian 

inference, 34
prisms, clear-glass, 392
probability

definition of, 34
of detection (See detection probability)
of selection of resources, 413–16

probability density function, in survival 
analysis, 57

probability distribution, in Bayesian data 
analyses, 37

probability proportional to size (PPS), 295–96
problem animals. See nuisance animals; pest(s)
problem identification

in modeling, 22
in research, 6

procedural inconsistency, in research, 38
process variance, 378
productivity

dogs in estimation of, 144t, 146
measurement of net primary, 405

proestrus, 505f, 506b
profile boards, vegetation, 396
progesterone, 509, 516, 517t, 518–19, 520
programs

management (See wildlife management)
software (See software programs)

prolactin, 517t, 518
pronghorn

age and sex determination for, 220t, 227t
behavior of, 467, 469, 473
capture methods for, 73t, 87, 87t, 89t
chemical immobilization of, 137, 137t
handling methods for, 112
remote marking of, 233t
reproduction of, 512
sensory perception in, 467, 469

propiopromazine hydrochloride (PPZH), 90
prostaglandin F

2a (PGF
2a), 521

protected areas, GIS in design of, 435–36, 
437–38, 438f

protein(s)
as gene products, 526–27
structure of, 527

proteinase K, 529
protein electrophoresis, 527, 530
proximate hypotheses, 471–72
proximate predictor variables, 416
pseudoreplication, 18–19, 20–21, 39
ptarmigan, rock, age and sex determination 

for, 214t
ptarmigan, white-tailed

age and sex determination for, 214t
capture methods for, 80t
contaminant impacts on, 159

ptarmigan, willow
age and sex determination for, 210t, 215t
capture methods for, 67, 75t
dogs in studies of, 143, 144t, 146

PTT location systems, 274–75, 278–79, 279f
PTT method, 298
publication

challenges of, 38
as final step in research process, 5, 38
purposes of, 38

puffin, capture methods for, 79t
pukeko, genetic variation among, 528f
pulse(s), radar, 323
pulse interval modulation (PIM), 280
pulse oximeters, 128
PVA. See population viability analysis
P-value, definition of, 34–35
pyrethroids

in collection of invertebrates, 344
synthetic, 166

pyrethrum, 166
python, capture methods for, 111
PZP, 521

Q-nets, 73
Quade method, for analysis of resource 

selection, 420–21
quadrat charting, 390
quadrat methods, of vegetation sampling, 

387–88, 390
quail, California

age and sex determination for, 210t, 215t
resource use by, 413

quail, coturnix, age and sex determination 
for, 210t

quail, Gambel’s
age and sex determination for, 215t
capture methods for, 80t

quail, Japanese
measurement of hormones of, 523
reproduction of, 517t

quail, Montezuma
age and sex determination for, 215t
capture methods for, 67, 80t

quail, mountain, age and sex determination 
for, 215t

quail, scaled
age and sex determination for, 215t
capture methods for, 76t, 79t, 80t

qualitative data, definition of, 43–44
quality control, in scientific method, 5
quantitative data, definition of, 43–44
quantitative genetic approaches, 533
quinacrine dehydrochloride, 245
quoll, tiger

evolutionary significant units of, 533, 533b
taxonomic redefinition of, 533b

rabbit(s)
chemical immobilization of, 139t
marking of

invasive, 245t, 246t, 249t, 250t
noninvasive, 240t
remote, 233t

rabbit, cottontail
age and sex determination for, 224f
capture methods for, 66t, 95
handling methods for, 111
invasive marking of, 245t, 249t
reproduction of, 510, 511

rabbit, European
capture methods for, 86, 95
genetic diversity of, 538
thermal infrared cameras in studies of,  

317
rabbit, Lower Keys marsh, capture methods 

for, 83, 83t
rabbit, New England cottontail, molecular 

techniques in detection of, 544
rabbit, pygmy

capture methods for, 83t
remote cameras in studies of, 316

rabies
clinical signs of, 192
detection of, with thermal infrared 

cameras, 317
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rabies (continued)
management of, 201–2, 203
vaccines for, 201–2, 203, 315

raccoon
age and sex determination for, 221t, 226f
capture methods for, 84t, 88, 88f, 89t, 91t, 

92t, 94, 102–3, 148
contaminant impacts on, 168
handling methods for, 112
invasive marking of, 245t, 246t
remote cameras in studies of, 315, 317
reproduction of, 512
sensory perception in, 468

racerunner, six-lined, noninvasive marking 
of, 237t

radar, 319–35
acquisition of data from, 327–28
applications for, 319, 332–35
body mass of target in, 321, 321f
display of, 319–20, 320f
equipment and mechanisms of, 319–23
future of, 334–35
interpretation of data from, 328–32
limitations of, 319–20, 324
vs. other monitoring techniques, 319
types of, 323–27, 324t
in vegetation sampling, 406

radar absorbent material (RAM), 328–29
Radar Equation, 320–22, 320b
radar noise, 328
radial velocity, in Doppler radar, 325–26, 326f
radiation, spillover, 322, 322f
radioactive lights, marking of wildlife with, 

240–41
radioactive markers of wildlife, 244, 246–47, 

246t
radioimmunoassay (RIA), 518, 524
radiolabeling, 524
radiometers, in vegetation sampling, 404
radiotelemetry, 258–81

applications for, 258, 259, 480
assumptions in, 259, 263
in behavioral studies, 475
bias in, 259, 260–61, 263–64
criteria for using, 259, 268, 269t
data analysis in (See radiotelemetry data 

analysis)
data collection schedule in, 261
data management in, 262
data networks in, 276–77
data retrieval in, 274, 276–77
in dispersal studies, 259, 356, 490
equipment for (See radiotelemetry 

equipment)
goals of studies with, 480, 481
GPS in, 274, 276, 278, 444–45
in habitat selection studies, 416–17
in home range estimation, 481–89
locating signals in, 277–79, 278f, 279f
location error in, 263, 264
in movement studies, 481–83
number of animals needed for, 261–62

vs. radar, 319
in resource selection and use studies, 259, 

414, 416–17, 491–92
selection of animals for, 259, 260–61
study design with, 259–64
in survival analysis, 56–57, 358, 495–97

radiotelemetry data analysis, 480–98
criteria for choosing method of, 480–81
of general movement characteristics, 490
of home ranges, 481–89
of population size and density, 492–95
of resource selection, 491–92
software programs in, 481, 498–501
of survival, 495–97

radiotelemetry equipment, 264–77, 269t
attachment of, 265–68, 269b
for global tracking systems, 273–75
sensors integrated into, 275–76
vendors and distributors for, 281–83
for VHF systems, 268–73, 280–81

radio towers, phototaxis toward, 468
radiotransmitters. See radiotelemetry; 

transmitters
rail, black

capture methods for, 76, 76t
dogs in studies of, 146–47

rail, clapper, capture methods for, 76t
rail, king, capture methods for, 71, 71t
rail, sora, capture methods for, 76
rail, Virginia, capture methods for, 69t, 76, 

76t
rail, yellow

capture methods for, 66t, 69t
dogs in studies of, 144t, 146

rail(s), age and sex determination for, 217t
RAM, 328–29
random components, in models, 351
random distribution, of vegetation, 386
random effects, 18, 58
randomization rule, 287
randomized blocks, 17
random-pairs method, 389
random sampling

in molecular ecology, 542–43
in plotless methods, 297
simple, 25–26, 27f, 287
stratified, 27f, 28, 288
systematic, 288, 297

range
of estimates, 285
of radar, 321–22

rangefinders
for dart guns, 127, 127f
in vegetation sampling, 388

raptors
age and sex determination for, 218t
capture methods for, 69, 69t, 70, 71, 75t, 

77t, 79t, 94t
handling methods for, 111
invasive marking of, 245t, 254t
noninvasive marking of, 237t, 238, 241t

rarefaction, 60

rare species
conservation of genetic diversity of, 533
population viability analysis of, 15

rat(s)
invasive marking of, 245t, 249t, 254t
noninvasive marking of, 243t
reproduction of, 505f, 506b

rat, cotton, capture methods for, 83t
rat, kangaroo

capture methods for, 83t
sensory perception in, 470

rat, naked mole, invasive marking of, 247t
rat, Norway

contaminant impacts on, 169
invasive marking of, 247t
molecular techniques in tracking of, 544

ratio data, definition of, 44
ratio estimation, 29, 299–300
rationalism, 41–42
rattlesnakes

handling methods for, 112
invasive marking of, 247t, 249t
sensory perception in, 468

raven, Chihuahua, capture methods for, 79t
raven, common

contaminant impacts on, 163
sensory perception in, 467–68

raven(s), noninvasive marking of, 237t
razorbill, capture methods for, 71
realism

of laboratory experiments, 13
of models, 350
scientific, 6

real-time kinematic (RTK), 444
reasoning

inductive vs. deductive, 3f, 42
in rationalism, 41
in scientific method, 2, 3f

rebreathing systems, 124
receivers

GPS, 440, 441–43, 444b
VHF, 272–73, 273f, 281

reconnaissance surveys, of vegetation 
structure, 382

record(s), in data collection, 44
recorded calls. See bird call recordings
record keeping

in chemical immobilization, 120, 121b
in contaminant investigations, 174, 176, 180f
in disease investigations, 189, 191b, 192

recovery
of animals, from chemical immobilization, 

132
of landscapes, Landsat imagery of, 447–49, 

448f
recruitment, definition of, 357
rectangular plots, in vegetation sampling, 

387–88
reflectivity, in Doppler radar, 325–26
regression, 29, 36

assumptions in, 53
graphs in, 45, 46f
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linear, 51–52, 52f
logistic, 54, 55f, 422–25, 423t, 424t
multiple, 52–53
Poisson, 54–55
stepwise, 63
in survival analysis, 57–58

rehabilitation, after exposure to contaminants, 
172

reindeer, Svalbard, capture methods for, 93
reintroductions

behavior in, 465–66
and genetic diversity, 539

relative abundance, 285
relative population density, 285
remote cameras, 311–18

active infrared, 313, 315t
applications for, 311, 312f, 313–18, 344
data management with, 312–13
definition of, 311
history of use, 311
innovations in, 317
passive infrared, 313, 314t, 315t
pros and cons of, 313t, 315b
quality of equipment, 311–12
thermal infrared, 316–17

remote marking of wildlife, 233, 233t
remote monitoring. See radiotelemetry; 

remote cameras
remote sensing, 446–58

accuracy assessment of, 457–58
with Landsat, 404, 446–51
with lidar, 406, 451–57
vs. radar, 319
in risk assessment, 437
in vegetation sampling, 405–6

removal methods, of abundance estimation, 
302, 304–6

repeated measurements, 17
replicates (sample units). See sample units
replication, of studies, 32, 35
reproduction, 502–25

associated vs. dissociated patterns of, 514, 
514f, 516

effects of stress on, 521–22
female stages of, 503–16
hormones in, 516–20, 517t, 518f
human control of, 520–21
interbreeding in, 531–32
male stages of, 513–16
methods for measurement of, 502–16
modes of, 503–4, 503f
pesticides’ impact on, 165

reproductive isolation, in species definition, 
530

reproductive rate
methods for measurement of, 503–16
net, 372

reproductive success
of males, 514
methods for measurement of, 358, 514

reptiles. See also specific species and types
age and sex determination for, 207, 229

capture methods for, 65t, 107–11
chemical immobilization of, 137
contaminant impacts on, 167
fertility estimation for, 357
handling methods for, 112–13
marking of

invasive, 251, 255
natural, 232t
noninvasive, 239–40, 240t

reproduction of
associated pattern of, 514
clutch size in, 507
courtship in, 504
hormones in, 516, 519
modes in, 503, 503f
nest success in, 512
ovarian analysis of, 512
placental scars in, 512
uterine analysis of, 511–12

transmitters on, 266
worldwide decline in, 502

research, 1–40. See also experimental designs
applied vs. basic, 6
common problems in, 38–39
experimental vs. descriptive, 1–3
exploratory data analysis in, 4, 9–10
hypotheses in, 2, 3, 4, 10–12
integrated approach to, 6, 13, 16
literature review in, 4
modeling in, 2–3
outline of steps in, 3f, 4–5b
philosophical foundation of, 5–6
populations used in, 6–9
predictions in, 2, 3, 4, 10–12
preliminary data collection in, 4, 9
problem identification in, 6
theories in, 2, 3, 4, 10–12

research (statistical) populations, 7–9, 20, 24, 
39

research proposals, generation of, 289–90
reserves, GIS in design of, 435–36, 438f
reservoir population, definition of, 206
residue analysis, chemical, 179
resolution, level of, in modeling, 22
resource abundance, definition of, 411
resource availability

definition of, 411, 491, 492
estimation of, 417–18, 491–92

resource avoidance, definition of, 491
resource management, adaptive, 40
resource preference, definition of, 411, 491
resource selection, 410–28

definition of, 411, 491
food availability in studies of, 419–20
hierarchical nature of, 418, 491
management implications of, 412
methods for analysis of, 420–22, 421t
methods for detection of, 416–17
radiotelemetry in studies of, 259, 414, 

416–17, 491–92
relative probability of, 413–16
scales (levels) of, 418

study areas for, 417–19
study designs for, 411–16, 413b, 420, 491–92

resource selection functions (RSFs)
applications for, 415, 421
assumptions in estimation of, 415–16
for categorical data, 422–25
definition of, 414
models for, 415, 415f
in study designs, 414

resource selection ratios, 422
resource units, definition of, 411, 415
resource use, 410–28. See also food; habitat

applications for studies of, 410, 411
definition of, 411, 491
methods for detection of, 416–17
modeling of, 422–27
radiotelemetry in studies of, 259, 414
scales (levels) of, 411–13
study designs for, 411–16, 413b, 420, 491–92

respirators, in contaminant investigations, 171
respiratory function, during chemical 

immobilization, 128, 132–33
response variables, 19
restraining traps

Best Management Practices and standards 
for, 90, 91t, 92t, 96–104

capture of mammals with, 88, 88f, 89f, 
96–104

restriction endonucleases, 527
restriction fragment length polymorphisms 

(RFLPs), 527
retroduction, definition of, 42
RFLPs, 527
rhea, greater, capture methods for, 66t, 81
rhinoceros, black

natural markings of, 232t
ultrasonography of, 509

rhinoceros, Indian, reproduction of, 517t, 520
rhinoceros, ultrasonography of, 509
rhinoceros, white, reproduction of, 517t, 520
Rhodamine B, 244–45
RIA, 518, 524
right censoring, 495
risk assessment, GIS in, 436–38
road(s)

animal behavior around, 477
in capture of reptiles, 107
interactions between wildlife and vehicles 

on, 313
road sampling, 27f, 30–31
robin, American, capture methods for, 69t
robotics, in behavioral studies, 475–76, 476f
rocket nets

capture of birds with, 72, 72f, 72t
capture of mammals with, 72t, 83

rock turning, in capture of amphibians, 107
rodent(s). See also specific species and types

age and sex determination for, 224t
capture methods for, 89
handling methods for, 111–12
invasive marking of, 245t, 246t, 249t, 252t
noninvasive marking of, 237t, 240t
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rodenticides, 168
anticoagulant, 155–56, 168, 173t
clinical signs of exposure to, 173t
prevalence of incidents involving, 155
types of, 168

rodeo method of capture, 93
roosting birds, radar in studies of, 333, 333f
rotenone, 166–67
RSFs. See resource selection functions
RTK, 444
ruby lasers, 252

safety considerations
in contaminant investigations, 170–72
in disease investigations, 170, 171, 196
with radar, 327

sage-grouse. See grouse
salamander(s)

capture methods for, 86, 105–7, 111
invasive marking of, 245t, 246, 246t, 249t, 

252t, 253t, 255
noninvasive marking of, 243t, 244
reproduction of, 504, 514

salamander, blackbelly, capture methods for, 
107

salamander, blue-spotted, capture methods 
for, 106

salamander, dusky, natural markings of, 232t
salamander, marbled, capture methods for, 

106
salamander, red-backed, capture methods for, 

107
salamander, spotted, natural markings of, 

232t
salamander, tiger, noninvasive marking of, 

240t
salmon, Pacific, sensory perception in, 469
salt blocks, in capture of mammals, 94, 95–96
salvage permits, 172
sample allocation, optimal, 32
sample sizes

calculation of, 5, 19, 21, 288–89
definition of, 18
importance of, 33, 288
in pilot studies, 32
in power analysis, 33–34
standardization of, 60

sample units (replicates)
definition of, 287
examples of, 287
lack of independence in, 39
in random sampling, 25–26
sampling design for selection of, 287–88
vs. subsamples, 18–19, 39
in systematic sampling, 26–28

sampling, 23–31
accuracy in, 24–25, 24f
bias in, 24–25, 24f, 30
design options for, 25–29, 27f, 287–88
destructive vs. nondestructive, 529
dogs’ role in, 143–47, 144–45t
importance of, 12–13, 42

methodology of, 29–31
precision in, 24–25, 24f
from research populations, 7, 24

sampling distribution, definition of, 285
sampling frame, 25
sampling intensity, 288
sampling variation, 378
sandpipers, noninvasive marking of, 237t
SAS, 62
satellites

GPS, 440, 441, 441b, 441f, 442
Landsat, 404, 446–51
in lidar systems, 452
vs. radar, remote sensing with, 319
in radiotelemetry, 274–75
in vegetation sampling, 404–5

sawflies, description of, 337
S-band, 321, 324t
scale

definition of, 409
of laboratory experiments, 13
in vegetation sampling, 409

scale clipping, 253t, 254
scan sampling, 473t, 474
scat

detection by dogs, 148–50, 152, 520, 544
in dietary analysis, 545
in disease investigations, 193
DNA extraction from, 148, 529, 530, 530t, 

542, 543, 545
in habitat selection studies, 417
hormone metabolites in, 520, 522, 524

scatter plots, 45, 46f
scaup, lesser, capture methods for, 69t
scavenging, of contaminated carcasses, 157, 

164
scenario planning, 40
scents

in behavior, 469
in capture of mammals, 94–96, 95t
in capture of reptiles, 109
detection by dogs, 140–50

Schnabel estimator, 307–8
Schumacher–Eschmeyer estimator, 308,  

308t
science. See also research

knowledge as goal of, 41
philosophy of, 5–6
wildlife, 1

scientific method. See also experimental 
designs; research

applications in natural systems for, 3–4
vs. modeling, steps of, 15
outline of steps in, 3–6, 3f, 4–5b

scientific models, 11b, 21–22
scientific names, lists of, 113–16, 256–57
scientific realism, 6
scientific research. See research
scoopers, in capture of reptiles, 108–9, 108f
scope, of laboratory experiments, 13
scoter, surf, capture methods for, 67
scrapie, 185

seabirds
capture methods for, 65, 65t, 75t
noninvasive marking of, 237t

seal(s)
chemical immobilization of, 138–39
invasive marking of, 245t, 250t, 252t, 254t
noninvasive marking of, 243t

seal, harbor, population estimation for, 493
seal, ringed

capture methods for, 83
dogs in studies of, 144t, 147

sea lion, Stellar, invasive marking of, 250t
sea lion(s), chemical immobilization of, 

138–39
search engines, Internet, 439
seasonality. See also breeding seasons

of disease outbreaks, 185
second-order selection, 418, 491
sedatives

in chemical immobilization, 120, 122, 122t
emergency treatment for human exposure 

to, 136
sediment, in contaminant investigations, 178
seeds, sampling techniques for, 402, 403–4, 

407–8, 420
seizures, during chemical immobilization, 

134
selection, in genetic diversity, 539–41
selection ratios, 422
selective harvesting, 540–41
selenium, 158
self-tripping nest traps, 78
seniority, in estimation of survival rates, 

360–61
sensitivity analysis, 13
sensors, in radiotelemetry, 275–76
sensory perception, 466–71

in direct observations, 472
importance of understanding, 466–67
need for studies on, 479t
types of, 467–71

septicemia, definition of, 206
sequence sampling, behavior, 474
sequential sampling, 29, 29f
serology

definition of, 206
in disease investigations, 195

serum
collection of, 523
definition of, 206

sevoflurane, 123
sex

determination of (See sex determination)
in disease investigations, 192
in dispersal, 534–35
heterogametic determination of, 535

sex characteristics, secondary, in age and sex 
determination, 218

sex chromosomes, 535, 545, 546
sex determination, 207–29

for birds, 207, 209–13, 507, 546
DNA-based, 545–46
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for mammals, 207, 218–29, 545
morphological characteristics in, 208
physical characteristics in, 207–8

sex-ratio estimator, 305–6
sex ratios, unequal, 538
sex-specific dispersal, 534–35
sexual imprinting, 464, 479t
sexually dimorphic species, age and sex 

determination for, 207
sexual selection, 479t
Shannon–Weiner function, 61–62
sheep, age and sex determination for, 220t, 227t
sheep, bighorn

chemical immobilization of, 137t, 138
genetic diversity of, 539
population estimation for, 493, 494
remote cameras in studies of, 316

sheep, Dall
capture methods for, 72t, 73t, 92
remote marking of, 233t

sheep, desert bighorn
GIS in studies of, 437
lidar in studies of, 456

sheep, domestic
reproduction of, 518f, 519
rodenticides and, 168

sheep, mountain
behavior of, 475f
capture methods for, 71t, 72t, 73t, 76t, 82
handling methods for, 112
marking of

invasive, 252t
noninvasive, 241, 242t
remote, 233t

paired observations of diet of, 31
reproduction of, 512

shellfish, natural toxins in, 169, 170
shell notching, 253t, 254
Sherman traps, 79, 85–86
shock, emergency medicine for animals in, 

133
shorebirds

capture methods for, 66t, 71, 71f, 71t, 76t, 
80

contaminant impacts on, 169
dogs in studies of, 146
handling methods for, 111

shoveler, northern
capture methods for, 69t
disease in, 192

shrew, masked, capture methods for, 85, 105
shrew, short-tailed, capture methods for, 87
shrew(s), capture methods for, 84, 85
shrike, loggerhead, capture methods for, 69t, 

73, 75t
shrubs

fruits of, 402–3
sampling of

in food selection studies, 419–20
techniques for, 387, 388, 392–93, 395, 

400–401
time required for, 384t

side-flap pails, 105
side lobes, radar, 322, 322f, 324–25
sightability. See also detection probability

in population estimation, 493, 494
sighting tubes, 393
signal to noise ration (SNR), 445b
significance level, 33, 288
silver nitrate, 252
simple random sampling, 25–26, 27f, 287
Simpson’s index, 62
simulation models. See scientific models
single-factor analyses, 16–17
single nucleotide polymorphisms (SNPs), 

527t, 529
siphonapterans, description of, 338
site fidelity, methods for analysis of, 489–90
size. See body size
skeletochronology, in age and sex determina-

tion of mammals, 229
skimmer, black, noninvasive marking of, 240t
skink

capture methods for, 107, 108
invasive marking of, 246t
noninvasive marking of, 241t

skin transplantation, marking with, 255
skunk(s)

age and sex determination for, 222t
capture methods for, 89t
chemical immobilization of, 139t
invasive marking of, 245t

skunk, striped, capture methods for, 84t, 91t, 
104

slide mounting, of invertebrate specimens, 
346

slotted-waveguide antennas, 324
smell. See olfaction; scents
smelting, mortality and morbidity related to, 

155, 157, 158
smoothing parameter, 486
snake(s)

capture methods for, 107, 108, 109, 110–11
handling methods for, 112–13
marking of

invasive, 246t, 247t, 249t, 251, 252, 252t, 
253t, 254

natural, 232t
noninvasive, 243t

reproduction of, 503
sensory perception in, 468

snake, brown tree
capture methods for, 109, 110
dogs in management of, 151

snake, garter, capture methods for, 110
snake, pine, invasive marking of, 247t
snake, red-sided garter, reproduction of, 514, 

514f, 516, 519
snake rake, 108
snares

cables used for, 96, 96f, 97f
capture of birds with, 73–75, 75t
capture of mammals with, 83, 87–90, 89f, 

89t, 96–104

capture of reptiles with, 111
list of manufacturers of, 116–17

snipe, Wilson’s, age and sex determination 
for, 217t

snowmelt, in nest success, 17
snowmobiles, in capture of mammals, 83,  

93
SNPs, 527t, 529
SNR, 445b
social behavior

importance of understanding, 462
robots in studies of, 476

social cueing, 476
social stress, 521, 522
social structure

and genetic diversity, 535
sampling of, 473t, 474

Society for Conservation GIS, 439
sodium pentobarbital, accidental mortality 

from, 163–64
software programs

for abundance estimation, 309, 310b, 499
for behavioral studies, 475
for data analysis, 62, 62t
for modeling, 23, 378
for parameter estimation, 375, 378
for population analysis, 378
for radar data interpretation, 331
for radiotelemetry data analysis, 481, 

498–501
for spatial technologies, 430, 460
for vegetation sampling, 404, 409, 446b

soil
anthrax in, 185
samples of, in contaminant investigations, 

178
solvents, organic, mortality and morbidity 

from, 160
sora, capture methods for, 69t, 76t
sound pollution, 467
sound production

array systems for recording, 476
by birds, recordings of, in capture 

techniques, 67, 69–70, 76, 80, 80t
functions of, 467–68

Southeast Cooperative Wildlife Disease 
Study, 189, 190b, 196

space use
definition of, 481
methods for estimation of, 481–90
outliers in, 482
overlaps in, 489–90

sparrow, Bachman’s
capture methods for, 67
GIS in population models of, 434

sparrow, Brewer’s, habitat selection by, 412
sparrow, chipping, capture methods for, 75t
sparrow, house

capture methods for, 77t, 79t
dogs in carcass searches for, 147
noninvasive marking of, 237t

sparrow, song, reproduction of, 519
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sparrow, white-crowned, reproduction of, 
514, 517t, 519f

sparrow, white-throated, stress in, 521
spatial heterogeneity, in habitat selection 

studies, 419
spatial relationships, definition of, 433b
spatial technologies, 429–61. See also specific 

types
applications for, 429, 430
data documentation in, 458–60
data standardization in, 458–60
in habitat mapping, 432–34
integration of data from multiple, 429, 430
limitations of, 430
misuse of, 430, 431b

species
biological vs. phylogenetic concept of, 530
definition of, 6, 8b, 530, 531
evolutionary significant units of, 532–33
molecular techniques for identification of, 

544–45
taxonomic identification of, 530–31

species distribution
in abundance estimation, 290
GIS in studies of, 437
lidar in studies of, 454
remote cameras in studies of, 313

species diversity
need for studies on, 479t
species heterogeneity as measure of, 61–62
species richness as measure of, 59–61

species enumeration, 59
species heterogeneity, 61–62

definition of, 61
methods for estimation of, 61–62

species richness
comparison among communities, 60
definition of, 59
GIS in studies of, 435
indices of, 59
lidar in studies of, 455–56
methods for estimation of, 59–61

specimen collection
in contaminant investigations, 171
in disease investigations, 192–97
dogs used in, 147–48

specimen handling. See handling
spectral width, in Doppler radar, 325–26
speculation, role of, 37–38
sperm

artificial insemination of, 505, 518, 519
collection by robots, 476
cryopreservation of, 505
hormones and, 519
measurement of, 514–15, 515b
motility of, 514–15
production of, 513–14, 519

spermatids, 516
spermatogenesis, 513–14, 519
spermatogonia, 516
spermatozoa, 514–15
spherical densiometer, 393, 393f

spheroid, 445b
spillover radiation, 322, 322f
spot mapping, 293
spreadsheet files, 44
spruce, white, density of, 389
SQL, 439
squirrel(s)

chemical immobilization of, 139t
invasive marking of, 245t, 250t, 252t
noninvasive marking of, 243t

squirrel, Abert’s, capture methods for, 83t
squirrel, California ground, capture methods 

for, 83t
squirrel, Delmarva fox, lidar in studies of, 454
squirrel, eastern gray

age and sex determination for, 223t, 225f, 
226f

capture methods for, 83t, 84, 104
contaminant impacts on, 168
noninvasive marking of, 242t
population growth models for, 365t, 368
reproduction of, 512

squirrel, flying, capture methods for, 83t
squirrel, fox

age and sex determination for, 223t
capture methods for, 83t, 84, 104
fertility estimation for, 357
invasive marking of, 248b, 248f, 250t

squirrel, ground
capture methods for, 86, 89t
sensory perception in, 469

squirrel, Mt. Graham red, habitat models  
of, 434

squirrel, northern flying
capture methods for, 84
habitat of, in forest planning, 434

squirrel, red
capture methods for, 83t, 104
handling methods for, 112
remote marking of, 233t

squirrel, Townsend’s ground, invasive 
marking of, 247t

squirrel, tree, abundance estimation of, 297
squirrel glider, capture methods for, 86
stable age distribution, 366–67, 369–70
stacked beams, 323
staff-ball method, 397, 397f
staggered entry, 497
standard deviation

calculation of, 289
definition of, 285

standard error
definition of, 18, 285
precision and, 24

standing crop. See biomass
starling, European

avicides for, 168
capture methods for, 77t, 80
invasive marking of, 249t
radar in management of, 333f

states, behaviors as, 474
static analyses, of animal interactions, 489

static mode, 445b
statistic(s), definition of, 285
statistical analyses, in research process, 31–32
Statistical Analysis System (SAS), 62
statistical inference

essential role of, 42
on field data, 48–62
frequentist vs. Bayesian approaches to, 34

statistical models, 11b, 21
statistical population reconstruction analysis, 

493, 495
statistical populations. See research populations
statistical power, 288–89
statistical tests, in scientific method, 3, 3f
statisticians, consultation with, 21, 41, 42
stem-count method, 400
Stephenson traps, 83
stepwise regression, 63
sticky pads, in capture of reptiles, 108
sticky traps, in collection of invertebrates, 

342, 342f
stilt, black-necked, capture methods for, 77t
stilt, noninvasive marking of, 241t
stochastic difference equation models, 23
stochastic models, definition of, 351
stock identification, genetic, 544
stopover habitat, radar in studies of, 334
storage, of invertebrate specimens, 345–48
stork, wood, remote marking of, 233t
stratified random sampling, 27f, 28, 288
streamers, marking of wildlife with, 241–42, 

241–42t, 242f, 250
stream searches, for amphibians, 105
stress

definition of, 521
effects on reproduction, 521–22
endocrinology of, 502, 516, 521–23
indicators of, 522–23
measures of, 522–23
need for studies on, 479t

stressors
definition of, 521
in risk assessment, 436

strip counts, 293–94
strip transects, 30
strong inference, 3
study designs, types of, 12–16, 12f
study plots, in manipulative experiments, 2
subcaudal scale clipping, 253t, 254
sublethal effects, of contaminants, 157
subsamples, 18–19, 39
subspecies

definition of, 8b
taxonomic identification of, 530–31

succinylcholine, 122, 137
sufentanil, 123, 136
surveillance, in disease investigations, 206
surveillance radar, 323, 323f, 326, 329, 329f
surveys

definition of, 24
design checklist for, 25, 26b

survey sampling, 24
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survival
apparent, 358, 361
observed, 358
true, 358

survival analysis, 56–58
criteria for design of, 58
development of models for, 47
molecular techniques in, 543
radiotelemetry in, 56–57, 358, 495–97
regression in, 57–58
survivorship functions in, 57

survival rates
age-dependent, 364–71, 364b
death rates as complement of, 358
individual consideration of components of, 

372–74
methods for estimation of, 358–64, 368–71, 

495–97, 543
survivorship curves, 366, 366f

type I, 366
type II, 366
type III, 366

survivorship functions, 57, 366
swallow(s)

noninvasive marking of, 237t
sensory perception in, 470

swallow, bank, capture methods for, 73, 75t, 
77t

swallow, barn
capture methods for, 77t
genetic mutation in, 534

swallow, cliff, capture methods for, 77t
swallow, tree

capture methods for, 77, 77t
radar in studies of, 333

swan(s)
age and sex determination for, 211, 213t
capture methods for, 65t
contaminant impacts on, 163
noninvasive marking of, 234t, 243t

swan, Bewick’s, natural markings of, 232t
swan, mute

age and sex determination for, 211
contaminant impacts on, 163

swan, trumpeter, capture methods for, 65, 66t
swan, tundra, noninvasive marking of, 236f
Swedish goshawk traps, 80
sweep nets, 339–40, 339f, 340f
swift, Vaux’s, capture methods for, 67
swift(s), noninvasive marking of, 243t
swiftlet, cave, sensory perception in, 467
swim-in bait traps, 79
swine flu, H1N1 strain of, 181
synthetic pyrethroids, 166
syringes, in chemical immobilization, 124–25

accidental injection of humans in, 134–36
systematic sampling, 25, 26–28, 27f, 288, 297, 

542–43
system boundaries, in modeling, 22

tables, data presentation in, 44–45
tactile sensory systems, 470

tag(s)
genetic, 542
marking of wildlife with, 248–51, 249–50t, 

250b, 250f, 251f
molecular, 543
recovery of, in estimation of survival rates, 

362–64
tail clipping, 255
tail feathers, in age and sex determination, 

211, 211f
tail fin clipping, 255
TAMER, 112
tapes, marking of wildlife with, 241–42t
target species

of detection dogs, 149
of pesticides, 164

target-to-nearest-neighbor (TNN) method, 
298

taste, 469–70
taste aversion, conditioned, 469
tattoos, marking of wildlife with, 247–48, 

248f, 249t
taxonomic delineations, 531
taxonomy, 530–33

evolutionary significant units in, 532–33
genetics in, 530–33
history of, 530
hybridization in, 531–32
at species and subspecies level, 530–31

2,3,7,8-TCDD, 162
teal, blue-winged, capture methods for, 69t
teal, green-winged

age and sex determination for, 212f
behavior of, 474

teeth. See dentition
telemetry. See radiotelemetry
teratogens, 158
tern(s)

noninvasive marking of, 237t, 243t
remote marking of, 233t

tern, common, remote marking of, 233t
tern, least

capture methods for, 78, 79f
invasive marking of, 251f

terrain, lidar data on, 453–54, 453f, 456
terrapin, diamondback

capture methods for, 110
noninvasive marking of, 243t, 244

terrestrial resource use. See resource use
terrestrial sampling, of invertebrates, 339–45
territorial mapping, 293
territorial species, home ranges of, 481, 492
territories, vs. home range, 481
testes, 513–16, 519
testosterone, 514, 516, 517t, 519, 519f
tests, power of, 32–33
tetrachlorodibenzo-p-dioxin (2,3,7,8-TCDD), 

162
tetracyclines, marking of wildlife with, 245
thebaine, 122
theories, 10–12

components of, 10, 11b

confronting with data, 31–37
definition of, 10
development of, 2, 3, 6, 10, 10f
testing of, 2, 3, 6

therapeutic indices, definition of, 120
thermal infrared cameras, 313t, 316–17
thermometers, in chemical immobilization, 

127–28
thermoregulation

in capture of mammals, 84
during chemical immobilization, 127–28, 

133
emergency medicine for problems with, 

133, 134f
thiafentanil, 123, 136
third-order selection, 418, 491
threat intensity, GIS in evaluation of, 436
throw nets, capture of birds with, 65–66
ticks

collection methods for, 343
description of, 338
sensory perception in, 466

tiger, Amur
capture methods for, 89t
scat of, detection by dogs, 149

tiger, natural markings of, 232t
tiletamine (zolazepam), 81, 122, 136, 137
time

in modeling, 351 (See also continuous-time 
models; discrete-time models)

in radiotelemetry studies, 483
time-area surveys, 297
time budgets, 474
time-constrained searches

for amphibians, 104–5
for reptiles, 107

timed dip-net collections, of amphibians, 105
time-of-detection method, 302–3
time origin, in survival analysis, 497
time-specific life tables, 369–70, 371
TimeSync, 450–51, 451f, 452f
time-to-event modeling. See survival analysis
tissues. See animal tissues; plant tissues
tit, blue, lidar in studies of, 454
tit, great, lidar in studies of, 454
tit, marsh, lidar in studies of, 454
T lymphocytes, 206
TNN method, 298
toad(s)

capture methods for, 111
invasive marking of, 246t, 247t, 249t, 252t, 

253t
noninvasive marking of, 243t
reproduction of, 504, 517t

toe clipping, 253–54t, 255
toenail clipping, 254, 255f
tolazoline, 124
Tomahawk traps, 84, 85f, 86
tooth. See dentition
topography, lidar data on, 454, 455f, 456
tortoise(s)

invasive marking of, 252t
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tortoise(s) (continued)
noninvasive marking of, 243t
reproduction of, 517t, 519

tortoise, Bolson, capture methods for, 109
tortoise, desert

abundance estimation of, 304
capture methods for, 109
dogs in studies of, 144t, 147
invasive marking of, 247t

total mapping, 293
touch, 470
toxic, definition of, 206
toxicant(s), definition of, 206
toxicology

definition of, 206
in disease investigations, 195

toxicosis, definition of, 158
toxins, definition of, 206. See also contaminants
tracking lights, nocturnal, 240–41, 240t
tracking radar, 324t, 326
tracks, animal, in habitat selection studies, 

417
traditional distance sampling, 296
traffic radar, 326
trailing devices, 239–40, 240t
training

in chemical immobilization, 118
in necropsy techniques, 196
in vegetation sampling, 385–86

trajectory-based change, 447
trammel nets, 109
tranquilizers

antagonists for, 124
in chemical immobilization, 120, 122, 122t
emergency treatment for human exposure 

to, 136
during transportation, 132

tranquilizer trap devices (TTDs), 90, 113
transects, 30

plots along, 27f, 30
traps along, 86

translation, in theories, 11b
translocation programs, gene flow in, 536–37
transmissible spongiform encephalopathies 

(TSEs), 185, 206
transmission, definition of, 206
transmitters. See also radiotelemetry

attachment of, 265–68, 269b
effects on wildlife, 263, 269b
PTT, 274–75
VHF, 270–71, 280–81
weight of, 268, 274, 280

transponders, marking of wildlife with, 247, 
247t, 248b

transportation
of samples

in contaminant investigations, 174
in disease investigations, 198, 198b

of wildlife
chemical immobilization in, 132
stress caused by, 521

Transportation, U.S. Department of (DOT), 
on transport of diagnostic specimens, 
198

transport hosts, definition of, 206
trap(s)

Best Management Practices and standards 
for, 87–90, 91t, 92t, 96–104

capture of amphibians with, 86, 105–6
capture of birds with, 73–80
capture of invertebrates with, 339–44
capture of mammals with, 76t, 81, 82–90, 

96–104
capture of reptiles with, 107–11
list of manufacturers of, 116–17
signaling devices for, 93, 94t
in vegetation sampling, 402, 403

trapping grids, in population estimation, 493, 
494–95

trays, insect, 347, 347f
treatment levels, 20
tree(s)

age of, 399
dimensions of, 398–99, 398f
fruits of, 401–2
growth models for, 58
growth rings of, 399
sampling of

techniques for, 388, 389, 392–93, 398–99
time required for, 384t

structural characteristics of, 399
triangulation, of radio signals, 277–78, 278f
triazines, 167
tricaine methane sulfonate, 136–37
trichothecenes, 170
trophic level, in contaminant impacts, 154
true survival, 358
TSEs, 185, 206
TTDs, 90, 113
t-test, 50–51
tuberosities, suspensory, 218, 224f
tuned loops, 271
turkey, Rio Grande wild, remote cameras in 

studies of, 312f, 316, 317
turkey, wild

age and sex determination for, 209, 211f, 
213, 215t

capture methods for, 71, 71t, 72, 72t, 79t,  
80

handling methods for, 111
invasive marking of, 249t
noninvasive marking of, 241t
reproduction of, 517t

turnstone, ruddy, capture methods for, 72t
turtle(s)

capture methods for, 109, 109f, 110, 110f
invasive marking of, 246t, 247t, 249t, 251, 

252, 252t, 253t, 254, 255
noninvasive marking of, 239, 240t, 243t
reproduction of, 507, 512

turtle, black pond, capture methods for, 110
turtle, box, noninvasive marking of, 240t

turtle, green sea
genetic diversity of, 535
noninvasive marking of, 240t
reproduction of, 508

turtle, Kemp’s Ridley sea, taxonomic status 
of, 531

turtle, loggerhead sea
molecular techniques in tracking of, 544
reproduction of, 508
sensory perception in, 471f

turtle, northern map, capture methods for, 
110

turtle, painted
birth of, 512, 512f
capture methods for, 110, 110f

turtle, sea
age and sex determination for, 229
contaminant impacts on, 170
invasive marking of, 247t, 249t, 252t
reproduction of, 507–8, 509, 516, 517t
sensory perception in, 468, 471
ultrasonography of, 509

turtle, snapping
contaminant impacts on, 161–62
handling methods for, 113

turtle, spotted, noninvasive marking of, 241t
turtle, three-toed box, transmitters on, 267f
turtle eggs, noninvasive marking of, 244
twig-count method, 395, 419
type I errors, 33, 288, 289
type II errors, 33, 288, 289

UD. See utilization distribution
Ugglan traps, 86
ulcers, gastrointestinal, 521
ultimate hypotheses, 471–72
ultimate predictor variables, 416
ultralight aircraft, migratory behavior taught 

with, 464, 465f
ultrasonic detection, in capture of mammals, 

82
ultrasonography, of mammal ovaries, 509, 

509f
ultraviolet light, sensory perception of, 468
Umwelt, 466, 478
UNEP-GRID, 440
ungulates. See also specific species and types

behavior of, 467, 469–70, 475
chemical immobilization of

drugs for, 137–38, 137t
emergency medicine in, 133, 133f, 134
transportation during, 132

invasive marking of, 252t, 255
noninvasive marking of, 234t, 235f, 236f, 

242t
sensory perception in, 467, 469–70

uniform distribution of vegetation, 386
unimodal data distribution, 49
United Nations Environmental Program’s 

Global and Regional Integrated Data 
(UNEP-GRID), 440
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Universal Transverse Mercator (UTM), 26
urban wildlife, chemical immobilization of, 

131–32
urination posture, in sex determination, 208, 

208f
urine

in capture of mammals, 95
DNA extraction from, 529
hormone metabolites in, 520, 522, 524
in reproduction, 505
sensory perception of, 469–70

uterine analysis, 511–12
utilization distribution (UD)

definition of, 482
home range as aspect of, 482
methods for estimation of, 482, 484–90, 

485f
UTM, 26

vaccine(s)
immunocontraceptive, 521
rabies, 201–2, 203, 315
remote cameras in studies of delivery of, 

315
vacuum sampling, 340–41, 340f, 341f
vagina, 505, 505f, 506b
vaginal implant transmitters, 93, 93t
vaginal smear procedure, 506b
validation, model, 23, 37
variables

challenge of controlling, 1
independent (treatment), 19–20
predictor, 415
response (dependent), 19

variance
in abundance estimation, 285, 286, 290–91
analysis of (See analysis of variance)
calculation of, 49, 289
definition of, 285

vectors, definition of, 206
vegetation

definition of, 381
types of, 381

vegetation manager (VEMA) software, 446b
vegetation phenology, 405
vegetation sampling, 381–409

applications of, 381, 406–9
equipment for, 385, 385t
GIS in, 405–6, 432
goals of, 382–83
initial steps in, 382–83
Landsat imagery in, 404, 447–51
lidar in, 406, 454–56
preparations for, 383–86
software programs for, 404, 409, 446b
study site selection in, 382–83, 383f
techniques of, 386–401

for biomass, 394–96
for cover, 390–93, 404
for density, 387–90
in food selection studies, 419–20

for frequency of occurrence, 386–87, 
386f, 387f

for fruit, 401–4, 420
for herbage height, 397–98
multiple-scale, 404–6
for plant use, 399–401
for visual obstruction, 396–97

time required for, 383, 384t
vegetation structure

definition of, 381
lidar data on, 454–56, 454f, 455f
reconnaissance surveys of, 382

vehicle(s)
in capture of birds, 81
interactions between wildlife and, 313
radar in, 326–27

VEMA software, 446b
ventral scale clipping, 254
verification, model, 23
vertebrate(s). See also specific species and types

invertebrate interactions with, 336, 338, 
344–45

pest control chemicals aimed at, 168–69
vertically scanning radar, 323
very high frequency (VHF) radiotelemetry, 

268–73
antennas in, 270–72, 271f, 272f, 280–81
applications for, 258
frequency selection for, 268–70
location error in, 264
vs. other systems, 268, 269t
receivers in, 272–73, 273f, 281
transmitters in, 270–71, 280–81

veterinarians, in chemical immobilization, 119
VHF. See very high frequency
viability

individual, 540
population (See population viability)

vibrissae, 470
video cameras

in behavioral studies, 476–77
live streaming, 317

VIEs, 246
viper, pit, sensory perception in, 468
viper, rhinoceros, handling methods for, 112
vireo, black-capped, genetic diversity of, 536b, 

536f
virology

definition of, 206
in disease investigations, 194

virulence, definition of, 206
virulent, definition of, 206
viruses

cytopathic effects of, 194, 204
in disease investigations, 194

visible implant elastomers (VIEs), 246
vision, 468
visual acuity, 468
visual attractants

in capture of mammals, 96
in capture of reptiles, 109

visual observations, of invertebrate–vertebrate 
interactions, 344–45

visual obstruction, in vegetation sampling, 
396–97, 396f, 397f

vital rates. See birth rates; survival rates
vital signs monitoring, in chemical immobili-

zation, 128, 131
vitellogenesis, 504
viviparous species, 503
VNTRs, 528
vocalization. See sound production
vole, bank

capture methods for, 94
genetic mutation in, 534

vole, meadow, survival rate estimation for, 
361, 361t

vole, pine, reproduction of, 507
vole, prairie, handling methods for, 111
vole(s), invasive marking of, 246t, 247t
volume of intersection index, 490
vomeronasal organ, 469–70, 470f
vomiting, during chemical immobilization, 

134
voucher specimens, 345
vulture(s)

contaminant impacts on, 164
invasive marking of, 249t
noninvasive marking of, 237t, 238
sensory perception in, 469

vulture, black, contaminant impacts on, 159
vulture, long-billed, contaminant impacts  

on, 164
vulture, Oriental white-backed, contaminant 

impacts on, 164
vulture, slender-billed, contaminant impacts 

on, 164
vulture, turkey

contaminant impacts on, 159
sensory perception in, 469

WAAS, 443–44
walk-in duck nest traps, 78
walk-in traps, capture of birds with, 76–77, 

77f, 78, 79–80
wallaby, brush-tailed rock-, population 

estimation for, 543
wallaby, noninvasive marking of, 240t
wallaby, tammar, reproduction of, 514, 519
walrus, chemical immobilization of, 138–39
warbler, golden-cheeked, genetic diversity of, 

536b, 536f
warbler(s), capture methods for, 67
warfarin, 168
wasps, description of, 337
waterfowl

age and sex determination for, 211, 211f, 
213f

capture methods for, 66t, 69t, 72, 72t, 73t, 
77t, 79t, 80

contaminant impacts on, 159, 163, 169, 170
handling methods for, 111



  index

waterfowl (continued)
marking of

invasive, 245t, 249t
noninvasive, 237t, 238, 241t
remote, 233t

nest parasitism, 465
population dynamics of, 10, 10f
population estimation for, 494
radar in monitoring of, 333–34

water quality, invertebrates in monitoring of, 
338

water samples, in contaminant investigations, 
178

water squirting, in capture of reptiles, 109, 
111

wavelengths, radar, 321–22
W chromosomes, 546
weasel

capture methods for, 92t
chemical immobilization of, 139t

weasel, long-tailed, capture methods for, 84t, 
104

weasel, short-tailed, capture methods for, 84t, 
104

weather conditions
in chemical immobilization, 129
in disease outbreaks, 185
and dogs’ scenting ability, 141–42

weather radar, 323, 325–26, 334–35
web punching, 255
web tagging, 251
weight, body. See body mass
weight–diameter equations, 395–96
weight–length equations, 395–96
welfare. See animal welfare
wetlands

capture methods for birds in, 73
sampling techniques for biomass in, 394

wet mass, in vegetation sampling, 394
whale(s)

contaminant impacts on, 170
effects of sound pollution on, 467
invasive marking of, 245t, 250t

whale, beluga, invasive marking of, 249t
whale, blue, hybridization of, 532
whale, fin, hybridization of, 532
whale, gray, age at sexual maturity, 218
whale, humpback, molecular techniques in 

studies of, 543, 544
whale, killer, reproduction of, 517t, 520
whale, North Atlantic right, scat of, detection 

by dogs, 149
whale, right, taxonomic status of, 531
whip antennas, 270–71
whiskers, 470
white phosphorus, 163
Wide Area Augmentation System (WAAS), 

443–44
wildlife conservation. See conservation
wildlife-crossing structures, 313

wildlife damage management, dogs in, 
150–51

wildlife–habitat relationship models, 432–34
wildlife–habitat types map, 434
wildlife management

adaptive (See adaptive management)
animal behavior in, 462–66
dogs in monitoring of, 146
effectiveness of, need for research on, 39, 

40
GIS in, 432–38
human behavior management in, 477–78
laws of association in, 1
resource selection in, 412
rise of scientific rigor in, 1

Wildlife Materials rockets, 72
wildlife science

emergence of rigor in, 1
origins of term, 1

Wildlife Services, U.S.
drugs in capture of birds by, 80
drugs in capture of mammals by, 90

Wildlife Society, The, 6
wildlife viewing, 477–78, 477f
willet, invasive marking of, 249t
wind, and dogs’ scenting ability, 142
wind farms, dogs in study of effects of, 147, 148f
wing(s), in age and sex determination, 207, 

208f, 211
wing bands, 236–38
wing beat frequency, 330, 331f
wing cord length, in age and sex determination, 

207, 208f
wing tags, 250–51, 251f
Winn-Star rockets, 72
wolf, gray

age and sex determination for, 220t, 225, 
228f, 229

behavior of, 468, 474–75
capture methods for, 82, 83, 89t, 90, 92t, 100
chemical immobilization of, 138
dogs descended from, 141
GIS in population models of, 434
GPS collars on, 444
habitat selection by, 413
hybridization of, 532
scat of, detection by dogs, 148, 149
sensory perception in, 468

wolf, maned, scat of, detection by dogs, 149, 
520

wolf, red, taxonomic status of, 532
wolverine

age and sex determination for, 221t
capture methods for, 104

wombat, southern hairy-nosed, molecular 
techniques for tracking, 544

woodchuck
age and sex determination for, 223t
capture methods for, 83t
reproduction of, 517t

woodcock, American
age and sex determination for, 213, 216f, 

217t
capture methods for, 65, 66t, 69t, 76t
invasive marking of, 249t
noninvasive marking of, 237t

woodpecker(s)
invasive marking of, 249t
noninvasive marking of, 237t

woodpecker, acorn, capture methods for, 77t, 
78

woodpecker, black-backed, transmitters on, 
266f

woodpecker, pileated
capture methods for, 67, 69t, 73, 75t, 77t, 80
habitat selection by, 416

woodpecker, red-bellied, capture methods 
for, 77t

woodpecker, red-cockaded
capture methods for, 77t
habitat of, in forest planning, 434
handling methods for, 111
remote cameras in nests of, 312f, 316, 317

woodrat, bushy-tailed, capture methods for, 
83t

woodrat, dusky-footed, capture methods for, 
83t

woodrat, Key Largo, capture methods for, 83t
woodrat, white-throated, handling methods 

for, 111
woodrat(s), noninvasive marking of, 243t
wounds, in chemical immobilization, 134
wren, house, capture methods for, 77–78, 77t, 

78f
writing, scientific, difficulty of, 38
W-U lure, 94

X-band, 321, 324t
X chromosomes, 545
xenobiotics, 155
xylazine, 122

emergency treatment for human exposure 
to, 136

FDA approved use of, 118–19

Yagi antennas, 271–72, 271f, 272f
Y chromosomes, 535, 545
yellow (color), in collection of invertebrates, 

341, 342f
yohimbine, 119, 124
young

altricial, 209
parental care of, 512–13
precocial, 209

Z chromosomes, 546
zolazepam. See tiletamine
zoonoses

definition of, 206
prevalence of, 181, 200
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INTRODUCTION

HUMAN DIMENSIONS  of wildlife management (HDW) are the por-
tions of  wildlife management that focus on the interactions between  
people and wildlife or between people regarding wildlife. Manfredo (2008) 

suggested several key reasons that a HDW approach is needed in wildlife manage-
ment: (1) professional imperative, (2) moral imperative, (3) learning from constitu-
ents, (4) investing in social capital, and (5) contributing to long-term conservation 
solutions. The professional imperative to consider HDW stems from the North 
American model of wildlife management, in which wildlife are a public resource 
and managed for the benefit of  the public by state agencies (Geist et al. 2001, Pru-
kop and Regan 2005). Wildlife managers must know what the public considers 
beneficial if  they hope to manage wildlife for the benefit of  the public. Studies ad-
dressing public attitudes, values, concerns, and preferences reflect the need to under-
stand the intended beneficiaries of  management actions.
 The moral imperative to use HDW emerges from the impact of  wildlife man-
agement on human well-being. Changing wildlife management can change the 
quality of  life for diverse stakeholder groups. These effects can be minor (as in the 
case of  affecting the ability of  some demographic groups to participate in recreational 
hunting and fishing) or major (as in the case of  clearing human residents from na-
ture reserves and creating millions of  conservation refugees in Africa, India, and 
Central and South America; Dowie 2005, Brockington et al. 2006). Wildlife manag-
ers must know the social effects of  their decisions before they can follow the moral 
imperative to consider those effects when crafting management plans.
 Scientists have come to accept that indigenous people have an accumulated eco-
logical wisdom that can contribute to wildlife management. This indigenous tech-
nical knowledge can help scientists estimate population trends, habitat use, and 
how wildlife respond to management or disturbance (Huntington 2000). Using a 
survey of  literature, Berkes et al. (2000) found indigenous cultures developed sys-
tems of  multispecies management, resource rotation, succession management, land-
scape patchiness management, resource pulse management, and used local ecologi-
cal knowledge to assess and respond to feedback from the environment (i.e., adaptive 
management).
 Elements of  HDW associated with participatory governance (e.g., comanage-
ment, community-based conservation) hold promise for cash-strapped wildlife 
management agencies because they promise to reduce administrative overhead by 
paying for management with social capital (Kollock 1998, Wondolleck and Yaffee 
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2000, Peterson et al. 2004). Social capital is “the aggregate 
of  the actual or potential resources, which are linked to pos-
session of  a durable network of. . .relationships of  mutual 
acquaintance or recognition” (Bourdieu 1985:248). Social cap-
ital motivates observance of  group norms, and makes tradi-
tional command and control systems for wildlife manage-
ment less necessary to fund.
 The most important reason for including HDW perspec-
tives in wildlife management is that HDW is necessary to 
achieve sustainable wildlife conservation solutions. Com-
plex global challenges including climate change, population 
growth, household proliferation, increasing energy consump-
tion, and zoonotic disease create an unprecedented need for 
HDW (Millennium Ecosystem Assessment 2005). Climate 
warming within predicted ranges (1.1–2.2° C) may eliminate 
a third of  all species from their current range (Parry et al. 
2007). One million of  those species may fail to find suitable 
habitat and, consequently, vanish (Thomas et al. 2004). The 
world’s 100,000 nature reserves may lose their remaining 
ability to the protect wildlife species they were designed to 
conserve (Chape et al. 2003). Historical reliance on fossil  
fuels is rapidly being supplemented by previously biologi-
cally available energy in the form of  wind, biomass, and so-
lar energy development. Wildlife scientists are documenting 
direct effects on wildlife from emerging energy infrastruc-
ture (e.g., bird and bat strikes associated with wind turbines), 
but the indirect effects of  energy monopolization are proba-
bly much more important. Massive removal of  wind energy 
with wind farms can change weather and climate at both lo-
cal and continental scales (Barrie and Kirk-Davidoff  2009) 
and alter ocean currents (Brostrom 2008). Potential changes 
include diurnal temperature and humidity shifts, reduced 
intensity of  storms and spatiotemporal shifts in wind pat-
terns and intensity (and the moisture associated with them). 
Some scholars predict future energy scarcity will shift fund-
ing and research priorities from studying and protecting 
pristine habitats essential for protecting endangered wildlife 
to creating and sustaining productive agricultural systems 
(Day et al. 2009). The interacting effects of  globalization, 
housing development patterns, and climate change make zoo-
notic disease another major challenge for wildlife manage-
ment (Wolfe et al. 2007).
 As a discipline rooted in the interactions between people 
and wildlife, HDW plays a major role in wildlife manage-
ment’s ability to systemically address these global wildlife 
conservation challenges. In fact, HDW emerged with a fo-
cus on coupled human–natural systems (CHANS) before the 
approach was touted as a solution to complex global con-
servation challenges (Liu et al. 2007a, b). “Human dimen-
sions” was coined by Hendee and Schoenfeld (1973) in a 
special session of  the 38th North American Wildlife and 
Natural Resources Conference that included CHANS re-
search papers addressing topics including interactions be-
tween elk behavior and human activities (Brown 2009).

 The broadest definitions of  HDW suggest the field ad-
dresses how people “affect or are affected by wildlife and 
wildlife management decisions” (Decker et al. 2001:3). Such 
definitions suggest HDW can describe much of  human his-
tory and culture since the emergence of  our species. After 
all, humans evolved from hunter–gatherer societies and all 
wildlife, except perhaps species living in association with 
thermal vents deep in the ocean, are affected in some way 
by humans today. In this chapter, we omit elements of  HDW 
related to documenting how people impact wildlife, the  
history of  human–wildlife relationships (Gray 1993), wild-
life-related laws (Goble and Freyfogle 2002a, b), wildlife 
communications ( Jacobson 2005), and urban wildlife man-
agement (Adams et al. 2005), which are reviewed in this vol-
ume and in other outlets. Although we cite articles describ-
ing most relevant methodologies associated with HDW, we 
do not describe them explicitly. Introductions to quantita-
tive and qualitative HDW research methodologies can be 
found in Survey Research and Analysis: Applications in Parks, 
Recreation and Human Dimensions (Vaske 2008) and The Sage 
Handbook of  Qualitative Research (Denzin and Lincoln 2005), 
respectively. In this chapter, we focus on how HDW have 
coevolved with the modern discipline of  wildlife manage-
ment, and how the social component can be more fully in-
tegrated into wildlife management. We finish by describing 
HDW research themes and how they can contribute to cre-
ating sustainable wildlife conservation solutions.

THE EVOLUTION OF HUMAN DIMENSIONS 
OF WILDLIFE MANAGEMENT

Because human and nonhuman aspects of  wildlife manage-
ment are so intertwined, this outline of  the evolution of  
HDW may reflect a human-focused review of  wildlife man-
agement itself. We suggest the evolution of  HDW is marked 
by responses to 3 landmark events: (1) the decimation of  
North American game species in the 1800s, (2) the social 
movements of  the late 1960s and 1970s, and (3) the balloon-
ing global threats to nongame wildlife conservation in the 
21st century. Although overlap exists between periods marked 
by the events, and elements of  management philosophies 
entertained in each period persist today, the events mark 
major transitions in HDW.

The Client Model
Modern wildlife management emerged as a response to ag-
riculture, industrialization, and poorly regulated hunting 
(subsistence and market hunting) nearly wiping out most 
common game species in the 1800s (Harrington 1991). In 
the 1800s, states formed wildlife management agencies, pro-
mulgated harvest regulations, and hired game wardens to 
enforce the regulations. At the national level, influential fig-
ures including Gifford Pinchot, John Muir, George Grinnell, 
and Theodore Roosevelt captured public concern regarding 
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the decimation of  wildlife and other natural resources and 
directed it toward the conservation movement. The period 
following the initiation of  the conservation movement was 
characterized as “the era of  scientific wildlife management” 
(Decker et al. 2001:10). Leopold (1933:411) argued policy-
making based on argumentation and personal opinion “must 
be broken down,” and replaced with policy-making based 
on experimentally derived facts. The science of  wildlife man-
agement was applied to produce “sustained annual crops of  
wild game for recreational use” (Leopold 1933:3). The Fed-
eral Aid in Wildlife Restoration Act of  1937 helped fund a 
cadre of  professionally trained wildlife scientists to coordi-
nate the wildlife cropping.
 State wildlife-management agencies evolved to serve the 
needs of  the sportsmen who agreed to support agencies  
and management through self-taxation (Decker et al. 1996, 
Peterson 2004). Several HDW scholars described this early 
period of  wildlife management as the client model, where 
sportspersons paid for and received services from wildlife 
managers (Decker et al. 1996). Wildlife managers assessed 
what populations to increase, studied the populations, and 
manipulated the environment to increase populations using 
scientific information. Within the client model, human di-
mensions experts were relegated to (1) assessing what popu-
lations clients wanted to grow, (2) assessing how game pop-
ulations responded to manipulations using “surrogate biology” 
involving creel and bag surveys (Decker et al. 2001:24),  
(3) tracking hunter numbers and expenditures (the National 
Survey of  Fishing, Hunting, and Wildlife-Associated Recreation 
started in 1955), and (4) assessing challenges faced by hunt-
ers such as gaining access to private land (Short 1939, Mor-
row 1950). These findings were used to make agencies more 
responsive to hunter needs. It is worth noting that other 
natural-resource–related fields (e.g., forestry) followed a 
similar path of  scientific resource cropping directed by so-
cial assessments of  client interests conducted by their re-
spective human dimensions experts (Buttel 2002). During 
this period, wildlife managers saw the intrusion of  an unin-
formed public (nonscientists) into the client–manager rela-
tionship as a bottleneck, hampering efforts to grow and har-
vest game populations (Huboda 1948). Accordingly, early 
HDW efforts worked to provide public relations tools for al-
leviating problems associated with stakeholders’ involve-
ment (Gilbert 1964, Manfredo 2008).

The Stakeholder Model
The client-based model of  wildlife management did not sur-
vive the growing distrust of  government, demands for gov-
ernmental accountability, and demands for public participa-
tion that emerged in the 1960s and early 1970s (Brick 1998, 
Schulman 2001). The National Environmental Policy Act 
(NEPA) of  1969 and Endangered Species Act (ESA) of  1973 
gave U.S. citizens opportunities to review and comment on 
policy before decisions were made and gave them standing 

to legally challenge management after decisions were made. 
During this period, many similar laws were passed inter- 
nationally and at state and local levels in the United States, 
further expanding the power of  stakeholders in wildlife man-
agement. Groups including animal rights advocates, non-
consumptive wildlife users (e.g., birdwatchers, photographers), 
advocates for nongame wildlife species, and neighborhood 
organizations used this leverage to force their way into wild-
life management decision-making. The DAD (decide, an-
nounce, defend) model of  natural resource management 
represents an effort to maintain the privileged status of  sci-
ence-based decision-making (Daniels and Walker 2001). The 
perception of  the public as a bottleneck for science-based 
wildlife management has persisted and some wildlife man-
agers still yearn for a day when one can “remove politics 
from decision making” (Peterson et al. 2007:2500).
 Politics (social relations involving power), however, cannot 
be separated from wildlife management (Peterson et al. 2007). 
In the early 1970s, wildlife managers began to realize wildlife 
management involved politics, and HDW emerged as a for-
mal discipline to help address the challenges associated with 
social power being wielded within wildlife management (Hen-
dee and Potter 1971, Hendee and Schoenfeld 1973). Hendee 
and Potter (1971) outlined 4 priorities for HDW: (1) exami-
nation of  hunter satisfaction, (2) exploring nonconsump-
tive wildlife uses, (3) developing wildlife economics, and  
(4) developing politically relevant knowledge. The first prior-
ity reflected the client-based model, but the other priorities 
reflected a prescient view of  the stakeholder model. In the 
1970s, government agencies began funding HDW research in 
efforts to make mandated stakeholder involvement more pro-
ductive. The HDW field was initially constituted by social  
scientists within natural-resource management agencies, out-
door recreation researchers, rural sociologists, and agricul-
tural economists (Buttel 2002, Manfredo 2008). Much of  the 
early HDW research was published in the Transactions of  the 
North American Wildlife and Natural Resources Conference (1915–
current) and the Wildlife Society Bulletin (1973–2004). In 1981, 
several HDW scholars started the Human Dimensions of  
Wildlife Study Group and its newsletter. The journal Human 
Dimensions of  Wildlife was started in 1996. With the loss of  the 
Wildlife Society Bulletin (WSB) in 2005 (WSB was reestablished 
in Apr 2011), Human Dimensions of  Wildlife became the sole 
flagship journal for HDW research. Journals including Conser-
vation Biology, Society & Natural Resources, Environment and Be-
havior, and the Journal of  Wildlife Management provided addi-
tional outlets for some HDW research.
 Decker et al. (1996:70) defined stakeholders as people or 
groups with a “vested interest” in issues, programs, or ac-
tions associated with wildlife management. Being vested 
means a stakeholder is entitled to a right or privilege. The 
stakeholder model of  wildlife management still focused on 
managing wildlife with scientific information but progres-
sively evolved to give stakeholders the privilege of  having a 
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voice in decision-making. Decker et al. (1996) suggested 5 
key elements of  the stakeholder model: (1) identifying stake-
holders, (2) flexible methods for incorporating stakeholder 
input into decision-making, (3) resisting the efforts of  special 
interests to co-opt public processes, (4) using methods for 
weighing stakeholder opinions, and (5) employing effective 
communication strategies among managers and stakeholders.
 These key elements have proven difficult to operational-
ize for several reasons. First, flexible methods for stakeholder 
involvement exist (see Public Involvement section later), but 
one of  the least effective and least flexible approaches, pub-
lic hearings (Depoe et al. 2004), is used most often in wild-
life management (Lord and Cheng 2006). Institutional iner-
tia, doing what you did in the past, and interpreting 
mandates for public comment as mandates for public hear-
ings may explain this phenomenon. Second, stakeholders 
can be difficult to define. In many cases all people and groups 
have a right to comment on wildlife management decisions, 
but the weight given to each perspective is not necessarily 
equal. As stakeholders diversify to include birdwatchers, 
biodiversity advocates, animal rights groups, civic associa-
tions, and a host of  other groups that do not make as signifi-
cant or reliable financial contributions to wildlife manage-
ment agencies as hunters and anglers, managers are faced 
with a dilemma. Can they ignore the client model and give 
equal weight to all perspectives, or should the perspectives 
of  those who pay more for the management receive more 
consideration? Finally, wildlife managers ranked scientific 
surveys as the most important technique for public involve-
ment (Lord and Cheng 2006). Surveys may produce reliable 
information, but probably do not represent an effective 
communication strategy.

The Citizen Model
The stakeholder model is ill-prepared for the mounting 
wildlife conservation challenges of  the 21st century. Today’s 
wildlife managers face anthropogenic decimation of  wildlife 
species just as Aldo Leopold’s generation did, but the extent 
of  damage is greater, the diversity of  species affected is 
broader, the changes are less reversible, no major stakeholder 
group has stepped forward to cover the conservation costs, 
and no single stakeholder group could provide a solution 
even if  its members wanted to. The only way wildlife man-
agement can succeed in these contexts is by adopting the 
citizen model and adding the duties associated with citizen-
ship to the entitlements associated with being a stakeholder. 
The monumental task of  wildlife conservation in the 21st 
century requires support of  citizens who are expected to 
pay for the entitlements their government protects with so-
cial and financial capital. Exclusive reliance on the declining 
4% of  the U.S. population that hunts (U.S. Fish and Wildlife 
Service and U.S. Census Bureau 2007), in the face of  mount-
ing wildlife conservation challenges, is a recipe for failure.

 Several U.S. states have used carefully orchestrated politi-
cal campaigns to expand funding responsibility from hunt-
ers and anglers to the general public. Sources for wild- 
life conservation funding included lottery proceeds, multiple 
taxes (e.g., outdoor gear, sporting goods, general sales tax, 
real-estate transfer tax), license plates, income-tax check-offs, 
state general funds, industry taxes, and trust funds (McKin-
ney et al. 2005). Tax check-offs and license plate sales only 
provided long-term benefits when they did not compete 
with other interests (e.g., schools, health care, animal shel-
ters). Missouri’s 1976 passage of  a general sales tax dedi-
cated to wildlife conservation was a landmark case in 
spreading responsibility for wildlife management beyond 
sportspersons. Although the political and economic climate 
may seem more problematic for such progressive policy-
making today, Arkansas passed a general sales-tax increase 
for wildlife conservation in 1996 with strong backing from a 
Republican governor, and Minnesota passed a sales tax in-
crease for clean water, wildlife, cultural heritage, and natu-
ral areas conservation in 2008. Successful strategies have 
varied greatly from state to state, but a seminal assessment 
of  public support, stakeholder support, and political sup-
port for multiple funding mechanisms was always used  
(McKinney et al. 2005). Successful funding campaigns iden-
tified how much the public, key stakeholders (e.g., sporting 
goods manufacturers), and politicians (e.g., the governor) 
valued wildlife conservation and how their support for 
funding wildlife conservation varied by funding mechanism 
(e.g., lottery proceeds versus a sporting goods tax). Success-
ful campaigns also built coalitions among nongovernmental 
organizations (NGOs), legislative supporters, key stakeholder 
groups, and the governor’s office prior to unveiling plans to 
the public.
 In the United States, state fish and wildlife management 
agencies face mandates to protect and manage nongame 
wildlife species. The State Wildlife Grants (SWG) program 
represents the primary funding source used to achieve this 
mandate. McKinney et al.’s (2005) extremely conservative 
estimates suggest adequate nongame wildlife management 
will require ≥10 times more funding than currently exists, 
even with the US$470 million SWG appropriated for divi-
sion among all states on an annual basis since 2005. Although 
nongame conservation challenges are mounting, the limited 
SWG funds are becoming more difficult to obtain. Since 
2002, the U.S. Congress annually appropriated funds for the 
SWG program with a 3:1 match of  state funds. The appro-
priation for the 2008 fiscal year required a 1:1 match, effec-
tively tripling the state funding needed to receive the full 
federal match. The North Carolina Wildlife Resources Com-
mission was forced to appeal to lifetime hunting-license 
holders for donations to support the nongame conservation 
program as a short-term stop-gap. The situation is direr in 
developing countries, where in many cases no formal struc-
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tures exist for wildlife conservation. Developing nations 
faced a shortfall >US$1.3 billion for managing existing pro-
tected areas in 2004 (Bruner et al. 2004).
 Market- or donor-based (e.g., foundations) models may 
be needed to augment citizen-based models because gov-
ernmental support for wildlife research, conservation, and 
management appears to be declining (Hutchins et al. 2009). 
In the 1980s, Ehrlich and Ehrlich (1981) coined the term 
“ecosystem services,” and the idea quickly morphed into an 
effort to assign a dollar value to nature and commoditize it 
(Costanza et al. 1997, Daily and Ellison 2002). Hypotheti-
cally a capitalist approach that places wildlife into eco- 
system service markets reflects the cheapest, most efficient 
means to ensure wildlife are conserved in a manner congru-
ent with social preferences. Further, market solutions pro-
vide an essential contribution to the future of  wildlife con-
servation in nations without adequate institutional capacity 
within government to protect wildlife (Alexander and Mc-
Gregor 2000). Even in politically unstable and economically 
impoverished nations, however, broad-based citizenship in 
wildlife conservation is a necessary prerequisite for credible 
government protection of  market and nonmarket means 
for wildlife conservation. Further, as the repetitive market 
booms and crashes (e.g., 1973, 1991, 2001, 2008) demonstrate, 
conditions required for the invisible (and free) hand of  the 
market to work correctly are rarely met. Corruption, graft, 
and power imbalances create environmentally detrimental 
behavior in markets (Cox 2004), and wildlife conservation 
NGOs and foundations typically face drastic declines in rev-
enue when drops in stock markets occur (Pergams et al. 
2004). Species that go extinct during a recession won’t re-
bound with the market. The unwavering support of  sport-
spersons, involvement of  market-based solutions, and ex-
tension of  citizenship (and its duties) to diverse stakeholder 
groups will all be needed to address current wildlife conser-
vation challenges. HDW can contribute in the citizen model 
by developing and coordinating the coalition building and 
advocacy efforts needed to mobilize citizens to achieve con-
servation goals (Cox 2006).
 Successful implementation of  a citizen-based model re-
quires HDW capacity within wildlife management institu-
tions. Although that capacity has been lacking in the past 
(Decker et al. 2001, Manfredo et al. 2009), universities, NGOs, 
and wildlife management agencies have rapidly developed 
formal HDW programs since the 1970s. The political and 
advocacy-based goals of  wildlife NGOs drove them to rap-
idly integrate staff  with policy, economic, and social science 
expertise. Now most major Wildlife Science programs at 
universities offer HDW courses and have formal or informal 
HDW graduate programs. The Wildlife Society requires 
HDW coursework for people to gain certification as a wild-
life biologist. Many state wildlife management agencies have 
HDW specialists on staff.

HUMAN DIMENSIONS RESEARCH

As a practical discipline HDW defines itself  by the chal-
lenges it hopes to address. The challenges faced by HDW 
can be distilled to (1) people living their lives with limited 
awareness of  human effects on wildlife, and (2) people who 
are aware of  human effects on wildlife choosing not to en-
gage in wildlife conservation efforts or failing when they do 
engage. The former problem occurs because people pro-
duce and consume goods and services without recognizing 
the effects on wildlife, and the latter problem occurs when 
advocates fail to align their efforts with appropriate political 
and legal channels, public audiences, and consumers (Cox 
2006). These challenges create a list of  research questions 
HDW can and should address (Table 23.1). The remainder 
of  this section addresses research themes in HDW, and the 
key questions necessary to address the 2 fundamental wild-
life conservation challenges.

Social Structural Approaches
The social structural approach uses concepts associated 
with social structure (e.g., class, patriarchy [men having au-
thority or responsibility inside social units]) to analyze social 
phenomena affecting wildlife. These approaches are well 
suited for exploring key HDW questions involving human 
effects on wildlife and human awareness of  those effects.

Political Economy
The most influential stream of  social structural research, 
sometimes called political economy, addresses how pro-
duction, buying, selling, and governance interact to shape 
society. Thomas Malthus, Adam Smith, and Karl Marx were 
notable political economists whose theories laid the founda-
tion for both modern ecology and sociology (Worster 1994, 
Dunlap and Michelson 2002). According to Smith, all com-

Table 23.1. Research questions that emerge from the need 
for wildlife biologists and/or managers to address the lack 
of public awareness about wildlife conservation challenges 
and the biologists’ and/or managers’ lack of success in 
addressing them

Lack of  awareness:
 1. What are human effects on wildlife?
 2. What conditions shape awareness of  human effects on wildlife?
 3. Who is most or least aware of  human effects on wildlife and why?
 4.  What sociostructural changes will increase awareness of  human 

effects on wildlife?
Lack of  success:
 5.  What conditions shape public engagement in wildlife conservation 

efforts?
 6. Who attempts to engage in wildlife conservation efforts?
 7.  What sociostructural changes can make wildlife conservation efforts 

more successful?
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modities were produced using 3 factors of  production: land 
(natural resources including wildlife), labor, and capital stock 
(human-made goods used to produce commodities; Smith 
1776). Wildlife management obviously relies on land, but  
labor (e.g., field biologists, private landowners, and hunters) 
and capital stock (e.g., Leopold’s proverbial axe, cow, plow, 
and gun; Leopold 1933) are essential for producing com-
modities associated with wildlife management, including 
opportunities to see, photograph, and shoot wildlife. Recent 
scholarship has added human capital, intellectual capital, 
and social capital into the cornucopia of  factors of  produc-
tion, but these factors could be lumped into labor in many 
cases.
 The combination of  capitalism and industrialization can 
promote commodity fetishism, a situation where social 
and material relationships are viewed as relationships be-
tween commodities and money (Marx 1976, Hudson and 
Hudson 2003). In such contexts, value inheres in the com-
modities themselves, rather than being associated with the 
labor, raw materials, and instruments used to produce those 
commodities. Commodity fetishism associated with human 
food production, industrial agriculture, Chinese medicine, 
and even housing development creates a lack of  awareness 
of  human effects on wildlife. Home buying is seen as get-
ting a house for money, not as a relationship between build-
ers, raw materials, and wildlife habitat. Commodity fetish-
ism leads to situations where people with environmentally 
oriented attitudes are more likely than less environmentally 
oriented people to build homes on critical wildlife habitat 
(Peterson et al. 2008). In the case of  food production, the 
commodities found in grocery stores show no signs of  the 
wildlife deaths caused by conventional agriculture. Precious 
few people realize the habitat conversion and tillage prac-
tices required to produce their morning bowl of  cereal leads 
to more wildlife deaths per calorie than does hunting (King 
1991). Future HDW research could explore ways to awaken 
consumers to the effects of  commodity production on wild-
life by studying and reproducing the material, economic, 
and production conditions hiding behind commodities such 
as homes and food (Gouveia and Juska 2002, Ateljevic and 
Doorne 2003, Hudson and Hudson 2003).
 Political economy theory also provides a key basis for 
HDW research addressing the effects of  economic growth 
on wildlife conservation by focusing on the tendency of  so-
cial elites to invest excess capital in new capital stock (tools 
for additional production; Schnaiberg 1980) or assets (e.g., 
houses) instead of  natural resource conservation or labor. 
During the global recession starting in 2008, excessive in-
vestment in houses did more than create a real-estate bub-
ble that collapsed the global economy; it spurred rapid sub-
urban sprawl that consumed vast tracts of  wildlife habitat. 
The effects of  economic growth on wildlife are rarely con-
sidered in market models; therefore, they are labeled exter-
nalities. An entire subdiscipline in HDW has emerged to 

measure the value of  wildlife and its habitat through non-
market means (see Economic Valuation below).
 Ecological economists within HDW have tackled the 
challenge posed by economic growth by advocating a steady-
state economy (Daly 1991, Czech 2000, Czech et al. 2003). A 
steady-state economy occurs when human population and 
consumption of  energy and raw materials stabilize, hope-
fully at a sustainable level. The Wildlife Society’s position 
statement on the subject (expired in 2009) defines economic 
growth as the product of  population and per capita con-
sumption, and suggests economic growth may cause degra-
dation and loss of  wildlife habitat. The statement suggests 
principles of  ecology and physics place limits on economic 
growth. The ecological claim ties to one of  the earliest  
political economists, Malthus. Various permutations of  his 
principle of  population suggest most species’ populations 
grow faster than their food supplies (Malthus [1798] 1970). 
The physics claim ties to the fact that if  energy cannot be 
created, then humans are limited to appropriating energy 
stored on the earth and energy provided by the sun. Logi-
cally, the unlimited potential for population growth and en-
ergy consumption is not matched by resources on the earth. 
Given, the history of  technical solutions for both food and 
energy production and declining rates of  population growth, 
however, some optimists foresee technical solutions allow-
ing long-term economic growth.

Biological Bases of Human Interactions  
with Wildlife
In 1842, Charles Darwin and Friedrich Engels crossed paths 
in London. They both saw a “war of  all against all” where 
the weak were crushed by the powerful (Worster 1994:148). 
Engels attributed the situation to industrial capitalism and 
Darwin saw inescapable laws of  nature (e.g., competition 
and survival of  the fittest) at work. Accepting either per-
spective in isolation has proven problematic. Social Darwin-
ists who attributed human behavior primarily to natural 
laws were implicated in classism, racism, eugenics, and the 
Holocaust (Young 1985, Murphy 1999). Conversely, believ-
ing humans are exempt from ecological principles contrib-
uted to unprecedented threats to wildlife populations and 
perhaps the collapse of  historical societies (Diamond 2005). 
The atrocities associated with social Darwinism emerge not 
from attributing human behavior to genetics, but from mak-
ing claims about what ought to be based on claims about 
what is, a logical fallacy. If  society can resist using the is–
ought fallacy, then research addressing the biological bases 
of  human relationships with nature can help address wild-
life conservation challenges.
 The social stigma associated with the legacy of  social 
Darwinism has faded enough in recent decades that study-
ing biological bases of  human–wildlife relationships has re-
emerged as an exciting topic (Manfredo 2008). The most in-
fluential work in this arena, however, relies on circumstantial 
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evidence and lacks empirical support. Manfredo (2008) di-
vided wildlife-related elements of  this research into 3 themes: 
humans as hunters, humans as hunted, and biophilia. The 
humans as hunters body of  research suggests humans be-
came preprogrammed for inter- and intraspecific aggression 
due to selection for hunting success. This body of  research 
exhibits the same dangerous tendencies seen in historical so-
cial Darwinism in that it gives unscrupulous interpreters the 
opportunity to blame evolution for human violence. Fur-
ther, historical accounts contradict the theory by suggesting 
early agricultural societies were often more exploitative and 
violent than hunting societies (Megarry 1995). The humans 
as hunted body of  research suggests natural selection makes 
people fear wildlife because humans were hunted by large 
carnivores for millions of  years before becoming serious 
predators themselves. This hypothesis gives rise to questions 
about genetic fear of  snakes and spiders. People, however, 
seem to like wildlife, and even demonstrate less caution than 
a healthy genetically induced fear of  dangerous animals would 
predict (e.g., creeping up to dangerous animals for a close-
up photograph). The biophilia hypothesis attempted to 
explain this by suggesting an evolved desire to hunt gave 
people a genetic predisposition to love living systems or bio-
diversity (Wilson 1984; Fig. 23.1). Some empirical evidence 
does suggest heritability of  interest in leisure activities includ-
ing hunting, but the heritability may be indirect through fac-
tors such as temperament or personality (Lykken et al. 1993).
 Although fascinating, these branches of  research proba-
bly have limited utility for wildlife management. Genetic 
makeup may influence peoples’ hunting participation or in-
terest in wildlife feeding, but barring genetic manipulation, 
genetic makeup does not provide solutions. Knowing that 
people are preprogrammed to feed wildlife may suggest ed-
ucation programs will be less effective than placing barriers 
between people and wildlife, but most managers will choose 
between barriers and informational flyers based on what 
people do instead of  the extent to which people are biased 
toward a particular behavior by their genetic makeup. Simi-

larly, if  biophilia exists, that may imply that giving people 
intimate experiences with wildlife is therapeutic. That asser-
tion, however, will always need context-dependent verifica-
tion independent of  the assumption that humans have a 
preprogrammed need to interact with wildlife.

Coupled Human–Natural-Systems Modeling
Coupled human–natural-systems modeling entails simu-
lating human society, its environment, and interactions be-
tween the 2 systems, by using physical or mathematical 
models. This approach provides another means for explor-
ing relationships between biological and social systems. In 
the mid-1990s, wildlife researchers pioneered an approach 
using rational actor theory to integrate quantitative ecologi-
cal systems models with social models (Grant and Thomp-
son 1997). Later wildlife researchers developed models  
including interactions between human age structure and 
population growth, farming preferences, cropland area, fuel 
wood consumption, and changes in giant panda (Ailuropoda 
melanoleuca) habitat (Liu et al. 1999, An et al. 2001). This re-
search suggested relocating local residents from core panda 
habitats would be more effective if  younger residents were 
targeted instead of  moving entire households. In 2001, a 
special issue of  Ecological Modelling, edited by a wildlife sci-
entist, was dedicated to models integrating biology and  
sociology (Liu 2001). This special issue highlighted under-
standing patterns and processes of  habitat fragmentation, 
identifying mechanisms of  population dynamics, predicting 
human behaviors and their effects on wildlife populations, 
developing sustainable strategies for balancing development 
and biodiversity conservation, and management of  conser-
vation areas as key roles for CHANS modeling. In this issue, 
Cramer and Portier (2001) accessed feasibility of  Florida 
panther (Puma concolor coryi) reintroductions using a model 
that integrated simulations of  human, deer (Odocoileus vir-
ginianus), and panther population dynamics. Ahearn et al. 
(2001) went a step further in their model of  tiger (Panthera 
tigris) conservation in Nepal by including simulation of  how 
human behaviors (e.g., poisoning tigers and guarding live-
stock) emerged from attitudes toward tigers.
 Within the next few years, the modeling of  complex in-
teractions between social and biological factors to simulate 
future conditions emerged as a major force in wildlife sci-
ence, ecology, geography, and anthropology (Liu et al. 2007a, 
b; Lehrer 2008). Predictions of  CHANS models are being 
used to guide policy-making in regard to some of  the most 
high-profile wildlife conservation issues, including restora-
tion of  the Florida Everglades and assessing effects of  cli-
mate change on wildlife. Soft-systems versions (models used 
for problem-solving instead of  quantitative predictions) of  
CHANS models are emerging as an important form of  pub-
lic participation (see Public Participation below). Grant and 
Swannack (2008) provide a useful primer for those interested 
in the fundamentals of  CHANS modeling.

Fig. 23.1. The biophilia concept suggests humans have a geneti-
cally induced attraction to wildlife.
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Economic Valuation
Unless one is a recreational hunter, an economist, or a policy-
maker, one may not think about economic valuation of  
wildlife. Valuation, the act of  assigning value to an object, 
often involves determining the potential market value of  an 
object. Although values can refer to many things, this sec-
tion focuses on assigned values that relate to the meaning, 
goodness, or worth people place on wildlife (Brown 1984). 
In the United States, assigning value to wildlife has been 
practiced formally since 1946, when the Fish and Wildlife 
Coordination Act (FWCA) required federal agencies to in-
clude fish and wildlife values in benefit–cost analyses for 
public water projects. Valuation of  wildlife came about as a 
response to the need to assign value to wildlife in a way that 
would allow wildlife to be compared to other resources. 
The National Environmental Policy Act of  1969 requires 
consideration of  wildlife, alongside all other natural re-
source values, prior to any decision-making involving proj-
ects funded all or in part from federal funds. Other wildlife 
policies invoking valuation of  wildlife include the 1973 En-
dangered Species Act and the 1980 Fish and Wildlife Con-
servation Act.
 Two broad categories of  wildlife values exist: option val-
ues and exercised values. Option values involve willingness 
to pay to maintain the option of  wildlife being available for 
future use (Steinhoff  et al. 1987). Exercised values can be 
broken down into 2 major subcategories: direct benefits and 
indirect benefits. Direct benefits come from an individual’s 
personal experience with wildlife. Direct benefits can be fur-
ther broken down into consumptive (“taking” wildlife for 
food or sport) or nonconsumptive (activities such as viewing 
or photographing wildlife) types. Indirect benefits arise with-
out any direct contact with wildlife (e.g., viewing wildlife 
documentaries or photographs). Indirect values can be fur-
ther subdivided into bequest (value of  passing wildlife on to 
future generations) and existence (value of  knowing wildlife 
exist) values (Steinhoff  et al. 1987).
 Assigning a monetary value to wildlife, however, is diffi-
cult because many valuable benefits associated with wildlife 
are not traded in private markets. Scholars have developed 
several methods for valuing wildlife: (1) gross expenditures, 
(2) market value of  catch or harvest, (3) replacement cost, 
(4) willingness to pay, and (5) hedonic. The first 3 are prob-
lematic for economic and pragmatic reasons. Gross expen-
ditures are defined as: “expenditures as an index of  wildlife 
values that were the object of  spending” (Steinhoff  et al. 
1987:42). The gross expenditures method was largely aban-
doned because it estimates minimal benefits needed to jus-
tify expenditures, but a large and unmeasured surplus bene-
fit may exist (Sorg and Loomis 1985). Although you may 
spend US$2 to see wildlife, the opportunity might be worth 
US$200 (yielding US$198 in unmeasured consumer surplus). 
Market value methods also tend to underestimate the value 
of  wildlife. For instance, the market value of  venison and 

hides may be much lower than the actual value associated 
with participation in hunting or trapping. Replacement cost 
may overestimate the value of  wildlife because estimates for 
replacement costs are based on prices paid for animals by 
labs or zoos, and transportation and collection costs do not 
apply to wild populations. Conversely, replacement costs 
may underestimate wildlife value because commercially 
raised animals typically have far lower survival rates than 
animals native to a wild population (i.e., many replacements 
may be required to make the same population contribution 
of  one native individual).
 Willingness-to-pay methods are currently the most com-
monly used nonmarket valuation techniques for wildlife. 
Contingent valuation (CV) is probably the most frequently 
used and most adaptable willingness-to-pay method (Stein-
hoff  et al. 1987, Decker et al. 2001). The contingent valua-
tion method uses bidding scenarios in which people are 
asked to respond to hypothetical price changes of  nonpriced 
goods and amenities (e.g., wildlife existence, opportunity to 
hunt, wildlife viewing opportunities). CV questions typi-
cally ask how much an individual would pay (or bid) to have 
an experience, object, or privilege (i.e., willingness to pay) 
or how much payment that individual would require to give 
up an experience, object, or privilege (i.e., willingness to sell). 
This ability to estimate values for anything that can be de-
scribed in a survey is a major strength of  CV. Strategic bias 
represents a weakness of  CV. For instance, a survey respon-
dent who thinks her reply may affect her hunting license 
fees may understate her willingness to pay. Although most 
research demonstrates CV research is reliable, people can 
overestimate willingness to pay for existence and bequest 
values by a factor of  2 (Loomis 2000).
 With travel cost (TC) methods random visitors to a site 
are asked about their residence, distance traveled, and ex-
penses for the trip (e.g., food, travel, and hotel). These vari-
ables are then used to generate site-specific values for wild-
life, and can be used to create demand curves showing  
how many people will visit a site given various travel costs 
and how much the particular site is worth to consumers 
(Loomis 2000). Assuming travelers incur all expenses for the 
purpose of  wildlife-related activities, however, can intro-
duce bias. Travelers often have diverse sources of  satisfac-
tion on a trip including the travel itself. Thus, TC would 
produce more reliable results for estimating the value of  
hunting in a field of  corn stubble where only the targeted 
species was visibly present than it would for estimating  
the value of  hunting adjacent to a national park with awe-
inspiring vistas and diverse species of  charismatic mega-
fauna sharing the landscape with the target species.
 Hedonic pricing can be seen as a version of  TC that esti-
mates willingness to pay based on multiple characteristics 
of  a site, and is often used for goods with characteristics 
that can only be sold in aggregate (Rosen 1974). The basic 
premise of  the hedonic method is that the price of  a mar-
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keted good is related to its characteristics, or the services it 
provides. A number of  recent hedonic valuation studies have 
addressed valuation of  site characteristics associated with 
hunting leases (Livengood 1983, Hussain et al. 2007, Rhyne 
et al. 2009). These studies use the hedonic approach because 
it allows for comparisons of  lease sites with varying charac-
teristics, and values can be estimated for each characteristic 
(Brown and Mendelssohn 1984). As one might guess, exten-
sive data requirements are a drawback of  hedonic methods. 
In the case of  hunting leases, researchers must collect infor-
mation on all relevant attributes of  a site (e.g., distance to 
city, property size, land cover, population density of  a game 
species, perceived quality [e.g., size] of  game animals). Infer-
ence about a given attribute (e.g., presence of  big game) re-
quires data from cases with varying levels of  the attribute. 
Further, typical analysis methods require parameterization 
of  2 regression models, one predicting expenses and one 
predicting demand for the good.

Social Psychology
Social psychology, the study of  how human values, attitudes, 
and behavior emerge from a given social context, has emerged 
as among the most important branches of  HDW research 
and is definitely the most prevalent (Manfredo 2008).

Attitudes
Attitude studies are popular because they are easy to con-
duct, easy to interpret, allow behavioral predication, and 
provide insight into methods for changing behavior. Appeal-
ing to people through media coverage and incentives can be 
particularly effective at inducing pro-environmental attitudes 
and behaviors if  managers understand attitudes (Buttel 
1987). For example, careful alignment between public atti-
tudes and campaigns to stop the killing of  dolphins (Tursiops 
spp.) as bycatch during tuna harvesting led to a consumer 
boycott of  canned tuna, new harvesting practices, and to-
day’s “dolphin safe” label.
 Studies typically utilize survey methods involving closed-
ended questions and fixed-format response scales (e.g., Lik-
ert scales [strongly agree to strongly disagree; Likert 1932]). 
Analysis of  these studies requires basic descriptive statistics, 
which can be easily and accurately interpreted by commu-
nity members and wildlife professionals. Results of  attitude 
studies can be used to help predict and influence wildlife- 
related behavior (Manfredo 2008).
 Despite the fact that attitudes are fundamentally impor-
tant, widely discussed, and frequently measured, they are 
poorly understood (Heberlein 1981). Attitudes are positive 
or negative evaluations of  an object. Heberlein (1981) noted 
that attitudes and opinions are often used interchangeably, 
but are not the same thing. According to Heberlein, atti-
tudes are multifaceted dispositions toward objects that can 
shape many opinions: they have an affect dimension, which 
refers to emotional elements and feelings toward an object, 

and cognitive dimension, which refers to dispassionate 
evaluation of  facts. If  a person feels ambivalent or con-
flicted about the attitude-object, they may hold both posi-
tive and negative attitudes about it. Kellert (1976:536, 1980) 
found that most subjects typically held 1 attitude; he noted 
that subjects were “feeling and behaving a certain way in 
one situation while manifesting a different attitude under 
other circumstances.”
 Models focusing on this dualistic view of  attitudes are 
based on the idea that explicit and implicit attitudes can ex-
ist simultaneously and be conflicting. Smith and DeCoster 
(2000) suggest explicit and implicit memory systems evolved 
to help people meet 2 competing survival demands. Explicit 
attitudes are based on object evaluations that an individual 
is consciously aware of  and can express and arise from ac-
tive cognitive engagements (Manfredo 2008), which can be 
formed after a single experience and allow people to adapt 
quickly to their environment. Implicit attitudes, on the other 
hand, are outside of  an individual’s conscious awareness or 
control and are created through associative learning that 
creates long-term and enduring knowledge.
 Explicit attitudes are measured using attitude scaling 
methods (e.g., Likert’s scales, Thurstone scales, Guttman 
scales, and Osgood Semantic Differential scales; Brace 2008) 
that allow for self-reporting of  attitudes. In a study of  atti-
tudes toward wolves in Utah, Bruskotter et al. (2007) used 
an 11-point Likert scale to solicit agreement or disagree-
ment to statements like “I would like to see wolves in Utah” 
and “Utah is better off  without wolves.” Implicit attitude 
measurement, on the other hand, focuses on unacknowl-
edged attitudes that are outside of  the conscious awareness 
of  the person and are measured using sophisticated associa-
tion tests. The most commonly used implicit attitude mea-
surement test is the Implicit Association Test (IAT), devel-
oped by Greenwald, McGhee, and Schwartz (Greenwald  
et al. 1998). The IAT measures the reaction times for posi-
tive and negative associations to words or topics using com-
puter software. Quicker reaction times generally indicate a 
stronger implicit association to the tested words or con-
cepts. As applied in HDW, the IAT might measure reaction 
times associating the words “good” and “bad” with the 
words “predator” and “prey.” For a practical example of  the 
IAT, visit Project Implicit at https://implicit.harvard.edu/
implicit, where you can test your own implicit attitudes on a 
number of  contemporary social topics. Correlations be-
tween explicit and implicit attitude measurements are typi-
cally low (Hofmann et al. 2005). Manfredo (2008) suggested 
implicit attitudes should have significant influence over hu-
man responses toward wildlife if  ability to respond quickly 
to wildlife threats conferred evolutionary advantage to hu-
mans in the past. Attitude strength also is an important as-
pect of  attitudinal studies. The strength of  an attitude can 
affect the intensity of  behavior, the consistency of  one’s ac-
tion over time and the likelihood that an attitude will be 
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changed. Strong attitudes tend to remain relatively unchanged 
over time and are more likely to affect behavior than weak 
attitudes.
 Associative Network Theory addresses inter-attitudinal 
structure. Judd and Krosnick (1989) suggested memories of  
attitude-objects and, therefore, their respective attitudes, are 
stored as nodes. Nodes can be positive or negative, and cog-
nitive or affective. Attitude-objects are linked into balanced 
and consistent networks. Thus, one may have a node for 
happiness, which is associated with attitude-objects that 
make one happy. Nodes also can inhibit one another (a form 
of  negative association). Thus, when one is happy, it is diffi-
cult to think of  sad things, and vice versa.

Values
Researchers have noted the ambiguity of  the word “value” 
and distinguish between 2 separate uses and meanings of  
the word (Shaw and Zube 1980, Rohan 2000). Assigned val-
ues relate to the meaning, goodness, or worth people place 
on an object (Brown 1984). A held value is “a stable, mean-
ing-producing super-ordinate cognitive structure” (Brown 
1984, Rohan 2000:257). The latter definition suggests values 
are deep-seated, formed early in life, and are difficult or im-
possible to change among adults (Heberlein 1981, Inglehart 
1990, Naughton-Treves et al. 2003). Assigned values are ad-
dressed in the Economic Valuation section of  this chapter. 
Held values play a key role in representing an individual’s 
personal goals, are the criteria used to differentiate good 
from bad and right from wrong, and guide an individual’s 
evaluations and interpretations of  events and information, 
as well as their approach to conflict resolution and decision-
making (Rokeach 1973, Manfredo 2008). Values are ever-
present and provide a foundation for attitudes, intentions, 
and norms, which in turn guide behavior (Manfredo et al. 
2003). According to Rokeach (1973), values transcend the 
objects or situations that are the focus of  attitudes, and 
while attitudes are an arrangement of  several beliefs around 
an object, values are single, distinct beliefs. Lastly, the cen-
tral role that values play is such that they function as de-
terminants of  attitudes (Rokeach 1973, Schwartz 1992). 
Schwartz identified 9 broad motivational constructs as soci-
etal values (e.g., hedonism, self-direction, benevolence, uni-
versalism [equality], and power). Values cannot be observed 
or measured explicitly, so researchers use behavior or atti-
tudes to guess what values people hold. If  a survey respon-
dent indicated they believed equal resources should be used 
to conserve all wildlife species, and that the benefits should 
be shared equally by all people, one might guess the respon-
dent holds a universalism value. This approach, however, 
can be risky when people express their values using different 
belief  systems. In the case of  a universalist, the person may 
value equality, but be opposed to animal rights because they 
believe only humans have moral standing.

Value Orientations
Value orientations refer to the basic beliefs a cultural group 
brings to bear on decision-making. They can be seen as 
themes encapsulating the personality of  a cultural group 
(Manfredo 2008). Worster (1994) suggested that value orien-
tations toward nature in western nations have swung be-
tween mutualistic and dominionistic since the late 1700s. 
On an individual level, value orientations give meaning to 
core values and link those values to attitudes and behaviors 
(Zinn et al. 2002). Research on the subject typically evalu-
ates contrasting value orientations (e.g., domination versus 
mutualism). Kluckhohn (1951) contrasted mastery over na-
ture value orientations of  Mormons (members of  The Church 
of  Jesus Christ of  Latter Day Saints) with harmony with na-
ture value orientations of  the Navaho. Schwartz (2006) con-
trasted egalitarianism and harmony orientations in Switzer-
land with hierarchy and mastery orientations in the United 
States. Manfredo and Teel (2008) contrasted domination ori-
entations in states such as Alaska, South Dakota, and Utah 
with mutualism orientations in states including California, 
Hawaii, and Oregon.
 Value orientations refer to patterns of  belief; therefore, 
they cannot be measured explicitly. Researchers use a series 
of  questions to identify beliefs people bring to bear on an is-
sue (e.g., wildlife use), and aggregate responses into a value 
orientation. Several scales have been developed to measure 
wildlife-related value orientations (Fulton et al. 1996). Man-
fredo’s (2008) domination value orientation is based on ag-
gregated responses to questions regarding the acceptability 
of  killing wildlife for various reasons, placing human needs 
above wildlife protection, and managing wildlife for human 
benefit. Trends in wildlife value-orientation research and 
methods used to generate orientations can, however, reflect 
cultural stereotyping. Finding conservative religious groups 
believe in dominating nature, indigenous cultures believe  
in living in harmony with nature, Americans (U.S.) believe in 
mastery over nature, and people in Republican-dominated 
states believe in dominating nature, reflects long-standing 
cultural stereotypes for the groups in question.
 Value orientation studies stratified by political system, 
time, and industrialization level can provide insight into how 
political systems and industrialization impact social belief  
systems (see Human Dimensions of  Wildlife 12[5]). Among 
other things, these studies suggest that as societies enter the 
postindustrial phase, people develop more mutualistic value 
orientations and become less tolerant of  lethal wildlife man-
agement and hunting. Value orientations allow strong pre-
dictions of  attitudes because they are generated by aggre-
gating attitudinal information. Core values are typically very 
broad and, thus, not conducive to predicting specific atti-
tudes and behaviors, but wildlife value orientations have been 
highly correlated with attitudes toward hunting and fishing 
(Fulton et al. 1996), responses to potentially dangerous wild-
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life (Zinn and Pierce 2002), participation in wildlife-related 
recreation, and even political ideology (Bright et al. 2000). 
Value orientations reflect patterns of  belief; therefore, they 
provide a flexible framework for interpreting previous re-
search that was not conducted within a theoretical frame-
work. For example, the dominionistic and humanistic orien-
tations described in Kellert’s (1976, 1980) wildlife orientations 
(Table 23.2) clearly fit in the value orientation framework 
even though they were not originally framed clearly in one 
theoretical framework (they were called values, attitudes, 
perceptions, and evaluations when proposed).

Behavior
Behavior can be defined as an individual’s conscious or in-
voluntary action or reaction to an object or environment. 
Behaviors can be measured by asking people to describe 
what they do (e.g., Have you ever fed a bear?) or through  
directly observing what people do (e.g., watching people  
to see whether they feed bears; Fig. 23.2). Large-scale social 
survey studies rely primarily on self-reports of  behaviors. 
This approach can be problematic because what people say 
they do often differs significantly from what they actually do 
(Argyris and Schön 1978, Argyris 1992).

Models for Predicting Wildlife-Related Behavior
Psychologists developed 2 primary models for predicting 
human behavior. The norm-activation model (Schwartz 

1977) suggests people attempt to engage in what they per-
ceive as pro-social behavior. Rational choice models (Fish-
bein and Ajzen 1975, Ajzen 1991) suggest people weigh  
positive and negative consequences to generate an attitude 
(positive or negative evaluation of  an object) toward a be-
havior option. The relationship between attitudes and behav-
ior is constrained by perceived ability to successfully per-
form the behavior. Permutations and combinations of  these 
models have proliferated in environmental sociology and 
psychology literature (Stern et al. 1995, Dietz et al. 1998, 
Bamberg and Moser 2007). Although these models place 
varying emphasis on social norms and locus of  control (the 
degree to which people consider themselves [versus outside 
forces] in control) they have similarities. The models all sug-
gest social context (e.g., age, class, race, and gender) influ-
ences values, which influence attitudes, and that attitudes 
shape intentions to act or behave in a particular manner. Al-
though most HDW research is descriptive, it can still use 
this cognitive hierarchy. Zinn et al. (2000) described how  
traditional studies assessing public opinions about wildlife 
population levels could be improved by understanding the 
interactions among values, attitudes, behavior, and social 
context. They suggest exploring public acceptance capacity 
for wildlife populations using sociopsychological theory will 
allow managers to predict and alter public responses to vari-
ous wildlife population levels.
 Fishbein and Ajzens’ Theory of  Reasoned Action (Fish-
bein and Ajzen 1975, Ajzen and Fishbein 1980) and Theory 
of  Planned Behavior (Ajzen 1985, 1991) are 2 of  the most 
prominent models for predicting human behavior. The 
theory of Reasoned Action (TORA) suggests behavioral in-
tention is a function of  an individual’s attitude toward the 
behavior and subjective norms. Subjective norms refer to 
perceived expectations from other individuals or groups. In 

Table 23.2. Kellert’s typology of human orientations 
toward wildlife

Orientation Defining characteristics

Naturalistic Profound interest in and attraction to wildlife and the  
  outdoors
Ecologistic Principle interest in and affection for wildlife species in  
  their natural environment
Humanistic Strong personal affection for individual animals, typically  
   pets, which are viewed as friends, companions and/or 

family members
Moralistic Primary concern is for the ethical treatment of  animals,  
  both domestic and wild
Scientistic Interest in animals as physical objects of  study for  
   physiological, biological, and taxonomic knowledge 

acquisition
Aesthetic Primary interest in the beauty and symbolic properties  
  of  nature
Utilitarian Interest in the practical and material value of  animals in  
  terms of  their benefit to humans
Dominionistic Principle interest in dominance and control of  animals,  
  particularly in sporting competitions
Negative Strong desire to avoid animals due to fear or dislike
Neutralistic Passive desire to avoid animals due to lack of  interest or  
  indifference

From Kellert (1976, 1980).

Fig. 23.2. Direct observation is the most reliable method for 
assessing wildlife-related human behavior.
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this context, behavioral intention is a measurement of  how 
much effort an individual plans to exert in order to perform 
a behavior and emerges from beliefs about the consequences 
of  performing that behavior. The Theory of Planned Be-
havior has the same components as TORA yet distinguishes 
actual behavioral control from perceived behavioral control. 
Behavioral control is dictated by the availability of  resources 
and opportunities necessary to perform the behavior. Per-
ceived behavioral control refers to an individual’s perception 
of  the ease or difficulty of  performing the behavior, and can 
be independent of  the actual resources and opportunities 
available to an individual.
 Fazio (1995) suggested people often make behavior deci-
sions somewhat instinctively and do not think explicitly about 
attitude-objects they encounter. When deliberate consider-
ation of  the attitude-object is absent, the MODE model sug-
gests motivations (M) and opportunity (O) serve as determi-
nants (DE) of  how attitudes influence behavior (Fazio 1995). 
According to the MODE model, automatically activated atti-
tudes can guide behavior in a relatively spontaneous manner 
without the individual’s active consideration of  the attitude 
or awareness of  the influence of  the attitude. The more di-
rect the attitude-object experience, the more easily accessible 
the attitude will be as a memory; thus, attitudes formed by 
watching an instructional video on bear hunting will be less 
accessible as a memory than attitudes formed from experi-
encing bear hunting in person. Additionally, those attitudes 
that are repeatedly reinforced by direct experience are more 
likely to be automatically activated in the future. For instance, 
rural residents who frequently experience property damage 
from beavers would be more likely to automatically activate 
negative attitudes toward the species than residents who in-
frequently experience property damage from beavers. Cogni-
tive Dissonance theory (Festinger 1957) proposes that peo-
ple are motivated to reduce dissonance, caused by behaviors 
that are inconsistent with the individual’s perception of  self  
or how they wish to be seen by others (Festinger 1957, Petty 
and Wegener 1998). One could imagine a wildlife biologist 
who feeds wildlife to improve viewing opportunities for his 
or her family would face cognitive dissonance because they 
view themselves as a person who behaves in an ecologically 
responsible manner, and they know feeding wildlife can in-
crease odds of  disease transmission.

Risk Studies
Modern society has produced unprecedented hazards and 
insecurity leading to what Ulrich Beck labeled a “risk soci-
ety” (Beck 1992). Modern society increasingly revolves around 
concerns about the future and safety (Giddens 1999); there-
fore, wildlife managers must learn to assess and respond to 
public risk perceptions. Risk refers to the possibility that ac-
tions or events lead to consequences that harm people or 
things humans care about (Klinke and Renn 2002). Risk per-
ception can be cognitive (e.g., rational assessment of  proba-

bility and severity) and affective (e.g., feelings of  fear; Gore 
et al. 2005). Risk perception has 2 fundamental dimensions: 
unknown and dread risk (Slovic 1987, Klinke and Renn 
2002). Risks high on the unknown dimension would be 
characterized by being nonobservable, new, unknown to 
those exposed, having delayed effects, and lacking scientific 
risk assessments. Risks high on the dread dimension would 
be characterized by being uncontrollable, being dreaded, 
being catastrophic, being fatal, creating risk to future gener-
ations, being difficult to reduce, demonstrating increasing 
levels of  risk, and having involuntary exposure. Research on 
zoonotic disease (Peterson et al. 2006a) and wildlife damage 
(Gore et al. 2005, 2006) suggests risks high on dread and un-
known dimensions elicit support for lethal wildlife manage-
ment, desire for responsiveness on the part of  managers, 
and demand for trusted decision-makers.
 Risks associated with zoonotic disease have emerged as a 
major topic within HDW in the last 2 decades (Vaske et al. 
2009). The simultaneous outbreaks of  bovine spongiform 
encephalopathy (mad cow disease), Creutzfeldt–Jacob dis-
ease in humans, and chronic wasting disease (CWD) in free-
ranging deer and elk during the 1980s, and ensuing out-
breaks and scares associated with severe acute respiratory 
syndrome (SARS) and avian influenza have kept interest in 
wildlife-related zoonotic disease at a fever pitch. Diseases in-
cluding bovine brucellosis, E. coli, and bovine tuberculosis 
might be seen as having low levels of  unknown risk and low 
levels of  dread risk. Prion-associated diseases, however, have 
high levels of  unknown risk, and dread risk. Temporal and 
cultural contexts shape how the public perceives risk. For in-
stance, West Nile virus was new to U.S. citizens in 2002, but 
old for people in areas where the disease was previously en-
demic (e.g., the Nile Delta in Egypt).
 As a persistent risk with high dread and unknown dimen-
sions, CWD has proven fertile ground for HDW research. 
In the last 5 years, >20 HDW studies on CWD have been 
published (Vaske et al. 2009). Studies found that hunters 
would avoid eating meat from animals in areas where CWD 
was found, and found that over half  of  hunters would quit 
hunting if  CWD was implicated in the death of  hunters. 
The effect of  CWD was higher in areas where the disease 
did not exist, suggesting either that CWD has hit areas with 
the most avid hunters, or that once the risk becomes more 
familiar hunters become less concerned. Studies also found 
novice hunters were more likely to quit hunting in the face 
of  CWD than more experienced hunters, which is bad news 
for hunter recruitment efforts.

Descriptive Research
Although theoretical and hypothetico-deductive science 
is paramount in scientific circles, descriptive HDW research 
has probably made the largest contributions to wildlife man-
agement. Day-to-day management decisions require assess-
ing opinions of  those conducting wildlife management and 
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publics affected by wildlife management. The simple fact 
that wildlife managers need descriptive HDW research more 
than any other type may explain, at least in part, why Mc-
Cleery et al. (2006) found a troubling lack of  social psycho-
logical frameworks in HDW studies, and Heberlein found 
“attitude” research often describes opinions instead of  atti-
tudes (Heberlein 1981). Wildlife management agencies both 
need and pay for descriptive studies of  opinions.
 Questions beginning with “what percent of ” and “do you 
support” must be answered with descriptive research. Ex-
amples include what percent of  hunters can identify a zoo-
notic disease and what percent of  the public supports allow-
ing hunting on Sunday. No future elaboration of  social 
science theory will obviate the need for descriptive public 
opinion research. Such descriptive research can, and should, 
be integrated into theoretical models, but is valuable in its 
own right. Surveys measuring hunter effort, success, and 
harvest attributes have helped wildlife management agen-
cies set bag limits, and place geographical boundaries on 
harvest regimes (Decker et al. 2001, Manfredo 2008). Descrip-
tive studies document how much money is spent on wild-
life-related recreation (U.S. Fish and Wildlife Service and 
U.S. Census Bureau 2007), and that dollar amount may mean 
more for wildlife advocacy than theoretical models predict-
ing who spends money and how spending behavior might 
be modified. Similarly, descriptive research documenting the 
effects of  wildlife damage (Conover 2002) has generated so-
cial support and funding for management and conservation 
of  many species. Most major human infectious diseases 
have origins in wildlife; therefore, descriptive research docu-
menting the extent of  human interactions with wildlife will 
be a central piece of  research protecting humans from fu-
ture pandemics (Wolfe et al. 2007). In fact, monitoring of  
hunters and any people they enlist to butcher game is a key 
element of  the global early warning system recommended 
by Wolfe et al. (2007). Future descriptive research docu-
menting the social costs associated with changes in wildlife 
distributions caused by global warming would play a major 
role in advocacy efforts targeting climate change policy. Fi-
nally, documenting trends in social phenomenon requires 
repetitive descriptive research.

Philosophy
Philosophy relies on systematic reasoned argument to 
provide foundations for defining existence, knowledge, truth, 
validity, ethics, and justice. As such, it plays a fundamental 
role in wildlife management. One might question why phi-
losophy is categorized as “human dimensions research.” Af-
ter all, an ecologist provided the ethical philosophy that 
grounds our discipline today (i.e., the land ethic; Leopold 
1949). We would argue that such wildlife philosophers were 
choosing to focus on people and people issues when con-
ducting their work, and were, thus, welcome visitors within 
the human dimensions field.

Ethics
Leopold’s Land Ethic provides the basis for environmental 
ethics in many natural resource fields, and revolves around 
the moral value of  promoting biological integrity (Leopold 
1949). Most ethics philosophy in HDW addresses hunting. 
Leopold (1933) advocated game-cropping systems engineered 
by wildlife managers using several tools (including hunting) 
to sustain the system (Worster 1994). His later descriptions 
of  hunting in the Sand County Almanac, however, suggested 
more ambiguity regarding recreational hunting and included 
viewing wildlife as “citizens” in the land community: “We 
reached the old wolf  in time to watch a fierce green fire dy-
ing in her eyes. . . .I was young then, and full of  trigger-itch; 
I thought that because fewer wolves meant more deer, that 
no wolves would mean hunters’ paradise. But after seeing 
the green fire die, I sensed that neither the wolf  nor the 
mountain agreed with such a view” (Leopold 1949:130).
 Clarke (1958) helped pioneer the philosophical defense 
of  hunting rooted in promoting ecological integrity. Peter-
son (2004), however, questioned the ecological integrity ar-
guments by noting a system requiring perpetual supervision 
by human hunters probably lacks ecological integrity. 
Shepard (1959) blended the ecological integrity defense with 
a naturalness defense by adding the argument that hunting 
allowed people to participate in their evolutionary role in 
nature. Other philosophers argued wild animals were not 
primary participants in human ethical systems, but suggested 
humans held a responsibility to demonstrate reverence for 
all life (Schweitzer 1950).
 The animal rights and animal welfare movements (Singer 
1975, Regan 1983) spurred another wave of  wildlife-related 
philosophy. Animal rights views suggest animals have rights 
similar in some ways to those accorded to humans and ani-
mal welfare views focus on improving well-being of  animals 
without taking an explicit stance on rights. Callicott’s (1980) 
groundbreaking “Animal Liberation: a Triangular Affair” es-
say documents the philosophical mêlée associated with a 
collision of  animal rights and welfare, traditional ethics, and 
Leopold’s land ethic. Traditional ethical humanists argued 
animals were somehow less than humans and, thus, lacked 
moral standing. Animal rightists argued the categories used 
to rank beings were flawed. The battle surrounding animal 
rights began with categories of  insentient, sentient, and con-
scious or self-aware animals. Animal-rights apologists pointed 
out that according to these criteria, mentally retarded hu-
mans, babies, and even humans rendered unconscious are 
less important than higher mammals (Singer 1975). Accord-
ingly traditional ethics were twisted to suggest killing men-
tally retarded humans or inarticulate infants to save chim-
panzees (Pan troglodytes) or dolphins (Tursiops truncatus) was 
ethical. This argument knocked self-consciousness off  the 
animal-measuring stick, leaving all sentient animals equal, 
and the logical rationale for animal rights sprang forth. Call-
icott (1980) suggested Leopold’s land ethic provided a third 
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alternative for environmental ethics. Callicott’s argument 
that rightness of  decisions should reflect their contribution 
to ecological integrity followed early defenses of  hunting 
within HDW philosophy (Clarke 1958). Callicott ended the 
essay by reiterating naturalness arguments developed by 
wildlife philosophers (Shepard 1959, 1973; Gasset 1972). He 
called livestock a “ruinous blight of  the landscape” and ar-
gued they were “bred to docility, tractability, stupidity, and 
dependency (Callicott 1980:330).” Similarly he described 
modern humane ethics as an “anti-natural prophylactic ethic 
of  comfort and soft pleasure” and glamorized the flesh eat-
ing, pain tolerance, and virtue of  tribal peoples (1980:334).
 From the naturalness perspective, accepting a natural 
disposition to hunt prevents mental disorders (by making 
our behavior more congruent with genetic predispositions; 
Swan 1995), and provides an honest relationship with nature 
(e.g., demonstrates supplying humans with any type of  food 
leads to animal deaths; Dizard 2003). The naturalness phi-
losophy, however, has been impugned for misogynous im-
plications (e.g., women need to assume Paleolithic roles to 
achieve mental stability; King 1991, Peterson 2004). Hunting 
currently provides major political support for wildlife man-
agement; therefore, future philosophical work exploring its 
contributions to human welfare in modern society remains 
critical (Peterson 2004).

Justice
A body of  HDW philosophy associated with distribution of  
benefits and costs of  wildlife management is beginning to 
take root, and may help reduce conflict over allocation of  
costs and benefits associated with wildlife management. 
This literature emerges from various interpretations of  the 
public trust doctrine. According to the public trust doc-
trine (PTD) the state acts as a trustee and manages wildlife 
for the benefit of  the public. The typical formula for PTD 
scholarship entails tying PTD to ancient Roman law, docu-
menting evolving case law supporting the notion of  PTD, 
documenting how PTD guided North American conserva-
tion during the age of  game restoration, and describing 
threats and opportunities for using the PTD in the future. 
The PTD has been argued from economic, historical, legal, 
and political perspectives (e.g., Sax 1970, Geist 1988, Kreuter 
and Workman 1997, Horner 2000, Geist et al. 2001).
 The implications for social justice are beginning to be ad-
dressed indirectly by scholars interested in the social effects 
of  nature reserves (Dowie 2005, Brockington et al. 2006). 
The ethical claim, “wildlife should be public (or private) 
property,” is a philosophical claim with profound implica-
tions for distributional justice (Rawls 1971, 1993). Currently 
the PTD is used selectively to mandate maintaining public 
benefits from wildlife, but not public responsibility for costs 
associated with wildlife damage or protecting endangered 
species. Conflict over wildlife management could be amelio-
rated by future HDW scholarship contributing to a coher-

ent philosophy of  distributional justice for allocating the 
benefits and burdens afforded by wildlife conservation.

Science
The inherent subjectivity in any human endeavor means 
HDW scholarship can help wildlife management as a whole 
reflect on its own biases, norms, and methods. Although 
philosophy of  science is less developed in wildlife science 
than many other fields ( Jasanoff  et al. 1995), it has instigated 
profound changes in our discipline. Romesburg’s (1981) cri-
tique of  predominantly descriptive wildlife research pro-
moted a renewed focus on the scientific method and experi-
mental design within wildlife science. Deducing outcomes 
from hypotheses and testing for their occurrence (hypothetico-
deductive science) is now more prevalent within wildlife 
science. Several wildlife science philosophers have questioned 
the “fixation on statistical methods. . . . quantitative trap-
pings,” and argued for more emphasis on thoughtful studies 
and research hypotheses (Romesburg 1981:307; Guthery et al. 
2001, 2005). Human dimensions scholars have played a simi-
lar role within HDW outlets by advocating for research 
framed within theory (Manfredo 1989, 1990; Decker et al. 
2001; Vaske 2008). They emphasized how theory extends in-
ference, improves reliability, and provides a framework for 
building on previous findings, and have helped the HDW re-
search field move beyond a cycle of  repetitive descriptive  
research. The HDW research field has progressively moved 
from purely descriptive research to theoretical and even ex-
perimental research during the last decade.
 Wildlife science largely focuses on middle number sys-
tems with too many parts for individual counting but too 
few parts to substitute averages for individual components; 
therefore, statistics and modeling play a central role in re-
search (Allen and Starr 1982). The centrality of  statistics is 
reflected in much of  the philosophy of  science produced 
within HDW. Philosophy of  science arguments have tackled 
lack of  statistical independence in studies of  animal move-
ments (Swihart and Slade 1985), identified rampant abuse  
of  null hypothesis testing (Burnham and Anderson 1998, 
Cherry 1998, Anderson et al. 2000), and highlighted similar 
trends with information-theory–based model-selection algo-
rithms (i.e., model selection; Guthery et al. 2005). This body 
of  philosophical work has instigated a broad-scale shift from 
null hypothesis testing to multimodel inference in the wild-
life science field, and may facilitate another shift to more  
diverse methods tailored to exploring specific research hy-
potheses (Guthery et al. 2005).
 A final body of  wildlife science philosophy addresses ways 
to integrate ethics, management, and science. Conflicts be-
tween responsibility to scientific objectivity, following public 
preferences, and protecting biotic integrity, create an in- 
coherent foundation for wildlife managers (Peterson et al. 
2007). Initial efforts to address this conundrum were reflected 
in expressions of  adaptive management that included a fo-
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cus on citizen engagement (Lee 1993a). Riley et al. (2002, 
2003b) developed an approach labeled adaptive impact man-
agement that explicitly acknowledged the anthropocentric 
focus of  wildlife management. This approach targets man-
agement actions on impacts, significant effects of  inter-
actions between humans and wildlife. Unless at least one 
human recognizes an event and considers it important, it 
does not enter the realm of  wildlife management. From this 
perspective only recognized events with effects deemed im-
portant by people enter the realm of  management. When 
the human element is integrated fully within management, 
credibility becomes as important as objectivity within sci-
ence, and managers must represent the needs of  both wild-
life and people in decision-making (Peterson et al. 2007).

Public Involvement
In this section, we describe best practices for involving the 
public in wildlife management decision-making, and list po-
tential triggers for involving the public in wildlife manage-
ment. Public involvement (PI) is critical because politics drives 
every decision made in wildlife management. Because poli-
tics involves wielding power to make decisions, giving sci-
ence more power doesn’t remove politics from its dominant 
role. Social relationships and power interact to determine 
what wildlife studies occur, which methods are used, what 
findings are published, what species receive attention and 
resources, and how decisions are made. Wildlife managers 
can distribute power more equitably by utilizing PI, as in the 
case of  comanagement or community-based management 
(Chase et al. 2000, Treves et al. 2006), or attempt to main-
tain control over power as in the case of  command and con-
trol models for decision-making (Chase et al. 2000, Walker 
2004). Similarly, wildlife managers can shape how power is 
exerted in decision-making with advocacy campaigns, by 
controlling information, and by influencing the constitution 
of  stakeholders with a seat at the decision-making table  
( Jacobson 2005, Cox 2006). These tools and strategies change 
the politics, but do not remove them.
 Emerging PI approaches can help facilitate a move to the 
citizen model of  wildlife management, improve civic engage-
ment, diffuse conflicts, improve trust in agencies, reduce 
management costs and improve decision-making. Although 
PI may initially escalate conflicts, participation from diverse 
interests can lead to greater support for the final decisions 
(Laird 1993, Lin 1996). Greater support among stakeholders 
carries benefits, including lower enforcement costs, higher 
compliance rates, less conflict, and higher community satis-
faction (Lee 1993a, Chase et al. 2000). Further, PI promises 
to reduce administrative overhead by paying for manage-
ment with social capital (Ostrom 1990, Kollock 1998).
 Public involvement, however, can just as easily backfire 
and create more problems than it solves. Social capital has 
an oft forgotten negative side; it can lead to exclusion of  
outsiders and may lead to the restriction of  personal free-

doms (Peterson et al. 2006b). Although it is reasonable to as-
sume that greater support among stakeholders translates 
into lower enforcement costs, higher compliance rates, less 
conflict, and higher community satisfaction, this does not 
necessarily enhance conservation. There is no intrinsic ad-
vantage to efficiency; even when bad policy is efficient, it  
remains bad policy. Finally, wildlife managers face several 
immediate and pragmatic risks with PI: (1) mobilization of  
antagonistic groups, (2) temporal and financial expenses,  
(3) near impossibility of  truly representative participation, 
(4) undermining agency authority, (5) citizens with in- 
adequate knowledge of  issues and poor communication 
skills, (6) difficulty weighing public opinions, (7) special inter-
est takeovers, (8) insufficient institutional capacity to offer 
PI, and (9) legal risks associated with nontraditional decision-
making (Senecah 2004).

How to Use Public Involvement
The formulaic PI processes associated with public hearings, 
the most common form of  PI, do little to allay the afore-
mentioned concerns of  wildlife managers. In the 1970s,  
Heberlein (1976) noted the theater-style proxemics of  public 
hearings intimidated citizens not accustomed to public speak-
ing. Since then many reports and studies have documented 
how public hearings trigger conflicts, anger, and frustration 
(Senecah 2004). Participants view such processes as “de-
signed to shroud an elitist policy-making process in the 
cloak of  democracy (Persons 1990:121).” Many PI models 
have been developed in recent decades. Community-based 
conservation alone refers to PI models ranging from truly 
community-based approaches to those influenced by cen-
tralized governments (such as Habitat Conservation Plan-
ning for endangered species; Reilly 1998), and projects influ-
enced by the global marketplace (such as the Communal 
Areas Management Programme for Indigenous Resources 
[CAMPFIRE] in Zimbabwe; Alexander and McGregor 2000). 
Rather than delve into the myriad PI models and their vari-
ants, we focus on describing key elements necessary to en-
sure legitimacy for any model managers choose to employ.
 Making PI efforts more legitimate requires giving partici-
pants a voice. Senecah’s (2004) trinity of voice theory sug-
gests voice includes: access, standing, and influence. Case 
studies by HDW scholars support this assertion by high-
lighting communication and education (access), fair treat-
ment of  citizens (standing), and influence on decisions as 
key elements of  PI valued by participants (Chase et al. 2002, 
2004). Access implies more than sufficient opportunity to 
express opinions. Citizens can only gain access if  they are 
equipped with enough knowledge and understanding to  
enter the process proactively. Providing access requires us-
ing convenient times and places, making educational mate-
rial readily available, providing technical assistance, early 
and widely disseminated notice, early public involvement, 
and long-term opportunities for public involvement. Raik  
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et al. (2006) found knowledge and leadership as particularly 
important dimensions of  capacity for collaborative subur-
ban deer management. Equipping participants with suffi-
cient knowledge is a major challenge. In the case of  CWD 
management, Eschenfelder and Miller (2007) suggest gov-
ernment websites equipped citizens to make personal deci-
sions and perhaps to police agency decisions, but not to  
engage in productive policy debate. Most states managing 
CWD provided lists of  recommendations for management 
and personal behavior and summaries of  management strate-
gies, but did not provide information to facilitate citizen 
participation in deliberative processes (e.g., acknowledging 
debates, reviewing conflicting claims, describing risks and 
benefits of  alternative decisions, documenting uncertainty, 
and identifying who is responsible for decision-making).
 Standing refers to the respect and legitimacy given to 
participant perspectives. Providing standing requires active 
listening, dialogue, debate, and clear parameters for how 
outcomes of  participation will be used in decision-making 
(Senecah 2004). Access and standing are highly related, and 
providing either in isolation tends to promote anger and 
frustration among participants. Public hearings to address 
changes in game management regulations often typify this 
dynamic. Hunters are given access, but not standing, be-
cause dialogue and discussion of  how their opinions will be 
integrated in the final decision rarely occurs. Participants 
then adopt boisterous, disruptive, and theatrical tactics in an 
effort to gain standing. These attempts to gain standing 
should not be interpreted as evidence that argumentation or 
debate should be eliminated from PI. Dissent and debate are 
essential for wildlife-related PI in democratic nations (Peter-
son et al. 2005). Rather, managers should work to provide 
the necessary access (information and forum) and standing 
for productive democratic debate (Peterson et al. 2005, 
Eschenfelder and Miller 2007).
 Providing influence does not require managers to do 
what participants want. Rather, influence means participant 
ideas are considered in management decisions (Senecah 
2004). Truly considering participant input, however, requires 
meaningful decision space (flexibility in allowable solutions). 
If  a decision cannot be changed based on participant input, 
then the input is not really being considered. Using a trans-
parent decision-making process, creating opportunities for 
participants to evaluate options, and providing careful re-
sponses to participant concerns all help foster legitimate in-
fluence. Managers should be skeptical of  any PI strategy 
that appears unlikely to provide participants a voice. Such 
strategies may fill PI mandates, but are unlikely to bring any 
other benefits.
 Wildlife managers hoping to develop PI forums face the 
challenge of  balancing competing demands for scientific man-
agement and democratic participation (Chase et al. 2000,  
Senecah 2004). If  science is ignored, serious unanticipated 
consequences may emerge from public decision-making, but 

ignoring the public may lead to civic disengagement, rancor-
ous conflicts, and managing for ultimate effects not desired 
by society. Giving participants a voice in contexts character-
ized by scientific complexity requires helping them cope with 
large amounts of  empirical data and high levels of  complex-
ity. The Communication for Wildlife Professionals chapter in 
this volume addresses several important modes of  public edu-
cation including media interviews, public talks, scientific pre-
sentations, and print media development ( Jacobson 2005). 
These forms of  outreach, however, typically do not equip citi-
zens, or managers, to make decisions requiring the integra-
tion of  complex ecological, economic, and social aspects.
 Humans build mental models in almost all decision situ-
ations (Costanza and Ruth 1998), but we are typically inca-
pable of  including nonlinear relationships, feedback, or causal 
nets in our mental models (Vennix 1999). Further, a series 
of  cognitive shortcuts including the availability heuristic 
(predicting likelihood based on ease of  recall) and anchor-
ing and adjustment (basing estimates on familiar positions 
[relative thinking]) make mental models unreliable in com-
plex systems. Mediated systems modeling has been used to 
address these challenges within wildlife management since 
the 1980s, but because the approach blends management 
with research, published accounts are rare. In one example, 
facilitators helped experts with backgrounds in sheep ranch-
ing, fire, and wildlife ecology develop an integrated model 
for sage grouse (Centrocercus urophasianus) population dy-
namics in southeastern Idaho (Pederson and Grant 2004). In 
mediated modeling a skilled facilitator helps participants 
build a qualitative or quantitative model of  the manage-
ment system and participants use the model to evaluate 
management interventions. Both quantitative and qualitative 
models help increase group information-processing capac-
ity, identify feedback loops, place the entire management 
challenge on one piece of  paper or computer screen, and 
create group memory for longer term decision-making  
requiring multiple sessions (Vennix 1999). The facilitator 
translates what participants say into variables, system bound-
aries, and feedback structures. The facilitator also helps par-
ticipants evaluate model structure and, with quantitative 
models, outputs. Qualitative versions of  mediated modeling 
have been criticized for promoting conclusions about sys-
tems based solely on a diagram (Vennix 1999). Unfortunately, 
quantification often requires more data than are available, 
models based on simulated data can be misleading, and many 
participants find system diagramming cognitively easier than 
generating a quantitative model. The field of  mediated 
modeling is rapidly evolving, but van den Belt (2004) pro-
vides a summary of  best practices.

When to Use Public Involvement
Developing high-quality PI approaches is difficult and time-
consuming; so, when should it be attempted? Three strate-
gies for choosing when to implement PI seem particularly 
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relevant to HDW: one from business management (Lawrence 
and Deagen 2001), one from risk management (Klinke and 
Renn 2002), and one from wildlife management (Chase et al. 
2002). Although many examples could be employed to illus-
trate the utility of  the decision trees, we focus on issues  
associated with wildlife disease to promote comparability. 
Lawrence and Deagen (2001) tweaked a business-based model 
to fit natural resource management contexts (Fig. 23.3). Within 
this model, if  managers know enough to make a quality de-
cision and either don’t need public acceptance to succeed or 
know the public backs their decision, PI is not used. Other 
contexts involve progressively soliciting public opinion with-
out any expectation of  following it, soliciting opinion and 
making decisions reflecting its influence, using public hear-
ings and making decisions reflecting group opinions, and 
sharing problems with the public and working together to-
ward a collaborative solution. All options avoid the danger-
ous tendency to solicit public opinion or involvement when 
alternative solutions are not available for negotiation (De-
poe et al. 2004).
 Being rooted in business, the model is based on efficiency 
and favors PI approaches that achieve goals in the most 
time-efficient manner. As one might guess, that equates to 
infrequent use of  collaborative decision-making (see Fig. 23.3). 
Lawrence and Deagen (2001) use the Montana Department 
of  Livestock’s efforts to reduce risk associated with Brucella 
abortus transmission between bison (Bison bison) and cattle 
as a test case for their decision tree. They suggest social con-
texts dictate a decision based on input from a public meet-
ing (see Fig. 23.3), but that if  the meeting causes damage to 
public relations then the agency should shift to making deci-
sions based on input solicited individually from stake- 
holders (see Fig. 23.3). Finally, they suggest that if  the public 
meetings create an environment where stakeholders wish to 
engage in collaborative dialogue then collaborative decision-
making should be employed (see Fig. 23.3). These specific 

recommendations, however, emerge from multiple value 
judgments required while moving down the decision tree 
and demonstrate the danger of  mechanistically using any 
decision-making tool. Someone familiar with acrimonious 
debate over bison management in the Greater Yellowstone 
area may find question 6 a problematic double-barreled ques-
tion (see Fig. 23.3). Yes, public relations might improve if   
everyone learned more about the issue, but in this context, 
public meetings may simply reinforce polarized conceptions 
of  the issues (Peterson et al. 2002).
 The risk management approach for choosing when and 
how to include PI requires managers to answer either 1 or 2 
questions: is the problem characterized as normal and, if  
not, is the problem characterized by complexity, uncertainty, 
or ambiguity (value conflicts; Klinke and Renn 2002)? Nor-
mal problems are characterized by low complexity, low un-
certainty, and low ambiguity. They cannot exceed prespeci-
fied (by agencies) thresholds on 1 or more of  9 criteria for 
risk characterization: (1) extent of  damage, (2) probability 
of  occurrence, (3) incertitude, (4) ubiquity, (5) persistency, 
(6) irreversibility, (7) delay effect, (8) violation of  equity, and 
(9) potential of  public mobilization in response to the prob-
lem. Normal management entails routine operations of  
agency staff, and is conducted internally. For normal risks 
the probability times damage view of  risk is compatible 
with public conceptions of  threat, so risk–benefit analysis 
and other optimization strategies are the appropriate deci-
sion-making tools and PI is not needed (National Research 
Council Committee on Risk and Decision Making 1982). 
The ninth criterion, however, should be carefully considered 
before excluding PI because public concern and mobiliza-
tion often have little to do with scientific risk (e.g., potential 
damage and probability of  occurrence).
 When risks exceed 1 or more of  the thresholds for the 9 
aforementioned criteria, 3 PI strategies should be consid-
ered based on whether the dominant characteristic associ-
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ated with management problem is complexity, uncertainty, 
or ambiguity. When high complexity characterizes the man-
agement context, PI should entail engaging external experts 
in the process of  generating agreement on causal relation-
ships and effective solutions, and regulating on the basis of  
their combined knowledge. Quantitative measures of  risk 
and efficiency are appropriate tools for decision-making us-
ing this type of  PI (National Research Council Committee 
on Risk and Decision Making 1982). Incorporating public 
concerns and values in resolving cognitive complexity usu-
ally makes little sense, further complicates decision-making, 
and underutilizes the abilities of  scientists and experts (Klinke 
and Renn 2002). Simply put, people with knowledge and ex-
perience, who are using it to solve a particular suite of  prob-
lems, can produce more cost-effective solutions to those 
problems than nonexperts.
 When uncertainty dominates the management context, 
PI should engage the public in balancing the costs of  over- 
reacting versus the costs of  underreacting. Research should 
focus on reducing uncertainty, thereby moving the risk back 
to the stage of  handling complexity, but when knowledge 
acquisition is slow and immediate action is necessary, a pre-
cautionary approach is necessary (O’Riordan and Cameron 
1994). Precautionary approaches, however, require stake-
holders to use economic and social evaluations to strike the 
balance between being under- and over-cautious (Klinke and 
Renn 2002). Those bearing the burden of  management 
(both its costs and the risks associated with failure) must be 
involved in the trade-off  analysis. Recent wildlife diseases 
characterized by uncertainty include SARS and CWD.
 When ambiguity dominates the management context, PI 
should focus on resolving or mediating value conflicts. Man-
agement contexts dominated by ambiguity must address what 
should be rather than identifying the facts, risks, and costs. 
Most PI in wildlife management fits in this category, and 
seeks to either identify the most socially acceptable solution 
or to create new win–win solutions not previously available. 
Neither knowledge- nor efficiency-based PI approaches should 
be used to address ambiguous risks because social and moral 
judgments dictate preferences (Yankelovich 1991). The con-
flicts surrounding management of  bovine brucellosis in wild 
bison demonstrate relative unimportance of  practical or sci-
entific claims for managing ambiguous risks (Peterson 1997: 
86–118).
 Although most wildlife management contexts involve a 
mixture of  complexity, uncertainty, and ambiguity, and re-
quire a mixture of  PI strategies, the dominant characteristic 
should determine the dominant strategy. When multiple at-
tributes play significant roles in management contexts, mul-
tiple PI strategies should be utilized simultaneously. Simi-
larly, managers should be prepared to change PI strategies 
in a fluid manner. Risks are never fixed within one manage-
ment context. A publicly visible rabies outbreak could change 
management context from normal to ambiguous, and man-

agement contexts associated with West Nile virus probably 
changed from uncertain to normal within a few years of  the 
virus emerging in the United States.
 Chase et al. (2002) developed a PI decision tree focused 
on manager objectives rather than management objectives. 
If  managers do not want public input they should consider 
authoritative PI approaches including press releases or ad-
vertising, which many would not consider PI. If  managers 
want public input, they must decide whether stakeholders 
should have influence. If  managers do not want partici-
pants to help make decisions they should consider passive-
receptive approaches (e.g., taking time to read unsolicited 
comments) or inquisitive approaches (e.g., conducting sur-
veys, public hearings, focus groups). Finally if  managers want 
help with decisions they must decide whether they want help 
implementing management actions. If  they do not want 
help they should consider transactional approaches (e.g., cit-
izen task forces), and if  they want help they should consider 
comanagerial approaches where participants help implement 
the actions they recommend. This approach to choosing PI 
methods can be dangerous if  managers do not want citizen 
input when it is needed, do not want decision-making help 
from citizens when it is needed, do not want to hear from 
citizens when citizen support is needed, or do not want help 
implementing management actions from citizens when it is 
needed. The model also uses several PI approaches (authori-
tative, passive-receptive, and inquisitive) that do not provide 
participants access, standing, and influence, so managers must 
exercise care when potential participants expect to have a 
voice.

Qualitative Approaches
Qualitative research offers great promise for addressing wild-
life management challenges, but is underutilized. Qualitative 
studies typically use an emic perspective. An emic perspec-
tive views human behavior or beliefs in terms meaningful 
to actors, and comes from within the culture of  the actors. 
Qualitative research methods share a tendency to focus on 
answering how and why questions with studies using small 
focused (but rarely random) samples (Denzin and Lincoln 
2005). Diverse qualitative approaches include ethnomethod-
ology, focus groups, narrative inquiry, and participatory ac-
tion research (Denzin and Lincoln 2005). Emic focus and 
qualitative research are typically combined because research-
ers cannot understand actors’ perspectives without sharing 
the same social context and spending time getting to know 
participants. The intuitive need to understand social issues 
from the perspective of  people experiencing them has led to 
a resurgence of  qualitative research in many social research 
fields (Denzin and Lincoln 2005). Most HDW approaches, 
however, provide accounts of  social behavior and beliefs 
based on the etic perspective (neutral stance of  research-
ers) instead of  from the perspective of  the social group in 
question.
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 Qualitative approaches dominated sociology until the 1930s 
(Converse 1987). During World War II funding and support 
for surveys and survey researchers created a shift toward 
quantitative research within sociology. Leaders of  this move-
ment (e.g., George Gallup, Paul Lazarsfeld, Rensis Likert, 
and Robert Merton) faced accusations from their peers of  
being “quantophrenics” (Converse 1987:253) and assertions 
that “those in the grip of  methodological inhibition often 
refuse to say anything about modern society unless it has 
been through the fine little mill of  statistical ritual” (Converse 
1987:252). The latter assertion rings true in modern HDW re-
search, where qualitative research is rarely used for anything 
but improving quantitative research, and few wildlife manag-
ers would dare make assertions about social relations (e.g., 
potential responses to regulation changes or opinions) unless 
the assertions were supported by a P-value or best model. For 
example, generalizing from focus-group studies is seen as 
both inappropriate and dangerous. Some qualitative research-
ers have responded to this skepticism by twisting qualitative 
methods to focus on counting and sorting phrases using com-
puter software. Unfortunately such approaches tend to dilute 
the most powerful elements of  emic research, a deep under-
standing of  context and insider perspectives.
 Fortunately generalizability is surprisingly similar in quan-
titative and qualitative research. The basic premise is: you 
can generalize to people who are similar to the ones you 
studied if  those people are in similar social contexts. Quanti-
tative studies use random sampling, nonresponse sampling, 
and statistical tests in an effort to ensure samples reflect the 
population of  interest (Vaske 2008), while qualitative studies 
provide thick rich description of  social context and allow 
managers to decide for themselves whether people and so-
cial contexts are similar enough for generalization (Denzin 
and Lincoln 2005). Accordingly generalizing from qualita-
tive research is dangerous, but mainly because blame for 
faulty predictions falls on the interpreter instead of  the re-
searcher. The vast majority of  useful social knowledge is 
based on generalizations from qualitative inquiry. One con-
fidently gets out of  bed, feeds their children, goes to work, 
walks on various surfaces, interacts with new people, and 
engages in a host of  wildlife-related activities because gener-
alizing from qualitative experiences (learning from what 
happened the first few times one tried the activities) works 
extremely well in most contexts.
 Guba and Lincoln (1989) suggested several parallels for 
evaluating qualitative and quantitative research (Table 23.3). 
The different categories reflect paradigmatic differences rather 
than pragmatic differences. For instance, quantitative research-
ers might actually be more effective in wildlife conservation 
efforts if  they focused on credibility and confirmability in-
stead of  validity and objectivity because they could legiti-
mately engage in decision-making as active participants in-
stead of  working to perpetuate the illusion of  objectivity 
(Peterson et al. 2007). The shift in perspective does not re-

quire methodological changes because quantitative research 
must be valid to be credible and qualitative research must be 
credible to be valid. Within qualitative research credibility is 
improved by (1) triangulation in data collection (e.g., field 
notes, document analysis, and interviews), (2) informant 
validation (e.g., designing clarification questions into the in-
terview protocol, conducting multiple interviews with the 
same informant), (3) larger numbers of  informants, (4) pro-
longed time in the field, and (5) documenting informants’ 
stories in their own words (Peterson et al. 2002). Reliability 
or dependability (Table 23.3) is a complex challenge because 
qualitative researchers are socially situated humans studying 
other socially situated humans and are neither value-neutral 
nor unresponsive to context (Peterson et al. 2002). Reflexiv-
ity (explicitly reflecting on how you impact and are impacted 
by the research) helps researchers to document potential bi-
ases. Qualitative researchers are the principal methodologi-
cal instrument, and their interactions with informants be-
come part of  the research.
 Wildlife managers face contexts where generalization or 
transfer of  qualitative results is both possible and regularly 
beneficial when hunting and fishing regulations impact small 
towns, tribal or first-nation groups, or small subsets of  hunt-
ing and fishing populations. As an example of  the latter 
case, several states have struggled with the regulation of  
hunting with dogs. As states become progressively more  
urban, pressure to ban certain forms of  hunting with dogs 
often emerges. If  a state such as North Carolina wanted to 
assess how a ban on hunting deer with dogs would impact 
dog hunters in 3 rural counties, then focus groups or semi- 
structured interviews would answer the “how” question bet-
ter than quantitative methods. Further, if  the focus-group par-
ticipants indicated a dog hunting ban would shatter their social 
networks, prove devastating to their unique culture, and elicit 
civil disobedience, then managers who understand the social 
context represented by focus-group participants should not 
need a survey based on a probability sample to generalize to 
other members of  the dog hunting community. If  qualitative 
methods are focused on “how” and “why” questions and infer-
ence is limited to the social context studied, then they may 
prove the most cost-effective and useful approach for answer-
ing small-scale wildlife management questions.

Table 23.3. A comparison of criteria used to evaluate 
qualitative and quantitative research

Criteria for evaluating  Criteria for evaluating 
qualitative research quantitative research

Internal validity Credibility
External validity Transferability
Reliability Dependability
Objectivity Confirmability

From Guba and Lincoln (1989).
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 Participatory action research (PAR) provides another 
example of  underutilized qualitative research. PAR is the so-
cial science equivalent of  adaptive management, and has 
been utilized since the 1930s (Denzin and Lincoln 2005). In 
PAR, researchers team with members of  the public who want 
to tackle a management challenge and jointly design man-
agement interventions, assessments, and new interventions 
based on social response to the interventions. The PAR re-
search approach also finds parallels in popular and cutting-
edge wildlife management approaches (e.g., comanagement 
and adaptive impact management; Chase et al. 2000, Riley 
et al. 2002), yet the PAR research model is rarely used. Al-
though qualitative research is frequently used to improve 
the rigor of  quantitative research, innovative mixed-method 
studies using both perspectives to make major contributions 
are rare (Leong 2010).

SUMMARY

Being tasked with solving “people problems” may have seemed 
condescending to HDW luminaries in the 1970s when vocif-

erous stakeholders complaining about scientific decisions 
were treated as the people problem. Now a growing list of  
people problems dwarfs not only HDW, but wildlife manage-
ment in general. Urban sprawl, water scarcity, energy devel-
opment, climate change, and zoonotic disease cast a long 
shadow over the future of  wildlife conservation. Human di-
mensions scholars have developed an impressive array of  re-
search tools to address these challenges and HDW will in-
form efforts to change people’s behaviors, but our discipline 
is simply far too small to be successful alone. Sustainable 
solutions for wildlife management in contexts of  climate 
change, population growth, household proliferation, increas-
ing energy consumption, and zoonotic disease outbreaks will 
require more than the oft-called-for integration of  social and 
biological sciences; they will require partnerships with diverse 
groups including environmental engineers, environmental 
communication and advocacy experts, economists, and politi-
cal scientists. Human dimensions of  wildlife emerged to help 
wildlife managers cope with a diversifying constituency, and 
should be well-situated to facilitate future coalition building 
needed to address today’s wildlife conservation challenges.
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INTRODUCTION

THE COMMUNICATION PROCESS  aims to understand and influence 
people’s awareness, attitudes, and behaviors. Communications are impor-
tant for soliciting people’s involvement in sustainable wildlife management.

 Consider how effective communication has led to conservation:

•   Tourists interacting with dolphins decreased inappropriate behaviors, such as 
touching dolphins, after exposure to a communication program (Orams and 
Hill 1998).

•   Data  collected and  shared electronically by  local birdwatchers helped  to ob-
tain US$2.5 million in federal funding for habitat acquisition and restoration 
(Fitzpatrick and Gill 2002).

•   Communications  in parks have reduced  threats  to sea  turtles and shorebirds 
(M. Whatley, National Park Service, personal communication), and influenced 
positive attitudes and beliefs about prescribed fire and forests (Bright et al. 
1993).

  “Wildlife  management  is  comparatively  easy;  human  management  difficult” 
(Leopold 1966:197). Think of  a challenging wildlife problem you have encountered 
—setting sustainable harvest limits, managing wetlands, or protecting endangered 
species. More than likely, people are part of  the problem and communication will 
be part of  the solution. Effective communication is essential for influencing conser-
vation  policy,  changing  people’s  behaviors,  garnering  funds,  or  recruiting  volun-
teers. The fate of  our wildlands and wildlife resources depends on successful com-
munication with a variety of  audiences—from anglers to zoo visitors, in a variety 
of  places—from agricultural lands to the legislative floor.
  This chapter describes the communication process. It provides a systematic plan 
for identifying communication goals, targeting specific audiences, selecting appro-
priate media and messages,  and evaluating your  results. The  following guidelines 
will  help  ensure  your  effectiveness  at  using  common  communication  techniques 
needed by wildlife professionals. Whether giving an interview or public presentation, 
designing a brochure or scientific poster, or working with groups and negotiating 
management decisions, follow a GAME plan for success.

WHY COMMUNICATE?

The public affects the success or failure of  wildlife management efforts. Yaffee et al. 
(1996) found that public opposition was the major constraint to implementing eco-
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system management plans. In the case of  reintroduction of  
the gray wolf  (Canis lupus) in Yellowstone National Park, bi-
ologists  working  with  the  recovery  plan  concluded  that 
many recovery issues have more to do with people’s deeply 
held personal values about the government and perceptions 
of  nature rather than about wolves themselves (Fritts and 
Carbyn 1995). In essence, researchers could spend years de-
signing  plans  or  studying  the  biology  of   gray  wolves,  but 
wildlife goals may not be achieved without adequate public 
support. In such cases, failure to accurately assess and target 
public opinion can result in opposition to wildlife initiatives 
and costly political battles.
 The need for improved communication about wildlife 
grows as more people use public lands and conflicts over 
natural resources increase (Fig. 24.1). The public is exposed 
to wildlife issues through print media, radio, television, and 
the Internet. Public opinion polls show interest and concern 
for wildlife. A 2007 Gallup poll found that 69% of  U.S. citi-
zens worried a fair amount or a great deal about the extinc-
tion of  plants and animals (Gallup Poll 2007).
 Communication skills of  wildlife professionals must in-
clude the ability to promote a program’s products—its mis-
sion, policies, services, and goods. Promotion entails spark-
ing public interest by showing people how the objectives of  
wildlife management relate to their needs and wants. Com-
municating with and involving the public and decision- 
makers helps increase their long-term support and leads to 
sound  wildlife  conservation  policy.  One  of   The  Wildlife  
Society’s 4 principal objectives  is  to  increase awareness and 
appreciation of  wildlife values (Case 1989). Researchers have 
shown that appropriate communications can improve pub-
lic support for and behavior toward wildlife, reduce vandal-
ism and poaching, improve compliance with regulations, in-
crease recreation carrying capacities, and  influence policies 
and decisions that affect public lands and wildlife resources 

(e.g., Knudson et al. 1995; Jacobson 1990, 2009). Can we af-
ford not to communicate?

WHAT IS COMMUNICATION?

Communication is a process of  exchanging ideas and im-
parting information. We do it all day long. It involves mak-
ing yourself  understood to others and understanding others 
in return. If  you send a message—verbal, visual, or written 
—that the intended receiver does not understand, commu-
nication  has  not  occurred.  As  such,  the  only  way  to  make 
sure that the message has been received and properly under-
stood is to incorporate feedback into the process. Consider 
a  great  public  relations  success  story—the  U.S.  Forest  Ser-
vice’s  wildfire  prevention  campaign.  Their  message,  “Only 
YOU can prevent  forest fires”  is unambiguous, on a poster 
with Smokey Bear dousing a campfire. They used a catchy 
slogan,  a  “charismatic  spokesperson,”  and  media  targeting 
specific audiences to ensure that most U.S. citizens remem-
ber Smokey Bear and his message that we not only can, but 
should, prevent forest fires. In one public poll, 95% of  those 
surveyed could recognize Smokey Bear, whereas only  two-
thirds  could  recognize  the  U.S.  president  ( Jacobson  1999). 
The  newer  slogan—”Only  YOU  can  prevent  wildfires”—is 
attempting to rectify the impression that all fire is bad, and 
to spread our new understanding of  fire-adapted ecosystems.
 Communication involves both interpersonal and mass-
media approaches. Interpersonal techniques use conversa-
tions, group interaction and decision-making processes, 
speeches,  and  participatory  demonstrations.  Mass-media 
approaches use newspapers, magazines, radio, television, 
billboards, mail, films, publications, the Internet, and other 
electronic techniques. The public receives much of  its envi-
ronmental information through mass-media channels. Al-
though mass media are a primary source of  information, in-
terpersonal and hands-on activities can be more effective in 
influencing attitudes and behaviors. Selecting the appropri-
ate communication medium based on your goals and audi-
ence is critical. Below, theories and approaches are described 
that  apply  to  all  forms  of   effective  communication  about 
wildlife.

Communication Theory
Communication theory borrows from the fields of  psychol-
ogy,  education,  and  sociology.  Models  of   communication 
include an encoding stage, in which the source (in this case, 
you, the wildlife professional) sends a message that is trans-
lated and conveyed via a medium (Cutlip et al. 1985). Your 
message is decoded by the receiver (your audience or stake-
holder  group),  who  possibly  responds,  thereby  providing 
feedback (Fig. 24.2). Both encoding and decoding are critical 
stages in the communication process, no matter your media 
—interview, speech, brochure, scientific poster, Web site, or 
meeting.

Fig. 24.1. Human conflicts with wildlife range from concerns 
about diseases and safety to opportunities for ecotourism. 
Effective communication is needed to better manage wildlife and 
people. Photo by S. K. Jacobson.
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 Gatekeepers regulate the flow of  information from source 
to receiver and can introduce additional changes or noise 
into the communication. Different media have different gate-
keepers. For example, suppose you speak to a reporter about 
your  organization’s  new  project  to  save  endangered  beach 
mice (Peromyscus polionotus).  The  reporter  encodes  your 
message in the form of  a newspaper article. A gatekeeper in 
the form of  an editor must accept the story for publication. 
Perhaps the last 3 paragraphs will be cut due to a shortage 
of  space. Perhaps the headline is misleading. Ultimately, the 
receiver—individuals perusing the paper over their morning 
coffee—will decode the article based on their own experi-
ence. Why should rodents interest them? If  you do not catch 
their attention by addressing their interests or concern, they 
will not read it (Fig. 24.3).
 Feedback from receivers allows the source to adjust the 
message; thus, receivers also are senders if  their response is 
captured in some way. Sources must be listening or observ-
ing,  however,  to  modify  their  communication  on  the  basis 
of  the receivers’ feedback. For example, an agency that fails 
to respond to constituent anger about changes in a hunting 
policy will have more problems than an agency that listens 
and understands the needs of  their constituents. Research-
ers  in upstate New York found the communication process 

in itself—whether through individual conversations, group 
surveys, or a citizens’ task force—improved satisfaction with 
the  wildlife  management  agency,  even  when  the  manage-
ment outcome was the same (Stout et al. 1997). Wildlife or-
ganizations fueled by tax dollars or private donations must 
understand and respond to their audiences’ needs.

ELEMENTS OF COMMUNICATION

Understanding  the  vital  organs  of   the  communication  sys-
tem (source, message and medium, receiver, and feedback 
loop) can help you design effective wildlife communications. 
Failure of  any one organ dooms the entire effort.

Source
The source of  the message is the central person or organi-
zation  doing  the  communicating.  For  example,  an  agency 
director gives a public speech on changes in hunting regula-
tions to a hunt club, a scientist explains the release of  en-
dangered California condors (Gymnogyps californianus) to 
media representatives, an organization publishes a colorful, 
fund-raising brochure for members, or a manager facilitates 
a meeting of  wildlife recreationists. The source knows how 
it  wants  the  message  to  be  received,  yet  it  often  cannot 
guarantee how the message is encoded or how it will be de-
coded by the receiver. During a speech,  the speaker’s body 
language,  voice  tone,  and  vocabulary  influence  how  the  
audience receives the message. For environmental issues, 
source  credibility  is  important.  Most  audiences  will  scruti-
nize  a  speech  or  advertisement  by  an  oil  company  spokes-
person regarding the status of  oil development in the Arctic 
National Wildlife Refuge differently than an announcement 
by a government agency or environmental organization.  It 
is important that your message is delivered by a source cred-
ible  to the audience you are trying to reach. Credibility  in-
volves a perception of  both trustworthiness and expertise.

Message and Medium
Once the source’s ideas are encoded or translated, they are 
transmitted in the form of  a message. The content of  the 
message, its medium, and its source all influence the per-
ception  of   the  message.  Simple  messages  are  most  easily 
understood.
  “Can  you  hear  me  now?”  asks  a  man  on  a  cell  phone 
wandering in a desert, in an advertisement demonstrating 
the clear range of  a wireless network.
  “A  fed  bear  is  a  dead  bear”  is  the  blunt  message  of   the 
New Hampshire Fish and Game Department,  to discourage 
the public from feeding bears and creating potential conflicts.
  “Lend a hand—care for the land” replaced the U.S. Forest 
Service’s Woodsy Owl’s original slogan: “Give a hoot, don’t 
pollute” in the 1990s. Woodsy was directed at kids ages 5–8, 
when youngsters begin to form their views about the envi-
ronment and how they should interact with it. Woodsy also 

Fig. 24.2. A simplified model of the communication process.

Fig. 24.3. How can you interest your audience in an endangered 
beach mouse? Photo by Florida Fish and Wildlife Conservation Commission.
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received a makeover with his new slogan. He now sports a 
backpack, hiking shoes, and field pants to appeal to modern 
children (Fig. 24.4).
  Messages dealing with more complex issues may be harder 
to transmit to the public. The concept of  prescribed fire as a 
management tool goes against many people’s early indoctri-
nation  by  Smokey  Bear.  In  a  survey  of   west  Florida  resi-
dents, only 12% knew that regular fires are a natural process 
maintaining  their  native  pine  forests  ( Jacobson  and  Mary- 
nowski 1997). Slogans to promote prescribed burning have 
been  difficult  to  design.  “Rx  Fire:  Prescription  for  Forest 
Health”  is  the  title  of   a  Division  of   Forestry’s  brochure  in 
the southwestern United States. It seems to be more cum-
bersome than catchy. Personal experience with fire-adapted 
ecosystems or coverage of  wildfires in mass media may stim-
ulate public interest in prescribed burning and create a need 
for more  information  ( Jacobson et al. 2001). Framing your 
message and strategically selecting media to reach your tar-
get audience is the key to successful communications.
  How  do  you  choose  the  medium  that  will  effectively 
reach  the  target  audience?  Different  channels  offer  differ-
ent advantages (Box 24.1). For example, mass media has a 
powerful role in setting the public agenda and reinforcing 
opinions. However, more detailed publications or inter- 
personal methods are generally needed  to change an audi-
ence’s actions or shift their opinions. The adoption of  new 
behaviors,  such  as  recycling  or  composting,  frequently  oc-
curs as a result of  friends, family members, or colleagues in-
troducing people to them (McKenzie-Mohr and Smith 
1999). Communications that foster this type of  social diffu-
sion of  the message provide opportunities to effectively reach 
your audience.

 

Target audiences  can  be  segmented  by  factors  including 
age, education, occupation, recreation activities, geographic 
location, or environmental values. Using a variety of  media 
may be the answer to sufficiently reach each audience. Dif-
ferent audience characteristics may call for techniques such 
as speeches and demonstrations or direct mailings and 
placement of  messages in specialized newsletters. Knowing 
the  media  habits  of   your  audience  is  one  obvious  way  to 
target a message. For example, an article in the Washington 
Post may effectively reach policy-makers’ eyes, but few farm-
ers may ever read it. An article in an agricultural newsletter 
may better target rural farmers.
 The use of  more than one channel increases the likeli-
hood of  reaching a greater audience and reinforces the mes-
sage. When selecting media to communicate about wildlife, 
one must evaluate such factors as potential impact, produc-
tion and dissemination expense, and audience size (Box 24.2). 
Television ads may be beyond your budget, periodic news-
letters  may  be  too  sluggish  for  your  scheduling  needs,  or 
lack  of   staff   may  turn  a  special  event  into  a  nightmare.  A  
realistic view of  the resources and constraints of  time, per-
sonnel, and money provides the foundation for a successful 
media strategy.

Receiver
The result of  a communication varies. It may do nothing, or 
it may make the receiver aware of  an issue, shift the receiv-
er’s attitude, or, more rarely, change the receiver’s behavior. 
An understanding of  the receiving audiences is vital in de-
signing messages and selecting media to produce an effec-
tive program. Without knowledge of  your audiences’ needs 
and concerns, programs often are doomed. Wildlife commu-
nicators can be more effective by  involving their audiences 
in the development of  messages and dividing their audiences 
into segments according to their specific needs, interests, 
habits, or other characteristics. To succeed, messages must 
be directed to your target audience, whether it is hunters us-

Fig. 24.4. Woodsy owl received a makeover by the U.S. Forest 
Service. Adapted from U.S. Forest Service.

Box 24.1. A sAmple of mediA chAnnels 
useful for reAching Audiences

•  Personal dialogue  •  Telephone

•  Speech  •  Magazine

•  Public conference  •  Newsletter

•  Advisory group meeting  •  Exhibit

•  Demonstration  •  Guided program

•  Direct mail  •  Web site

•  Workshop  •  Blog
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ing the resource, homeowners living at the wildland inter-
face, or wealthy urbanites who support your programs.
  Audience research can help orient your wildlife commu-
nication program to meet your audiences’ needs and to pro-
mote the products of  your organization. Methods for identi-
fying and targeting audiences  include collecting data  through 
public  surveys,  interviews, group meetings, direct observa-
tion, census reports, Internet sources, case studies, and net-
works  with  organizations  that  already  serve  the  audience. 
Researchers in the field of  human dimensions of  wildlife 
use  sociodemographic  information,  psychological  profiles, 
consumer behaviors, geographic residence, and a host of  
other variables to help wildlife agencies tailor messages to 
audience  needs.  Audience  research  allows  you  to  assess  al-
ternative strategies for communication channels and mes-
sages. It provides a foundation for building support for a 
program or influencing audience behaviors. Research also 
provides baseline information with which to evaluate the re-
sults of  your wildlife communication efforts.
  Natural  resource  managers  at  Eglin  Air  Force  Base  in 
Florida used their knowledge of  their hunting constituents 
to craft messages regarding feral hog (Sus scrofa) control. 
The managers stressed the need to reduce hog populations 
to reduce competition with deer and other game species 
that the hunters valued. The importance of  reducing hog 
damage to preserve endangered pitcher plant (Sarracenia 
leucophylla) bogs was not a compelling message for this audi-
ence ( Jacobson 2009).
  Thus, a wildlife organization or agency needs to be able 
to  communicate  with  many  audiences,  each  with  its  own 
beliefs, self-interests, and concerns. Communication theo-

ries  portray  information  spreading  through  society  from 
opinion leaders to informed people and finally to uninformed 
people, like ripples emanating from a rock thrown into a 
pond.  Studies  of   how  ideas  diffuse  through  society  show 
groups  of   early,  average,  and  late  adopters  of   information 
(Brown 1981). Knowledge of  your target audience can facili-
tate diffusion of  wildlife information to opinion leaders or 
critical  members  of   your  audience.  This  will  improve  the 
likelihood  of   obtaining  the  response  you  want  from  your 
audience.
  Many wildlife agencies use interactive techniques to en-
gage their audiences more directly and continuously, through 
Friends  groups,  stakeholder  meetings,  and  citizen  advisory 
boards. In some cases, stakeholder groups are involved in 
joint decision-making or undertake comanagement activi-
ties  (Decker  et  al.  2001,  Jacobson  2009).  Knowing  how  to 
communicate  with  groups  and  effectively  negotiate  deci-
sions is increasingly important for wildlife professionals.

Feedback
Was your message received? Feedback will help you evalu-
ate whether you achieved objectives  to  increase your audi-
ence’s awareness about a wildlife issue, shifted their atti-
tudes, changed their behaviors, and resulted in a positive 
change  in  the  environment.  Feedback  will  help  identify 
whether your program worked and how it can be improved. 
Feedback from local residents targeted in an environmental 
communication  program  in  Senegal,  Africa  revealed  they 
were more confused about conservation objectives of  the 
government after the program. Not surprisingly, no conser-
vation action occurred (International Institute for Environ-

Box 24.2. fActors (And AssociAted questions) thAt influence decisions regArding 
AppropriAte messAges And mediA

Factors Questions to ask

Background and habits of the audience  What are the interests and media sources of your target audiences?

Attributes of the message Does it require background knowledge, maps, graphics, color, or sound?

Urgency of the message  Do you need a response today or next month?

Complexity of the message   Is a 30-sec sound bite adequate for the message or is a lengthy educational  

 publication necessary?

Frequency of the message  Is repetition needed regularly, seasonally, infrequently? Do new people keep  

 joining the target audience?

Personnel required   Is staff time available for personal contact, developing materials, providing  

 outreach activities, interfacing with media, or training volunteers?

Cost  How many in your target audience can be reached, for how long, with what  

 detail, at what price?



  susan k .  jacobson

ment  and  Development  1994).  Without  systematically  ob-
taining feedback for evaluation, failed programs can be 
repeated, instead of  improved.
 Methods to evaluate  your  communication  range  from 
formal before-and-after surveys to direct observations of  the 
target audience or their long-term impact on the environ-
ment. To measure the effectiveness of  a communication pro-
gram  to  conserve  a  rare  wildlife  species,  you  might  count 
new  members  joining  your  organization  or  agency  volun-
teer  group,  funds  donated  to  purchase  key  habitat,  legisla-
tors’ votes to pass protective measures, increases in public 
awareness after your campaign, and ultimately, status of  the 
wildlife population after a certain time period. Continuous 
assessment allows you to modify activities based on timely 
feedback and new information. Evaluation of  products and 
outcomes  tells  whether  your  message  and  media  strategy 
worked.  It  allows  you  to  make  decisions  about  the  fate  of  
the program—should it be continued, cut, or expanded?
 Feedback and evaluation during program implementa-
tion allows you  to change direction and chart  a more pro-
ductive course. The Florida Wildlife Federation avoided fi-
nancial heartache by collecting feedback from their members 
about a new way of  communicating with that audience. Be-
fore the Federation embarked on a new magazine for its 
members,  they  wisely  collected  information.  They  sent  a 
sample of  240 members a trial magazine with a written sur-
vey.  The  survey  asked  members  what  they  liked  most  and 
least  about  the  publication  and  how  much  they  might  pay 
to receive such a magazine. Based on the negative responses 
to  the  survey and  the high cost of   the project,  the Federa-
tion  rejected  the  entire  activity  of   publishing  a  magazine 
(M.  Fuller,  Director,  Florida  Wildlife  Federation,  personal 
communication).

GAME PLAN FOR COMMUNICATION 
PROGRAMS

Communication programs help wildlife organizations solve 
management problems or fulfill needs of  their audiences. 
To succeed, organizations and agencies must understand and 
respond to their audiences’ existing interests and behaviors. 
Some communication programs target a broad audience 
with a public awareness campaign, such as providing infor-
mation  about  recycling  to  all  homeowners  in  Colorado. 
Other  programs  directly  involve  groups  practicing  specific 
behaviors the organization wishes to change, such as work-
ing with hunters to develop new hunting regulations. To as-
sess the nature of  communication needs for a wildlife initia-
tive, organizations must have a G-A-M-E plan. They must 
identify  their goals and objectives, audiences, message and 
media  strategy,  and  evaluation techniques (Fig. 24.5). This 
iterative process leads to a communication program that 
avoids common problems such as targeting the wrong audi-
ence or using an inappropriate message or medium.

 Box 24.3 outlines a GAME plan for guiding just about 
any  wildlife  communications  program.  Most  wildlife  con-
cerns are urgent. These guidelines help avoid wasting time 
on ineffective practices or programs. The first step in plan-
ning a communication program is determining the goals and 
objectives. Once the goals are established, objectives specific 
to  target  audiences  can  be  identified  and  you  are  ready  to 
plan an interview, public presentation, brochure, scientific 
poster, or public meeting to negotiate a conflict.

IDENTIFYING COMMUNICATION GOALS  
AND OBJECTIVES

Goals of  wildlife agencies or organizations may be  to pro-
tect endangered species, sustain game animals, conserve land, 
manage a reserve, or restore a forest. Communication goals 
generally  address  problems.  Conversely,  identifying  prob-
lems  is  a  good  way  to  formulate  goals.  An  analysis  of   the 
context and situation helps determine the specific conserva-
tion problem to be addressed. One of  the Save the Mana- 
tee  Club’s  goals,  for  example,  is  the  recovery  of   manatees 
(Trichechus manatus) in the wild. The more clearly the prob-
lem is stated, the more targeted a goal will be. The problem, 
“Manatees  are  an  endangered  species”  is  less  helpful  for 
identifying  potential  communication-based  solutions  than, 
“Collisions with motorboats cause manatee deaths in Flor-
ida.” This problem statement helps to identify a specific goal: 
“Reduce boat collisions with manatees.”  It also helps  iden-
tify  specific audiences,  such as boat owners, marina opera-
tors, or water management district regulators. Now specific 
objectives can be identified for each audience (Fig. 24.6).
 Communication objectives may be related to changing 
a target audience’s knowledge, attitudes, or behaviors. Com-

Fig. 24.5. A GAME plan to guide wildlife communications 
involves an iterative process to identify your Goals and objec-
tives, Audiences, Message and media strategy, and Evaluation 
techniques.
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mercial advertisers view objectives in the form of  a staircase 
leading up to their goal of  selling their product. The first 
step is building consumer awareness—the consumer’s abil-
ity  to  recognize and remember  the product. The next  step 
piques the consumer’s interest. This increases his or her de-
sire to learn about some of  the features of  the product and 
to evaluate these attributes. The remaining steps lead to the 
consumer’s first purchase and, if  all goes according to plan, 
the repeated purchase and continued use of  the product.
 This same process can be duplicated in wildlife commu-
nications, where each objective may focus on one or several 
steps. An initial message may try only to increase awareness 
about a wildlife issue or agency service. A further objective 

may focus on increasing concern or shifting an attitude, and 
a final objective may encourage conservation action. How-
ever, increasing general awareness about a problem or prod-
uct does not guarantee action.
  To  ascertain  whether  your  communications  objectives 
are met, they must be measurable. Often objectives specify 
the number of  people that will display the desired concern 
or  behavior  and  the  dates  by  which  these  changes  will  be 
achieved (e.g., a 10% increase in visitors to a wildlife reserve 
per month or 100 new donors to a conservation organiza-
tion  in  a  year). All  objectives  should  identify  the audience, 
the media and message, desired effect, and timeframe for a 
communications  strategy  to  be  implemented  and  results  
attained. When objectives are specific, the program results 
can be compared with anticipated outcomes to judge suc-
cess and make decisions about program continuation. Wild-
life biologists may want to write objectives in terms of  what 
they  hope  their  intended  audience  will  do.  Consider  the 
manatee example: “As a result of  receiving a safe boating 
booklet  in  the  mail,  90%  of   Tampa  Bay  boaters  will  obey 
voluntary speed zones by the end of  the year.”

Goals to Shift Attitudes and Change Behaviors
Attitudes are predispositions to think in a specific way about 
a specific subject and are mediated by the situation. For ex-
ample,  a  homeowner  might  enjoy  watching  woodpeckers 
and  other  cavity-nesting  birds  in  his  yard,  but  because  he 
finds dead  trees ugly, be unwilling  to  leave a  snag standing 
to  provide  a  nest  site.  People  hold  a  positive,  negative,  or 
neutral attitude toward a particular issue, such as an endan-
gered species. Most people (the silent majority!) are neutral 
or don’t care, and their attitudes may be shifted most easily 
(Seitel 1995). Social psychologists have noted that opinion is 

Box 24.3. plAnning guidelines for A communicAtion progrAm

Goal: What is your goal?   Identify your wildlife problem or issue you want to address. Identify the 

specific objectives associated with your audiences.

Audience: What audiences or stakeholders   The audiences should be defined using socioeconomic, psychographic, 

 are involved in the issues to be   or demographic analyses to gain insight into nature of the audience, 

 communicated? For each audience, what   their needs and interests, and their behaviors. Audience involvement 

  changes or actions are desired?     is necessary to specify objectives regarding expected changes in 

knowledge, attitudes, or behaviors that will result from the communi-

cation program.

Message or media strategy: What messages   The interests, needs, and motivations of the stakeholder groups must  

 must be sent? What channels will most   be addressed, and media must be selected that will efficiently and 

 efficiently result in the desired behaviors?   effectively deliver the message to the audience.

Evaluation: How will you know if the strategy   Changes in the environment or in audience knowledge levels, attitudes, 

 worked?  or behaviors should be monitored and assessed.

Fig. 24.6. Managers of Abaco National Park in the Bahamas 
invited stakeholders to a participatory planning meeting to share 
ideas about zoning within the park. Photo by L. Marks.
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affected by self-interest. A communication will affect public 
opinion primarily if  its relevance to the audience member’s 
interests is clear (Cantril 1972). A wildlife organization wish-
ing to shift public opinion must ask, “What’s in this for the 
individuals whose opinions we are trying to inform?”
  People are motivated by various needs and desires. The 
psychologist Abraham Maslow (1954) developed a hierarchy 
of  people’s needs, or drives. His theory suggests that people 
first  fulfill  their physiological needs  for  food, health,  safety, 
and  security.  Then  they  progress  to  fulfill  personal  drives 
for  a  sense  of   belonging,  self-esteem,  and,  ultimately,  self-
fulfillment  (Fig. 24.7). As people satisfy one  level of  needs, 
they  move  up  the  hierarchy.  Maslow  believed  that  fewer 
than 10% of  people become self-actualized. Knowing where 
your  target  audience  fits  in  this  hierarchy,  or  appealing  di-
rectly to these needs, can help you develop appropriate mes-
sages to influence their attitudes. For example, a wildlife ref-
uge may offer recreational opportunities that appeal to hikers 
seeking to meet needs for esteem or fulfillment, while op-
portunities for hunting may appeal to desires for a sense of  
belonging or esteem in hunting clubs. Framing messages to 
appeal to people’s specific needs can reinforce positive atti-
tudes about your wildlife agenda (Box 24.4).
 The values and uses to people of  ecosystem services can 
be viewed according to Maslow’s hierarchy of  needs. These 
values are useful for communicators to use when trying to 
promote  conservation  of   natural  systems.  People’s  basic 
physiological  and  security  needs  are  fulfilled  when  natural 
systems  provide  material  uses  such  as  food,  clothing,  shel-
ter, water, and medicine. Also basic are the life support or 
ecosystem services that natural systems provide such as clean 
water, degradation of  wastes, and natural pest and patho-
gen control.
 Nonmaterial uses of  natural resources and ecological 
systems address people’s higher needs for a sense of  belong-

ing, esteem, and fulfillment. These include the value of  na-
ture for religious beliefs and ceremonial uses, spiritual and 
aesthetic  uses,  scientific  and  educational  uses,  and  physical 
and emotional recreation. For some people, preserving or 
delaying use of  natural systems for  future generations also 
may meet their need for fulfillment.
 Although some argue that nature has values independent 
of  human needs, most people find it difficult to relate to an 

Fig. 24.7. Maslow’s hierarchy of needs suggests people must first address 
their physiological needs before striving for self-esteem and, ultimately, 
self-fulfillment.

Box 24.4. exAmple of humor used in 
messAge-frAming

Humor or excitement appeals to the public by imply-

ing that a product or service is more fun than an al-

ternative.

 Humor can be used to lighten critical messages 

or to just catch an audience’s attention. In an adver-

tisement appearing in a January issue of their maga-

zine, The Nature Conservancy presented a tongue-in-

cheek list of suggested New Year’s resolutions. The 

ad was displayed on a scrap of paper.

My New Year’s Resolutions

1.  Get in shape.

2. Take more hikes.

3.  Eat more fruits and vegetables.

4. Include The Nature Conservancy in my will.

A Bequest to The Nature Conservancy will make you 

feel great, too!
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argument about the intrinsic value of  natural systems. The 
belief   that  nonhuman  species  and  ecosystems  have  values 
unrelated to human desires is rare, although perhaps more 
prevalent among readers of  this book. Communicators must 
deal with the real needs and desires of  their target audiences 
if  they expect to achieve their wildlife management objectives.
  The goal of  many wildlife communications programs is 
to influence behavior—a difficult task. Increased awareness 
of  a wildlife problem does not guarantee meaningful behav-
ioral changes in support of  wise management. The conse-
quences of  wildlife problems are often long term, and de-
layed or intangible benefits provide little incentive for people 
facing urgent day-to-day concerns. Many conservation prob-
lems seem national or global in scope, so individuals believe 
they  can  do  little  to  help.  Personal  actions  fail  to  have  no-
ticeable effects because of  broader political and economic 
factors.  People  often  misbehave  despite  knowledge  of   the 
environmentally  correct  thing  to  do.  They  poach  wildlife; 
they  do  not  carpool;  they  harvest  trees  unsustainably.  Giv-
ing  people  new  information  will  not  necessarily  change 
their behavior. People might be aware of   the problem, but 
may not have the knowledge or skills to identify alternatives 
to their current behaviors or the motivation to comply.
 Studies of  environmental behavior reveal many factors 
affect conservation action. Educators focus on how environ-
mental behavior depends on cognitive factors, such as an in-
dividual’s knowledge of  environmental issues and action 
strategies, and skills in performing conservation-oriented 
activities. Personality factors, such as the extent of  responsi-
bility  and  commitment  felt  toward  the  environment,  atti-
tudes toward the environment, and perception of  the ability 
to effect change also influence an individual’s intention to 
act  in an environmentally responsible manner  (Hines et al. 
1986/87). Obviously,  if   someone does not believe  they can 
make a difference, they are unlikely to act.
 Marketing specialists use psychological factors to pre-
dict behavior change. They examine an individual’s percep-
tion of  benefits and barriers to practicing a new behavior 
(e.g., Smith 1995b, Byers 1996). Marketers believe you must 
offer people a benefit they want in exchange for their behav-
ioral change. Thus, the benefits must outweigh any costs of  
engaging in a new behavior. Other researchers focus on so-
cial influences or norms regarding the new behavior. For ex-
ample, whom does the individual care about and trust on 
this topic, and what do they think that person would want 
them to do? The Theory of Reasoned Action suggests that 
an individual’s intention to behave in a certain way is medi-
ated by how they  think  their  family or  friends might want 
them to respond, as well as an individual’s beliefs and atti-
tudes  (Fishbein and Ajzen 1975, Decker et  al.  2001). Com-
munication researchers have found that resource managers 
often make the mistake of  designing messages that contain 
only important factual information concerning the behav-
ior  they  desire  people  to  change,  failing  to  consult  the  in-

tended recipients of  the message to identify which of  their 
beliefs really influence how they behave in a particular situa-
tion (Ham 1992). All of  these factors influence a person’s 
desire and ability to act in accordance with the objectives of  
your wildlife program.
  Communication programs may follow a variety of  strat-
egies to achieve the goal of  changing behaviors to conserve 
wildlife  resources.  Programs  must  influence  not  only  their 
audience’s knowledge about wildlife and the environment, 
but also attitudes and behaviors that can promote environ-
mentally  responsible  actions  in  the  future.  It  follows  that 
techniques for wildlife communications must be multi- 
faceted to influence knowledge, attitudes, and behaviors, 
and  to  involve your audiences  in meaningful ways. Under-
standing the elements of  communication and following a 
systematic GAME plan will help ensure your success.
  Determining  your  goals  is  the  first  step  in  following  a 
GAME plan. Successive steps include: audience identification, 
message  and  media  strategy  development,  and  evaluation. 
The following sections provide plans for developing specific 
types  of   communications  for  wildlife  professionals.  These 
include giving a news interview, presenting a public or sci-
entific talk, developing a brochure or scientific poster, and 
negotiating with groups. For any activity, carefully identifying 
the goals, audiences, messages, and evaluation techniques—
your game plan—will help ensure your success.

PLANNING SUCCESSFUL NEWS INTERVIEWS

Many wildlife professionals fear a close encounter with the 
press, perhaps envisioning a ruthless or ignorant reporter 
barging into their office. Yet, the consequences of  not har-
nessing the power of  mass media—newspapers, magazines, 
radio,  television,  and  the  Internet—are  dire!  What  if   you 
planned a special event and nobody came? What if  you took 
a stand on a controversial wildlife issue or designated new 
hunting regulations without publicity?
 Mass communication approaches can help you dissemi-
nate your wildlife message. Different types of  media trans-
mit messages of  varying complexity to different audiences. 
Your situation and message will dictate the correct media 
approach for achieving your objectives. The GAME plan for 
preparing for news interviews follows the general framework 
that can be used for most mass communication approaches, 
from advertisements and public service announcements to 
press kits and news conferences. Following the GAME 
plan’s 4 successive steps should help you put your best foot 
forward at an interview, rather than stumbling through it.

Defining Your Communication Goals and Objectives
Your  overall  goal  may  be  to  accomplish  tasks  associated 
with  your  organizational  mission,  such  as  gaining  protec-
tion for a particular wildlife species or raising public aware-
ness of  an issue to influence legislative actions. Whatever the 
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medium for your interview—print or electronic—you must 
keep  in  mind  your  communication  objectives.  To  be  effec-
tive,  your  message  must  be  interesting,  informative,  and 
persuasive.  In  advance,  you  must  identify  1  or  2  specific 
messages  that are most  important  for achieving your com-
munication goal.
  For example, your objective might be that a majority of  
the readers of  a local newspaper understand your message: 
“Exotic air potato (Dioscorea bulbifera) vines are killing native 
plants.” A more ambitious objective would be to expect sig-
nificant changes in behavior, for example, that 5% of  the 
readers act on your message and pull air potato vines out of  
their yards or  join a field day to assist you in removing the 
vines at your site (Fig. 24.8). Depending on your objective, 
you will need to carefully craft your message to achieve the 
desired result.

Identifying Audiences
Identify who is important to achieving your goals. Who are 
the stakeholders? You may need to research your audience 
to determine their relevant needs, concerns, and interests. 
What will motivate your audience to retain and accept your 
message or to shift their attitude or change their behavior? 
Before participating in an interview, ask in advance about 
the audience that listens to the station or reads the publica-
tion. Knowledge of  the audience will guide your specific ob-
jectives for your presentation. It will allow you to put your 
story  in a context relevant  to the audience by emphasizing 
values and results that resonate with their lives. For a spe-
cialist  audience,  such  as  scientists,  you  obviously  will  de-
scribe your work or program with different words or visual 
props than for a general audience.
 Mass media implies a diverse audience, but even mass-
media channels have segmented audiences. For example, 
the audience of  a top-40 radio show will be different from 

the listeners of  a classical music station. An understanding 
of  the audience members’ backgrounds and common inter-
ests will improve your likelihood of  a successful interview.

Developing Message and Media Strategies
Once you have identified your audience, develop and write 
your  messages  in  advance  to  help  organize  your  thoughts. 
Practice saying your key message 3 or 4 different ways—use 
action verbs, pithy phrases, and vivid images. During the in-
terview,  take every opportunity  to make your point. Focus 
on  components  of   the  questions  that  allow  you  to  deliver 
and repeat your message. You should be able  to state your 
message in 1 or 2 sentences and deliver it in one breath. For 
example, Marjorie Stoneman Douglas, a venerated crusader 
for the Florida Everglades, is remembered for this sound 
bite: “The Everglades is a test. If  we pass it, we get to keep 
the planet.”
  Other  examples  of   effective  messages  include:  “If   you 
care  about  clean  drinking  water,  you’ll  help  us  preserve 
the  Jeffrey  County  Marsh.”  Or,  “Better  protection  of   this 
rare wildlife species now will give you more land-use options 
in  the  future.”  The  Nature  Conservancy  reminds  people: 
“A world that can sustain nature will be a healthier and 
happier  place  for  our  children  and  their  grandchildren.” 
Note how these messages relate directly to people’s  inter-
ests and lives.
  Identify  where  your  target  audiences  get  their  informa-
tion. Broadcast interviews  with  you  or  other  experts  in 
your organization might complement messages transmitted 
through specialized newsletters for a specific audience. En-
sure that your various media approaches enhance each other. 
In addition to understanding the audience, learn about the 
interview format and the background of  the interviewer. If  
the  interviewer  has  little  knowledge  of   your  subject,  you 
can plan in advance the detail and explanations that you will 
provide.  Before  you  give  the  interview,  monitor  the  paper 
or show. Study the editorial style of  the program in advance. 
Does  the  interviewer grill  subjects or  is he or she  friendly? 
How  long  will  you  have?  Will  others  with  opposing  view-
points appear with you?
 At times, an interviewer is looking for a response to some 
national or  regional event  (such as an oil  spill), new policy 
(such as property  rights  legislation), or new study  (such as 
data regarding declining animal populations). You may have 
30  seconds  to  get  your  point  across  on  an  evening  news 
broadcast or 30 minutes on a radio talk-show interview. You 
can  prepare  for  the  interview  by  anticipating  the  kinds  of  
questions that might be asked (Box 24.5). Most reporters ask 
the 5 “W”s: who, what, where, when, and why. Be prepared 
to  briefly  answer  these  questions  about  your  organization 
or  wildlife  issue.  Always  remember  your  communication 
objectives—the 1 or 2 messages you want  to deliver about 
your project or position, whether asked about them or not. 
To help advance your message, be prepared to give specific 
data. Do not be vague. For example, the answer: “250 land-

Fig. 24.8. Families participate in the “Great Air Potato Round-up,” 
sponsored by the Nature Operations Division in Gainesville, 
Florida. Photo by M. Spalding.
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owners  signed  the  petition”  is  better  than  “Lots  of   people 
support us.”
  Interviewers for print and broadcast media have varying 
time  constraints  and  deadlines.  News  broadcasts  are  brief. 
Public  relations  experts  suggest  anticipating  questions  you 
may be asked and imagining a 15-second reply in the form 
of  a newspaper headline. Use each question as a launching 
pad  for  your  key  messages.  If   the  interview  will  be  taped 
and  edited,  your  replies  must  be  self-contained  statements 
that can be aired without any of  your preceding or follow-
ing replies.
  For  longer  interviews,  it  is necessary not only  to decide 
your message and to repeat it, but also to support your mes-
sage with data and examples. You can supply written back-
ground material to the reporter in advance of  the interview. 
This could include fact sheets about the program or issue 
and  background  documents  about  your  organization.  Not 
all interviewers will have the time or interest to take advan-
tage of  it, but background material will help them prepare 
for an effective interview based on your agenda.
  Interviewers will probe to discover your program goals, 
obstacles you have faced, solutions found, and the roots of  
your activities. Make your point with data and information 
that support what you have to say. Use a few good examples 
or anecdotes to vividly dramatize your point. Stories are an 
effective method for ensuring your message is remembered. 
Politicians litter their campaign speeches with personal stories 
to help the audience relate to their message; you should, too.

Evaluating and Monitoring Your Performance
Using mass communication successfully requires an under-
standing  of   what  makes  your  activities  or  events  news- 
worthy. Your organization is newsworthy when you do things 
that are socially useful, fill a public need, or are just plain in-
teresting (Fig. 24.9). To be newsworthy, a story must appeal 
to people’s concerns and desires. Monitoring can help you 
evaluate  whether  you  have  reached  your  audience  and  ad-
dressed  their  interests.  Monitoring  allows  you  to  modify 

your program as you go along. You can assess the outcomes 
of  your communications activity—press coverage, audience 
members contacted, and impact on natural resources—to 
identify  what  did  and  did  not  work.  Without  monitoring, 
you risk duplicating failure rather than success.
  People will read or watch only what interests them. Your 
topic  must  concern  or  touch  the  audience  in  some  way. 
Capitalizing on  the audience’s  self-interest  (a quality  called 
relevance), will increase the audience’s attention. Whether 
you are  conducting and publishing a wildlife  study or pro-
tecting  an  endangered  species  or  parcel  of   land,  you  must 
convey the relevance of  your work to your audience.
  Monitoring techniques to measure the impact of  your in-
terview can range from informal feedback from colleagues to 
tallies of  additional press coverage or specific actions taken 
by  members  of   your  audience,  such  as  votes  generated, 
numbers of  participants  in an activity, and  funds garnered. 
Regular monitoring helps you assess whether you are achiev-
ing your objectives.
 Few people are natural stars. Following a GAME plan re-
minds you to identify your audience, develop your message, 
and  learn  exactly  what  the  reporter  wants  and  the  format 
for the interview. This will go a long way toward a success-
ful encounter.

PLANNING A PUBLIC TALK

Some people are more afraid of  speaking in public than dy-
ing,  according  to  psychologists.  Yet,  much  of   daily  life  re-
volves around oral communication. You greet people. You 
give  and  receive  information.  Your  voice,  tone,  body  lan-
guage, and appearance combine to communicate informa-
tion to others. This is also true of  speaking to the public. 
Public presentations  are  delivered  in  a  variety  of   settings 
such as auditoriums, outdoor theatres, classrooms, extension 
program sites, campfire circles, park trams, zoos, and almost 
anywhere  visitors  or  organized  groups  can  gather.  Unlike  a 
media interview, you usually have more control over the con-

Box 24.5. typicAl questions Asked in A 
feAture interview

•  What are you trying to achieve?

•  What is the purpose of your program?

•  What problems have you had?

•  What obstacles do you still face?

•   How have you handled past (and future) problems?

•  When did your program start?

•  Who started it?

•  How did you get interested in it?
Fig. 24.9. Unusual wildlife like this albino alligator attracts public 
curiosity. Photo by S. K. Jacobson.
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tent and duration of  your presentation. The principles of  ef-
fective  public  talks,  not  surprisingly,  follow  the  GAME  plan 
for all effective communication. Once you’ve established your 
goals, you must identify your audience members and address 
their needs and interest. By following your plan, you can be 
an effective public speaker, whether talking to small groups 
of  people or giving scientific presentations to large audiences. 
Like  any  successful  communication,  a  good  presentation  is 
interesting, targeted to the audience, and organized around 
your main idea or theme (Box 24.6).
  In  planning  your  talk,  first  clarify  in  your  mind  exactly 
what you hope to accomplish. If  your goal is to inform the 
audience, what are  the major  themes and points you want 
them to  learn? Do you want to change the way your audi-
ence thinks or behaves? What specific actions do you want 
them to take?
 When preparing a talk, think about the content and or-
ganization of  the subject matter. But don’t just think about 
the major points you want to make—think about what your 
listeners want  to hear and  to what  they will pay attention. 

Professional  public  speakers,  like  politicians,  never  recite 
only dry facts and figures to an audience. Their secret is to 
transform  the  information  into  a  story.  They  make  their 
major  points  through  stories  and  follow  each  story  with  a 
punchy  statement  of   fact  or  opinion.  Translating  abstract 
facts and data into stories or relevant life situations makes 
them matter to people. Try it!

Introduction
The introduction  provides  a  succinct  explanation  of   your 
presentation and defines the purpose of  your talk for the au-
dience. It reveals your theme, or main message, and the rea-
son  your  subject  is  important.  Audiences  that  are  given  the 
theme at the beginning of  a talk will have better recall of  it 
later  (Thorndyke  1977).  Your  introduction  presents  a  road 
map to help your audience follow the talk. It presents the or-
ganization of  the talk and any ground rules, such as: “Please 
hold your questions until the end of  the show.” In the intro-
duction, you can enhance your rapport with the audience by 
describing what you share in common. You also may wish to 

Box 24.6. tips for effective tAlks

•  Practice ahead of time. As Mark Twain said, “It takes three weeks to prepare a good ad-lib speech.”

•   Make sure your talk is the proper length of time. Thirty to forty-five minutes is the maximum length for an auditorium 

program. Orientation presentations should be only 5–15 minutes long.

•   Adapt your talk to your audience’s background and interests. Simplify things and do not give unneeded detail. Stick to 

your theme.

•   Talk to the audience. Do not hide behind a podium. Stand where the audience can see you and talk directly to them. If 

you need to write on the board, or point at a slide, stop talking while your back is turned. Then continue.

•   Make eye contact with the audience. Some speakers like to pick out a few people in the audience in different areas of the 

room to focus on during their talk.

•  Talk at a rate of about 125 words/minute. Talk clearly; do not mutter. Vary the pitch and tone of your voice.

•  Avoid saying “uhmm,” and other filler words. Use a microphone if it is provided.

•   Use hand gestures and body  language to help tell your story and keep the audience’s attention. Put your whole body 

into your presentation. Facial expressions and body movements can show pleasure, enthusiasm, pain, and sorrow. Ges-

ture with your hands and arms to show shape and location or to emphasize an important point.

•   Record or videotape your practice talk to evaluate how you do. Watch politicians as they deliver speeches, and see how 

gestures may work for you.

•   Use visual aids to complement your talk. If your props are small, like a rock or leaf, have several specimens that you can 

quickly pass around the audience. Use your props actively—move them around, have people touch or smell them.

•   Use slides, PowerPoint or overhead projections and other visual cues. Use birdcalls, music, or other audio cues to make 

presentations more interesting and memorable.

•   Make sure charts and graphs are simple and clear if you use them, and make sure the entire audience can see or hear 

the aids you use.

•   Do not worry if you are nervous. Most people feel a sense of anxiety before a talk. This can make you seem enthusiastic 

and help you stay focused on the presentation. Your own interest in, and enthusiasm for, the subject will be contagious.

•  End on time.

•  Leave time for questions or discussion.
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establish  your  credibility  by  letting  your  audience  know  the 
reason you are qualified to talk about the subject.
 The introduction should create a supportive atmosphere 
for  learning and capture the audience’s attention by describ-
ing  how  your  subject  relates  to  the  audience’s  needs.  Ac-
knowledge your audience and grab their attention with ques-
tions,  a  quotation,  an  illustration,  a  story,  a  picture,  or  an 
attention-getting generalization. Why should the audience lis-
ten? Tell them something that affects them directly, for exam-
ple,  “We  all  drink  water  from  Blues  Reservoir,  but  do  you 
know  where  the  water  originates?”  Or  give  an  illustration 
that relates the subject to your audience. A provocative state-
ment beginning your talk may help convince the audience to 
stay. “Picture yourself  in a situation where the only food you 
can eat must be gathered from the forest. . . “ Or grab audi-
ence attention with a startling fact: “These golden toads (Bufo 
periglenes) may now be extinct” (Fig. 24.10).

Body
The body of   the  talk presents  the  factual  support  for your 
theme. As the theme is developed, key points are made in a 
logical sequence and the audience follows along as you elab-
orate.  People  only  make  sense  of   5  to  9  new  ideas  at  one 
time  (Miller  1956).  Limiting  your  talk  to  5  or  fewer  main 
points that  illustrate or support your message will help en-
sure that people will remember them. The amount of  infor-
mation you include in the body depends on the amount of  
time  you  have.  The  use  of   stories  and  anecdotes  can  illus-
trate your meaning and keep the audience’s attention.

Conclusion
The conclusion of  your speech is the climax. Reemphasize 
your  theme or  take home messages and  tie  the conclusion 
back  to  the  opening  of   your  talk.  The  conclusion  should 
suggest  what  you  want  the  audience  to  do—how  to  learn 
more about the topic and/or take action on the issue. You 
might want  to finish  the  talk  in a memorable way with an 
anecdote,  poem,  visual  image,  or  quote.  When  you  finish 
your talk, don’t fade away. Conclude!

Transitions
Do not forget to use smooth transitions between the open-
ing, body, and conclusion of  the speech. Transitions provide 
continuity and make the talk easy to understand. Transitions 
also are needed between each main point you are making. A 
good transition should summarize the preceding idea, es-
tablish the relationship between the preceding and follow-
ing ideas, and preview the next idea (Lewis 1980). For exam-
ple: “Now that we know how frogs reproduce, let’s see what 
happens to their eggs.”

Visual Props
Once you have identified your goals and audiences and de-
veloped your talk, think about visual props to illustrate your 
points. Visual aids can increase audience understanding and 

retention  of   information  by  50–200%  (Bunnell  and  Mock 
1990). Many wildlife talks occur outdoors or in settings where 
a  variety  of   visual  props  can  enhance  the  presentations. 
Props can be actual artifacts, such as plant parts, live animals 
or animal specimens, soil samples, rocks, scientific equip-
ment,  or  other  objects  that  you  want  the  audience  to  see. 
Props  also  can  be  3-dimensional  models  that  illustrate 
things  that are barely visible or difficult  to witness. For ex-
ample, you can show an enormous model grasshopper with 
clearly  visible  chewing  mouthparts.  Staff   members  at  the 
Monterey Bay Aquarium show their audience a model of  a 
jellyfish to explain its unusual biology (Fig. 24.11). Then, they 

Fig. 24.10. Grab the audience’s attention with a startling fact and 
an interesting photograph. Photo by S. K. Jacobson.

Fig. 24.11. An interpreter at the Monterey Bay Aquarium demon-
strates jellyfish anatomy using a plastic model. Photo by S. K. 
Jacobson.
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hold up a clear plastic bag and let the audience see for them-
selves the reason that sea turtles mistake plastic trash for 
their jellyfish prey. The audience clearly sees how their litter 
endangers sea turtles.

Evaluation
Once your talk is over, breathe a sigh of  relief. But don’t for-
get  the  last step  in your GAME plan: evaluation. The best 
way to improve your presentation skills is to carefully evalu-
ate  them.  Before  the  actual  performance,  you  can  make  a 
videotape  of   your  practice  talk  and  review  it,  or  ask  your 
colleagues to provide feedback (Box 24.7). Feedback from 
your audience, solicited via comment forms or other meth-
ods, will provide direct evidence of  the success of  your talk 
and  will  help  improve  your  next  one.  Informal  feedback 
from the audience, such as people looking alert during the 
talk, asking questions, coming up to you at  the end of   the 
talk, or contacting your organization at a  later date, also  is 
valuable. For many audiences, particularly  children,  asking 

questions about the presentation content or their behavioral 
intentions  after  the  talk  will  let  you  know  whether  your 
main points were retained and well received.

PLANNING A SCIENTIFIC PRESENTATION

The GAME plan for most scientific presentations is obvi-
ous.  The  goal  is  to  convey  scientific  information  and  the  
audience  is  generally  other  scientists.  A  good  presentation 
can  help  you  accomplish  a  variety  of   objectives,  such  as 
making  professional  contacts,  establishing  your  reputation 
in the field, exchanging information about research findings 
with similar researchers, and promoting your department or 
agency.  Typical  media  used  for  scientific  presentations  in-
clude computer graphic programs and slide-shows. These 
easily illustrate a scientific subject with a succession of  pic-
tures,  graphs,  tables,  and  text.  Not  surprisingly,  all  of   the 
guidelines outlined for public presentations also apply to sci-
entific talks.
 Most scientific presentations fall into 2 categories, 1-hour 
research seminars for job interviews or departmental collo-
quia and 15–20-minute presentations at  scientific meetings. 
Generally,  leaving  the  last 15 minutes of  an hour-long pre-
sentation and 3 minutes of  a 15-minute presentation to an-
swer questions and interact with the audience is standard. 
Ironically,  the  shorter  the  talk,  the  more  preparation  is  re-
quired  to  ensure  you  make  your  main  points.  Similar  to 
public  talks,  use  of   slides,  PowerPoint  or  other  electronic 
media,  and  other  visual  images  should  help  you  introduce 
your  study,  explain  your  methods  and  results,  and  discuss 
the findings. The sequence of  visual images and accompa-
nying narration should have a cohesive  introduction, body, 
and conclusion to help you weave a unified story.
  Knowing  the  composition  of   your  audience  (students, 
faculty,  researchers,  administrators,  and/or  field  practitio-
ners) and the number expected to attend is helpful to design 
a GAME plan for your presentation. It will help dictate how 
much time you need to spend introducing the scientific con-
text of  your presentation or the details of  your methods.
  Generally,  the  introduction  of   a  scientific  talk  lets  you 
set the stage by describing the theoretical or applied context 
for  your  research  question  and  the  main  topics  you  will 
cover in the rest of  your talk. This focuses the audience on 
your  subject  and  allows  them  to  understand  the  logical 
structure  of   what  they  are  about  to  hear.  An  introductory 
slide listing the main topics you will cover should adequately 
orient  your  listeners.  The  aphorism  for  giving  talks—”Tell 
‘em  what  you’re  going  to  say;  say  it;  tell  ‘em  what  you 
said”—is  good  advice,  because  you  introduce  your  talk  at 
the beginning, present your information, and reiterate your 
key findings at the end.
 The body  of   your  talk  will  briefly  explain  your  study 
site, subjects, and methods. It will focus on your results and 
the implications of  your findings. Planning the body of  the 
talk depends on the time available. In a 10-minute presenta-

Box 24.7. An evAluAtion checklist for 
your puBlic presentAtion

Voice and body

•  Suitable voice volume

•  Understandable speaking rate

•  Varied vocal pitch

•  Pleasant voice tone

•  Clear articulation

•  Language appropriate for audience

•  Expressive body language

•  Appropriate dress

•   Confident manner (your audience will think you are 

confident if you appear confident)

•  Good eye contact with audience

Content

•  Addressed audience’s needs and interests

•  Attention-getting beginning

•  Organized, logical flow of ideas

•  Points supported by examples

•  Effective transitions between points

•  Effective conclusion

•  Clear message

•  Precise words

•  Vivid mental images

•  Good use of illustrations and/or anecdotes

•  Visual aids enhance message and points

•  Visual aids clear and easily seen
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tion, details must be  jettisoned and only your most  impor-
tant results described. For longer talks, a more complete dis-
cussion of  the results and their ramifications is in order. 
Although this is a “scientific” talk, you are still obligated to 
present information clearly, in an interesting manner, and to 
make your findings relevant to the audience. This is  just as 
important  for  an  audience  of   scientists  as  for  any  other 
audience.
 The conclusion of  a scientific presentation reviews the 
key  findings  and  ends  with  your  take-home  message.  The 
outline  for  your  talk  should  be  built  by  putting  flesh  and 
muscle  around  the  backbone  of   your  take-home  message. 
Your conclusion should  logically  follow  from the  introduc-
tion and body. The conclusion also can stimulate further in-
terest  in  the  subject  by  suggesting  unanswered  questions 
raised by the results or future lines of  research.
  It  is easy  to  lull an audience  to  sleep with an electronic 
presentation: just dim the lights, speak in a monotonous 
tone, and show graphics that are hard to see, out of  focus, 
repetitive, or  irrelevant  to your main  topic. Too much text 
per image and too many images for your allotted time also 
will lose the attention of  your audience.

Tips
To ensure a quality scientific presentation

•   arrive early. Arrange  in advance  for someone to oper-
ate the lights and projector and to troubleshoot prob-
lems so that you can remain in front of  the audience. 
If   no  one  is  available,  familiarize  yourself   with  the 
equipment  before  your  talk;  test  your  computer  files. 
Of  course, you will have discussed computer compati-
bility issues with your host in advance.

•   establish  rapport  with  the  audience  prior  to  showing 
slides; talk to the audience before plunging the room in 
darkness or hiding behind your computer monitor. Dur-
ing  the  presentation,  face  your  audience  (not  the  im-
age). Stand to the side of  the screen and don’t block it.

•   always  preview  your  graphics.  Make  sure  they  show 
clearly  in  the darkened room. Make sure computer  im-
ages are legible and colors contrast well for easy viewing.

•   organize your images in sequences to develop a single 
idea.  For  example,  if   your  point  is  to  describe  forest 
growth, a wide view of  a pine forest will orient the au-
dience. Follow  this by closer  shots of  pine  trees, pine 
cones,  and  finally  pine  seedlings.  Slide  sequences  and 
groups  of   images  are  especially  good  at  showing  be-
fore and after conditions and cause and effect images.

•   use sequences of  images to reveal the complex nature 
of  a specific topic, such as adding more details to a dia-
gram or additional items to a list. Revealing informa-
tion progressively also adds an air of  mystery and  in-
terest to your talk.

•   use  high-quality  images:  clear,  focused  subjects  with 
good composition and color. Include people in some 

of   your  images,  where  appropriate,  such  as  the  re-
searcher  collecting  data  at  a  field  site.  People  like  to 
look at other people.

•   use  symbols  and  bullets  to  minimize  the  number  of  
words on text slides. Use simple fonts and large letter-
ing. Choose colors that have good contrast: light text 
on  a  dark  background  is  easily  seen.  Let  the  colors 
help emphasize the organization of  the talk. Keep a 
consistent format and color scheme throughout, and 
select one that is easy to decipher.

•   avoid crowding too much information on a slide. Leave 
spaces between lines and use indentations to help your 
audience follow along. Graphs, like bar graphs and pie 
charts, are easier to read than tables or text (Fig. 24.12). 
Don’t frustrate your audience by showing a riot of  ma-
terial they cannot read or comprehend.

•   vary  the  length  of   time  you  leave  each  image  illumi-
nated, from a few seconds to a minute or more, de-
pending on the text or image. On average, plan to 
show images at a rate of  1 slide/15 seconds. This may 
vary greatly depending on your topic, style, audience, 
and objectives. Once the image no longer pertains to 
your narration, change it. Don’t  let the audience con-
template  the  image  for  longer  than  is  necessary  to  il-
lustrate your particular point.

•   do  not  introduce  each  image,  for  example,  “This  is  a 
giant panda (Ailuropoda melanoleuca).” Instead, make your 
point: “The giant panda is one of  the world’s most im-
periled  mammals.”  The  image  should  enhance  your 
narration.

•   change your voice inflection to keep the audience’s at-
tention.  If   you  are  showing  slides,  they  cannot  see 
your enthusiastic hand gestures in the dark.

Fig. 24.12. The top slide (graph) depicts results visually and avoids 
displaying extraneous information. Data from Organ and Ellingwood 
(2000).



  susan k .  jacobson

•   make  your  narration  anticipate  the  next  image  and 
provide a smooth transition to it, in advance of  flash-
ing it on the screen.

•   make  your  talk  more  interesting  and  entertaining  by 
adding sound, video, or animation to your PowerPoint 
presentation.

•   practice your talk in front of  sympathetic colleagues to 
get feedback on the content, transitions, clarity, graph-
ics, timing, and delivery. Then, practice your talk. Again!

•   end on time, reiterating your take-home message and 
let  everyone  know  you  have  concluded.  You  might 
want to finish your conclusion with the room lights on 
to reestablish rapport with the audience.

•   allow enough time for questions. Don’t be alarmed if  
it takes the audience a few seconds to blink and muster 
some questions. Repeat questions before answering if  
the  acoustics  are  poor.  Answer  questions  briefly  and 
directly.  If   you  don’t  know  an  answer,  say  so.  If   time 
permits, you can sidestep a question and remark, “That’s 
a good question, does anyone have a response to that?” 
Deflect  the  question  to  your  audience  and  stimulate 
some discussion.

Evaluation
Few scientists start out as gifted public speakers. Feedback 
from your friends during practice talks is helpful for improv-
ing your presentation.  Just  like a rehearsal before a  theatre 
production, trying out your talk on colleagues allows you to 
fine-tune  your  performance.  Ask  them  for  feedback  using 
the checklist for successful talks provided in Box 24.7.
 Observing other peoples’ presentations also helps. What 
delivery  styles  do  you  like?  What  annoying  behaviors— 
repeating  “uhhm,”  jingling  pocket  change,  clicking  a  ball-
point pen, not speaking into the microphone—can you avoid? 
The  ultimate  evaluation  for  your  scientific  presentation  is 
whether you’re offered a job, asked to submit your work for 
publication,  provided  with  additional  funding  for  your 
study, and the many other beneficial kinds of  feedback you 
can reap from being a good communicator.

PLANNING PRINT COMMUNICATIONS—
DEVELOPING A BROCHURE

Wildlife professionals create a mountain of  print and elec-
tronic communications over a  lifetime. It starts with your 
first research proposal as a student and, with luck, expands 
into a thesis, research reports, professional papers, books, 
newsletter articles and editorials, presentation abstracts, and 
scientific posters.
  Wildlife professionals also commonly use print media for 
reaching audiences that visit their refuges or for offsite audi-
ences ranging from legislators to school groups. Brochures, 
booklets, magazines, guidebooks, Web sites, Blogs, and other 
electronic media can provide your target audience with a lot 

of  information, ideas, and illustrations. Publications are easy 
to disseminate to target audiences, and can be used how and 
when  the  audience  desires.  Printed  materials  also  are  rela-
tively easy to produce and revise.
 The GAME plan for creating effective print materials fol-
lows  similar  guidelines  for  any  effective  communication. 
This section explores the design of  a brochure for popular 
audiences. The next section describes the development of  a 
professional poster for a scientific meeting. Although the 
goals and audiences  for  these 2 types of  print media differ, 
most of  the concepts for effective print communication are 
similar. If  you make your material attractive, brief, clear, and 
dynamic—the  A,  B,  C,  Ds  of   print  communication—you 
will be successful (Ham 1992, Jacobson 1999). Some tips for 
writing  briefly  and  clearly  are  provided  in  Box  24.8.  Good 
writing is a perquisite for accomplishing communication 
goals using print media.

Design Elements
Brochures are the most commonly used written format for 
interpretation at parks and refuges. They are used for many 
purposes and disseminated as handouts at sites, exhibits, 
and trails, mailed to groups planning a site visit, and used 
for fund-raising or membership drives. Brochures also are 

Box 24.8. tips for effective writing

•   Write with nouns and verbs. Adjectives and adverbs 

seldom  add  vigor  to  a  story.  For  example,  “Bob 

yelled” is more compelling than, “Bob said loudly.”

•   Use active, not passive, voice  (e.g., Good: “Biolo-

gist Bob darted the grizzly.” Bad: “The grizzly was 

darted by biologist Bob.”).

•   Write  simple,  ordinary  English.  Avoid  jargon  and 

elaborate words (e.g., write “use” not “utilize” and 

“now” not “at the present time”).

•   Avoid using qualifiers, such as “very,” “rather,” and 

“little.” They sap strength from your statements.

•   Be clear. As Mark Twain admonished, “Choose the 

right word, not its second cousin.”

•   Relay  your message using  elements of  interest  to 

the reader.

•  Be specific and provide details; do not be vague.

•   Be  concise. Use  short  sentences  and paragraphs; 

they are easier to read.

•   Rewrite, rewrite, rewrite. Particularly when you are 

starting out, the wastebasket or delete button is 

your best friend.
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dispensed at nearby hotels and at other public lands or agen-
cies. For much of  the lay public audience, if  the cover of  a 
brochure does not look inviting, few will make the effort to 
delve into the text, no matter how scintillating the writing.
  Following a GAME plan, your communication goal and 
specific audience will dictate the design and content for 
your brochure. Think about the main goal of  the brochure 
and what you want your readers to know or do. To attract 
most  audiences,  a  brochure  should  have  a  catchy  title, 
bright  colors,  and  an  inviting  layout  (e.g.,  Brigham  1991, 
Fazio and Gilbert 2000). Brochures for a general audience 
are written  for  an eighth-grade  reading  level.  If   your audi-
ence speaks English as a second language or is not familiar 
with your subject, visual images may relay your message bet-
ter  than  text.  Collect  and  study  brochures  that  catch  your 
eye from other organizations before deciding on a design for 
your brochure. Your budget and the number of  copies you 
need  will  limit  some  choices,  such  as  glossy  paper  or  full-
color graphics. An attractive brochure does not have to be 
expensive.

Catchy Covers
Keep the title brief  and thematic. Short titles of  10 words 
get read more. For example, “Insects—We Can’t Live without 
Them” or  “Water—Lifeblood of  the Everglades”  give a  snappy 
overview  of   the  theme  of   the  brochure.  Keep  your  target 
audience in mind. If  the brochure is for hikers, hunters, 
boaters, or other specific audiences, mention them in the  
title. For example: “Insect Ecology for Successful Fly Fishing” or 
“Boater’s Guide to Seeing and Protecting Manatees.” Draw read-
ers in with an emphasis on their personal interest.
 A single photograph or illustration on the cover is usu-
ally more effective  than multiple visuals  (Fig.  24.13). Make 
the visual interesting by showing something happening. Ac-

tion shots of  a bear eating berries or people hiking through 
a forest have more appeal than an inactive bear or a forest 
setting. Use bright colors or a high-contrast design to attract 
people. Select colors that help emphasize your theme, such 
as red for a brochure on prescribed fire or blue for marine 
ecology.  Resist  the  urge  to  fill  the  cover  with  your  agency 
logo.  This  identifying  mark  should  not  distract  from  the 
main message and illustration.

Body and Content
The body of  the brochure should make use of  subtitles, 
photographs, and other graphics to break up the writing. 
Many  people  will  only  read  the  headlines,  so  you  need  to 
make it obvious why the reader should continue. Some tips 
for ease of  reading are below.

•   Use wide margins and extra white space (empty areas) 
around the headlines and between sections to make 
the brochure  look casual and easy  to  read. Empty ar-
eas attract the reader’s attention.

•   Use a simple font to make the page look inviting. Try a 
bold, sans serif  font (e.g., Helvetica or Futura) for the 
headings and subheadings and a serif  font (e.g., this 
print), which is easier to read, for the text.

•   Consider  using  direct  quotes  or  question-and-answer 
approaches. These often entice people to continue 
reading.

•   Use bullets or check-boxes to add interest and help or-
ganize the text.

•   Use simple graphics, maps, and charts. Your photographs 
or illustrations should be sharp and compelling.

•   Put captions  (in a different size or  font  from the text) 
under photos and graphics. People often read captions, 
second only to headlines.

Fig. 24.13. A brief title and single, interesting image 
attracts readers to these brochures.



  susan k .  jacobson

•   Ensure  that  your  layout,  colors,  text,  font,  type  size, 
and  visual  images  all  reinforce  your  overall  message. 
The headings, captions, and images should create a vi-
sual order so the audience can easily  follow the  infor-
mation in a logical sequence.

•   Follow the tips for effective writing (see Box 24.8). You 
need relevant and interesting content to hold attention 
and accomplish your communication goal.

Evaluation
All communications benefit from evaluation. Have mem-
bers of  your target audience evaluate your brochure before 
you invest in publication. Ask a dozen members of  your au-
dience, as well as other experts  in your field,  to review the 
draft brochure. Have several versions of  the theme, content, 
and design from which they can make a selection. Their feed-
back can help you avoid the common mistakes in brochure 
design that reduce readership, such as the following:

•  The page is too jammed with information.
•  The type is hard to read.
•   Organization is poor and the reader cannot follow the 

flow of  the text.
•   The  page  lacks  white  spaces  and  does  not  provide 

breathing space for the reader.
•   Nothing in the brochure stands out; it looks like a page 

of  gray.
•  Headings are too small or columns are too wide.
•  Paragraphs and sentences are too long or complex.
•  Pictures or items of  visual interest are lacking.

Once  you  have  received  feedback,  you  are  ready  to  revise 
your brochure. Get more feedback if  revisions are extensive. 
If  not, you are ready to go to press.

PLANNING A SCIENTIFIC POSTER

The advancement of  scientific knowledge depends on effec-
tive communication of  research findings to the scientific 
community as well as the wider public. Poster sessions are 
an  important  form  of   communication  at  many  scientific 
meetings.  Poster  sessions  allow  you  to  highlight  the  main 
message—your  research  findings.  Viewers  can  study  your 
poster at their own pace and discuss the results with you in 
an  informal  and  interactive  setting.  Poster  sessions  of   the 
annual  meetings  of   The  Wildlife  Society,  the  Society  for 
Conservation Biology, and the Ecological Society of  Amer-
ica have hundreds of  scientific posters on display.
 The GAME plan for a poster follows the usual guidelines 
of  identifying your goal, audience, message, and evaluation 
process. The goal of  a poster is to convey scientific informa-
tion in a visual format to an audience, primarily comprised 
of  other scientists. Similar to a good oral presentation, an 
effective poster can help you make professional contacts, ex-
change information about research findings with other re-

searchers, and promote your organization. With some plan-
ning and preparation you can create an effective poster pre- 
sentation and a great impression.

Attracting Viewers
How  do  you  attract  viewers  to  your  poster?  The  type  of  
meeting  you  are  attending  allows  you  to  determine  your 
probable audience. You’ll be competing with scores of  other 
posters and often a concurrent social gathering. The same 
principles for designing an effective brochure apply to post-
ers.  Qualities  of   attractiveness,  brevity,  clarity,  and  dyna-
mism are crucial to hook your audience. The audience will 
want to briskly scan the important points of  your poster to 
see how it relates to them. An inviting title, attractive graph-
ics, and clear  layout will entice your audience  to give your 
poster a closer look. Study other scientific posters that catch 
your eye before deciding on a design for your poster.

Content
The conference organizers will often dictate the format of  a 
poster.  Posters  may  be  required  to  include  a  title,  authors 
and authors’ affiliations, abstract, introduction, methods, re-
sults, discussion, conclusions, and literature cited. A good 
poster  is organized around an introduction, body, and con-
clusion, similar to an oral presentation. The title should con-
cisely communicate your main message. It should catch the 
attention of   the audience and arouse  their  interest  in your 
subject.
  The  introduction  should  briefly  indicate  the  reason  the 
topic is important, placing it in the context of  other scien-
tific literature. It should state the hypotheses and objectives 
of   your  study  and  briefly  explain  your  methods.  A  photo-
graph  of   your  study  organism  or  site  helps  illustrate  this 
section.  If   a  separate  methods  section  is  needed,  you  can 
briefly  describe  your  experimental  equipment,  techniques, 
and statistical analysis. Often a flow chart or brief  table can 
be used to illustrate the research design.
 You should illustrate the most important results, visu-
ally,  if   possible,  using  graphs,  photos,  and  other  illustra-
tions.  Describe  briefly  whether  the  study  supported  your 
hypothesis  and  whether  the  experiment  worked.  The  
figures  illustrating  your  results  should  have  legends  that  
concisely state your major findings. This may be all many 
viewers read. The main conclusions and implications 
should be discussed. This section should summarize the 
hypothesis  and  results,  and  tell  everyone  the  reason  they 
are  noteworthy  relative  to  other  studies  and  to  the  real 
world. Literature citations can be placed at the bottom of  
the  poster  because  only  the  most  dedicated  will  want  to 
peruse them.
 Keep in mind that most people will spend about 10 sec-
onds gazing at your poster, so you must catch their interest 
with  your  title  and  graphics.  Few  will  spend  more  than  a 
few minutes. This limits the amount of  text. It is important 
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to  curb  the  urge  to  tell  the  viewer  everything  about  your 
study. Instead, you must be satisfied if  your main messages 
are successfully communicated. Colleagues who are involved 
in related research will no doubt spend time chatting with 
you  at  the  poster  session—then  you  can  tell  them  the  de-
tails.  It’s  a  good  idea  to  have  your  business  card  or  an  ab-
stract of  your study available next to the poster for viewers 
who want to request more information later.

Layout
Your poster is made up of  3 components: text, graphics, and 
empty space. A rule of  thumb is to have equal parts of  these 
3 elements. Just as in the brochure design, the empty space 
helps make the poster look inviting and easy to read. Visual 
material, such as photographs, drawings, diagrams, charts, 
graphs, and tables will make the poster attractive and em-
phasize  your  main  points.  Charts  and  graphs  are  usually 
easier to absorb at a glance than tables. These should be 
simplified to enable the reader to understand the main points 
quickly. To create more empty space, avoid extraneous text 
and distracting graphics. Colors, graphics, and text should 
work together to make the poster easy to read. The size of  
the text and the colors selected for text and graphics help 
orient the reader and emphasize the main points. Larger 
text for headings and subheadings will indicate the organiza-
tion of  the poster and can be used to emphasize important 
points. Choosing a light, unifying color for the background 
and  2  or  3  dark,  contrasting  colors  for  your  various-sized 
text and graphics will make your poster  stand out and can 
highlight your photographs and other visual materials. Color 
can be used to associate related text and graphics and to sep-
arate various sections. However, too many colors can confuse 
the viewer.
  Conference  organizers  will  usually  specify  the  size  of  
the posters. A vertical format that is about 120 cm high  
× 100 cm wide is common. The poster title should have let-
tering large enough to be read from 4 m away to reel in pro-
spective  viewers.  Poster  text  should  be  legible  from  a  dis-
tance of  2 m. This requires font sizes of  90–110 point for the 
title,  48–72 point  for  section headings,  and 24–36 point  for 
the text. Some scientific posters use a minimum text font 
size of  18 point, but see what you can read from a 2-m dis-
tance from the poster. If  you can’t read it, no one else can. 
Only  the  least  important  information  should  be  printed  in 
smaller fonts. The headings and subheadings form different 
levels to emphasize your main points and lead the reader to 
the conclusion.
  The layout should follow how people usually view mate-
rial. English speakers are used to reading from left to right 
and  from  top  to  bottom.  Their  first  glance  at  your  poster 
will  be  at  the  center.  Attract  them  with  your  succinct  title 
and effective graphics. Then, don’t confuse them. Your over-
all format should proceed from left to right and from top to 
bottom. If  the allowable poster size is large, think carefully 

before  you  fill  all  the  space.  Few  people  will  squat  to  read 
your conclusions if  they are printed at knee height.
  Many  of   the  design  elements  for  posters  are  common 
sense  if   you  keep  the  audience  in  mind.  Posters  often  dis-
play text and graphics in 3 vertical columns because of  the 
size of  the text font and the number of  words (about 11) 
that fit across each column and make it easy to read. Lower-
case print is more legible than all capital letters. Using all 
capitals reduces reading comprehension by 25% and reduces 
speed by 14% (Tinker 1963, Ham 1992). This means capital-
ize only the first  letters  in your title and headings to maxi-
mize ease of  reading. Bulleted lists are easier to read than 
full sentences or numbered items. A clear graph or chart is 
more succinct than a lengthy table.

Evaluation
Similar to other communication materials, it is imperative 
to pilot-test your poster with members of  the target audi-
ence.  Feedback  is  critical.  Before  you  print  your  poster, 
make a small mock-up and ask your colleagues to critique 
it.  Are  they  confused?  Can  some  verbiage  be  eliminated? 
Do  they understand your main points? Are your graphics 
clear?  Fix  it  before  you  waste  time  and  money  printing 
your  final  poster.  Once  you  are  at  your  meeting,  observe 
viewers as they pass your poster to see if  they read any or 
all of  it, react to the information, talk to each other about 
the  information,  ask  you  questions  about  it,  and  ask  for 
any follow-up information (Fig. 24.14). You also should ask 
colleagues and experts in your field for additional feedback 
about your poster—what could be changed or improved in 
future posters. Also, take advantage of  the opportunity to 
study  other  posters  that  attract  many  viewers.  Can  you 
identify common elements that are interesting or stimulat-
ing? Similar to all forms of  communication, if  people 
don’t read or can’t understand your message, have you re-
ally communicated?

Fig. 24.14. A graduate student explains her study at a conference 
poster session.
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WORKING WITH STAKEHOLDER GROUPS

Successful wildlife agencies and organizations do not oper-
ate alone. Collaborations with community groups, partner-
ships with other organizations or businesses, establishment 
of   friends groups and volunteer programs all  can multiply 
conservation success and help organizations achieve their 
conservation goals. Strengthening existing institutions or forg-
ing new partnerships involves communication skills from 
start to finish. Working effectively with groups of  support-
ers and even opponents is necessary for your long-term sur-
vival.  Working  with  a  diversity  of   people  and  groups  also 
requires skill in facilitating group discussion and decision-
making activities as well as in the art and science of  negotia-
tion. Developing and following a GAME plan for your work 
with  groups  is  also  necessary  for  success.  Understanding  a 
variety  of   ways  to  work  with  groups  can  help  ensure  that 
wildlife management goals and objectives can be achieved. 
Here are some key factors to consider in working with groups 
to make difficult management decisions and solve problems.
  Many wildlife stakeholder groups depend on informal or 
formal discussion to achieve their objectives. Specialized dis-
cussion groups are found in different settings, ranging from 
informal roundtable discussions to more formal panels, semi-
nars, and specialized conferences. The members of  more 
formal decision-making groups usually volunteer or are as-
signed to the group based on their interests and expertise. 
More formal groups generally have designated rules for com-
municating. Members are expected to follow agreed-upon 
rules  for  communication  that dictate who can  say what  to 
whom in what way. These sorts of  formal rules and restric-
tions  result  in  group  members  exchanging  information  by 
following an agenda, Robert’s Rules, or a specific conference 
format. A successful meeting is efficiently run and achieves 
the stated objectives. Being part of  a clear, democratic pro-
cess  allows  people  to  enjoy  participating  in  an  effective 
group. Allowing time before or after the meeting, particu-
larly  with  refreshments,  can  further  social  interaction  and 
the development of  long-term relationships and trust.
  Working  with  groups  is  not  easy.  Members  may  have 
radically  different  personality  types,  cultural  backgrounds, 
experiences, and interests from yours. That is the point. You 
can gain new perspectives, creative ideas and solutions, and 
broader bases of  support because of  these differences. Work-
ing in groups also helps to share the workload. It can even 
be fun. Box 24.9 offers some general tips for working suc-
cessfully with groups. From active listening to setting realis-
tic  goals,  communication  skills  are  needed.  How  will  you 
know if  you are successful?

Negotiation and Conflict Resolution Activities
Many  agencies  are  involved  in  collaborations  and  negotia-
tions with a variety of  audiences, such as hunters, hikers, or 
landowners. Conflicts over natural resources seem to be in-
evitable. This is because there is a complicated network of  

stakeholders—many  groups  are  affected  by  environmental 
regulations, land development, watershed protection, and 
other  issues  facing  many  communities.  Conservation  pro-
fessionals play a key role in building support for sound envi-
ronmental policy and actions. Some conflict can be helpful. 
It can foster new perspectives and practices. Consensus-
building processes can be used to foster dialogue among 
stakeholders, improve the information on which a decision 
is based, and resolve controversial issues in ways that all par-
ties  find  acceptable.  Communications  may  involve  infor-
mal interactions to promote participation by affected stake-

Box 24.9. guidelines for effective 
communicAtion in groups

Working on relationships:

•  Allow time for introductions.

•   Acknowledge that all members have needs and sen-

sitive feelings.

•   Understand and respect the background and cultural 

norms of group members. This is especially impor-

tant if they differ from your own.

•   Make accommodations for differences (e.g., language 

interpreters for multicultural groups or logistical sup- 

port to meet needs of people with disabilities).

•   Listen  actively  and nonjudgmentally  to what  each 

person is saying.

•   Accept  that  there  may  be  more  uncertainty  and, 

perhaps, anxiety in the meeting process when many 

types of people are involved.

•   Beware of your own biases; do not stereotype people.

•  Be honest.

•  Be humble.

•  Show enthusiasm.

Working on the meeting:

•  Set realistic and shared goals.

•  Determine time and resource constraints.

•   Agree on leadership and on a means to reach deci-

sions (voting, consensus, etc.).

•   Agree on how, and with whom, group participation 

happens.

•  Agree on a system for delegating tasks.

•  Deal with conflict as it arises.

•  Welcome creativity and innovation.

•  Establish a schedule and benchmarks for action.

•  Ensure the meeting accomplishes something.

•  Evaluate the results and learn from them.
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holders to build a broad base of  support for an issue. More 
formal  negotiation  or  mediation  processes  may  be  neces-
sary to resolve more intractable conflicts. Although trained 
mediators may be necessary, it is important for wildlife pro-
fessionals to understand the steps of  negotiation.
 Negotiation  is  a  (2-way)  communication  designed  to 
reach an agreement when you and the other side have some 
interests that are shared and others that are opposed. Natu-
ral resource conflicts are particularly difficult  for a number 
of  reasons. Stakeholder groups have different levels of  ex-
pertise and resources; strongly held values are often in con-
flict; issues are complex, and existing regulations may inhibit 
flexibility  and  options.  Environmental  disputes  are  some-
times  resolved  by  trying  to  determine  who  is  “correct”  or 
who is more powerful. However, better decisions are made 
when people focus on reconciling their interests. “Flight or 
fight” is not the appropriate response to conflict. Principled 
negotiation is.
  If  effective negotiations do not take place, conflicts may 
spiral as positions harden and stakeholders take “sides.” Com-
munication stops and crises emerge. If  bargaining focuses 
on the differences among positions, unwise agreements can 
be produced. Inefficient and dragged-out bargaining occurs, 
damaging relationships among stakeholder groups. Residual 
anger and distrust will contribute to future problems.
  Many books and resources are available to help guide ne-
gotiation practices. Business and policy curricula offer entire 
courses in negotiation. The Conservation Professional’s Guide 
to Working with People (Bonar 2007), provides in-depth guide-
lines for resolving conflicts among stakeholder groups in-
volved in environmental management conflicts. The follow-
ing 4-step summary for a GAME plan is from the well-tested 
guide, Getting to Yes: Negotiating Agreement without Giving In 
(Fisher and Ury 1991). The authors have helped to negotiate 
everything  from  Middle  East  peace  settlements  to  interna-
tional  reductions  in  nuclear  risks.  They  provide  a  GAME 
plan for being effective, principled negotiators.
  The goals of  any negotiation are to make sure everyone’s 
interests are acknowledged, to maintain cordial relations 
with  your  stakeholders,  to  creatively  investigate  options  to 
try to meet people’s diverse interests, and to base decisions 
on  transparent and objective criteria. The audience  is your 
stakeholders (groups that have an interest, or stake, in a wild-
life issue or management concern). The media channel is 
generally  face-to-face  meetings  but  also  may  include  elec-
tronic communications. A key requirement of  negotiation is 
the time and effort for building relationships within the 
group to foster trust and effective decision-making. Evalua-
tion of  a negotiation is centered on assessing how well you 
achieved your goals in order to attain the best solutions pos-
sible. One outcome of  the negotiation should be that group 
members will be satisfied with the process and will want to 
continue to communicate and interact in the future. Imple-
mentation of  your GAME plan for a successful negotiation 
will depend on following 4 steps:

Step 1. Focus on Interests, Not Positions
It is tempting to keep rehashing your position over and over 
until you are so entrenched you reach an impasse. It is bet-
ter to acknowledge that you are stuck and take a step back 
to try to focus on your actual interests. Do you know where 
you agree and disagree? Negotiations often break down be-
cause the parties focus on areas of  disagreement. Behind 
opposed positions lie shared and compatible interests, as 
well as conflicting ones. Ask “Why?” and “Why not?” to help 
identify interests. As discussed in Chapter 2, Maslow identi-
fied many powerful interests—our basic human needs, such 
as security, economic well-being, a sense of  belonging, and 
recognition.  Make  sure  everyone’s  interests  in  relation  to 
the  problem  are  clearly  identified  and  acknowledged.  Do 
not just dwell on areas of  disagreement. Try shifting the fo-
cus  of   your  discussion  to  areas  of   agreement  and  shared 
goals. Focusing on a shared goal may highlight a trail to lead 
you  to  a  wise  solution  and  acknowledging  your  areas  of  
agreement may ease the hike up that trail.

Step 2. Separate People from the Problem
It is important to build a good working relationship with all 
sides  in a conflict. This  is most easily done before there is a 
conflict. Some of  the activities described previously, such as 
developing partnerships or establishing stakeholder advisory 
groups, can help nurture relations among different groups. 
Every negotiation ideally maintains a good relationship be-
tween contending sides while focusing on the substance of  
the problem. The groups should view themselves as part-
ners in a joint search for a fair agreement advantageous to 
each. By dealing directly with the people and communicat-
ing  that  you understand  their  interests,  you can help  sepa-
rate emotions and egos from the substance of  the negotia-
tion. This, of  course, is easier said than done. It helps to 
practice the basic tenets of  emotional intelligence, such as 
identifying  how  people  are  feeling  and  understanding  the 
consequences of  their emotions and yours.

Step 3. Generate a Variety of Options
Negotiations  sour  because  the  parties  keep  repeating  their 
positions  without  adding  anything  new.  By  identifying  the 
shared and unique interests among the parties, you can be-
gin to look for ways in which everyone can gain. Try brain-
storming ideas to overcome obstacles. Ask specifically what 
would make people change their minds or support broader 
interests.  Don’t  assume  a  “fixed  pie”;  instead,  find  ways  to 
broaden  the pie  to begin  to address  the  interests of   every-
one and solve their individual problems.

Step 4. Base the Result on Objective Criteria
People  like  to  be  treated  fairly.  It  is  important  that  the  re-
sults  of   your  negotiation  are  based  on  objective  and  clear 
criteria.  If  you were negotiating your  salary  for a new  job, 
you  would  want  to  know  what  others  with  your  back-
ground and doing the same work were being paid. Do the 
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same sort of  research to bring in objective information to 
any  negotiation.  Frame  each  issue  or  problem  as  a  joint 
search  for  objective  criteria.  This  means  you  need  to  keep 
an  open  mind  and  actually  want  to  identify  fair  standards 
and  procedures  for  resolving  conflicting  interests.  Joint 
problem-solving can help build better relationships.
 Like all communication processes, it is important to de-
fine and keep  in mind your objectives  to ensure you make 
wise  decisions,  including  the  decision  to  try  pursuing  an-
other avenue. Sometimes it is helpful to bring in a mediator 
or third party to ensure an open discussion of  interests. They 
can provide an impartial view and help separate the discus-
sion of  options from the actual decision-making.
  The 4 steps are useful to practice whether you are nego-
tiating with wildlife stakeholders about management options 
or  even with  your partner over what movie  to  see:  “What 
type of  movie do you feel like?” (Define interests) “What mov-
ies are playing?” (Identify options) “You choose this time, I’ll 
choose next.” (Use fair standards) And so on!
  Like  any  group  activity,  the  negotiation  process  has  in-
herent constraints as well as much value. Some of  the criti-
cisms of  environmental dispute resolution include the po-
tential lack of  focus on scientific information. Sometimes 
negotiations resolved at local levels address issues that should 
involve a national dialogue, and groups such as urban envi-
ronmental organizations are left out. Other critics argue 
that the process may include groups with unequal resources 
such as time, money,  information, and negotiation training 
(O’Leary and Bingham 2003).
 It is important that negotiation processes are as transpar-
ent and inclusive as possible to ensure that good and satis-
factory decisions are made. Recommendations for environ-
mental negotiation include the following best practices. 
These  criteria  can  be  used  to  evaluate  the  success  of   your 
negotiation. Of  course the long-term impact should be the 
wise management of  wildlife resources and the continued 
positive relationships with your stakeholders.

•  All interests are represented.
•   The process is driven by a purpose that is shared by all 

sides.
•  Participation is voluntary.
•   Participants share responsibility for the process and the 

outcome.
•  High-quality information is incorporated.
•   Participants are encouraged to challenge assumptions, 

learn, and find creative solutions.
•  All participants are able to participate effectively.
•  The outcome should be just.
•   The outcome should serve the common good and con-

tribute  to  the  sustainability  of   natural  and  social  sys-
tems (O’Leary and Bingham 2003).

SUMMARY

Effective communications are essential for influencing con-
servation policy, changing people’s behaviors, garnering funds, 
sharing scientific advances, and negotiating conflicts. The 
fate of  our wildlands and wildlife resources depends on ef-
fective communications with a variety of  audiences in a va-
riety of  places. This chapter described the communications 
process and provided guidelines for several common com-
munication  channels  used  by  wildlife  professionals,  includ-
ing interpersonal approaches such as interviews, public talks, 
and group negotiation; and the design of  print media such 
as brochures and scientific posters. Following a GAME plan 
that includes identifying goals and objectives, analyzing au-
diences, selecting media and message strategies, and evalu-
ating your impact will help ensure your communication suc-
cess. As  the National Outreach Strategy drafted  in 1997 by 
the U.S. Fish and Wildlife Service stated: “It is our job to 
speak up for the wild creatures that cannot speak for them-
selves”  (http://www.fws.gov/policy/NationalOutreachStrategy 
.html:1). By following a systematic plan, all communications 
by wildlife professionals should be effective and efficient.
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INTRODUCTION

ADAPTIVE MANAGEMENT  in wildlife conservation emerged from 
the wildlife profession’s search for better solutions to increasingly complex 
conservation challenges. This search for solutions and better management 

practices arose from a deeply felt, if  poorly defined, sense of  vacancy in our conser-
vation delivery mechanisms. Lancia et al. (1996) articulated the philosophical prem-
ise for the reason that ecological science and wildlife management should link to-
gether within an adaptive management framework. Riley et al. (2003b) expanded 
the concept to integrate social and ecological science, and incorporate stakeholders 
in the wildlife management enterprise. Today, the term “adaptive management” is 
used widely in wildlife conservation, although it often is used to describe practices 
that, at best, merely approximate true adaptive management. The term itself  con-
notes flexibility and responsiveness, traits many people find admirable. The attrac-
tiveness of  this concept has led wildlife managers, in most cases, to be more adapt-
able; a few have actually pursued adaptive management.
 The primary principle underlying adaptive management is the following: deci-
sion-makers should learn from their management interventions and apply that 
knowledge to development of  more effective management interventions in the fu-
ture (Holling 1978, Enck et al. 2006, Williams et al. 2009). Simply stated, this means 
“learning by doing,” but true adaptive management is a rigorous stepwise process 
designed to achieve learning from the management experience. “Adaptive” should 
not be confused with the term adaptable in the case of  wildlife management. The 
latter term refers to an ability to change oneself  or a management system in adjust-
ing to occurring changes. In ecology, adaptability often is used to describe the abil-
ity of  ecosystems, or components of  ecosystems such as a wildlife population, to cope 
with unexpected disturbances in the environment. To be adaptable is a desirable 
trait in managers, but nonetheless means something quite different then managing 
adaptively. The latter is a rigorous and disciplined process of  conscious application; 
the former often one of  reactive technique gradually emergent from experiential 
learning (Box 25.1).
 Each step described in this chapter must be executed for the process to be legiti-
mately called adaptive management. Skipping or inadequately addressing any step 
compromises the integrity of  the process, impairs our ability to learn from man-
agement actions (White 2001), and degrades our capacity to effectively apply new 
insights in a timely and appropriate manner. Thus, adaptive management necessi-
tates a commitment of  time and resources above what is required for “normal 

Adaptive Management  
in Wildlife Conservation
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management” and is not essential for all wildlife manage-
ment situations. However, executed properly, adaptive man-
agement is an investment in the long-term durability and suc-
cess of  a wildlife management enterprise (Lancia et al. 1996).
 Wildlife management typically involves making decisions 
under circumstances where uncertainty may exist about al-
most every aspect of  the management environment. Esti-
mates of  an animal population’s size or demographic fea-
tures may lack reliability (Williams et al. 2002, Skalski et al. 
2005), or even be unknown. The relative importance of  dif-
ferent habitat features to a population’s viability may not be 
well understood (Morrison et al. 1998). The most important 
positive and negative outcomes of  interactions people have 
with wildlife or their habitat (referred to as impacts), and 
the consequences of  these, may not be adequately described, 
nor the significant stakeholders identified or already engaged 
(Riley et al. 2002).
 Contributing further to overall uncertainty are the dynamic 
natures of  the coupled social–ecological systems managers 
work with in wildlife management. Change is an inherent 
part of  natural processes and ecosystems. Change also is an 
inherent trait of  human social systems. In addition, anthro-
pogenic forces are influencing change in natural processes 
in diverse ways and at unprecedented rates; changes that, in 
turn, influence human emotional and cultural responses. 

These multiple influences on an organic system coupled 
with variable rates of  change among them make for a man-
agement environment with high degrees of  uncertainty. It is 
a complicated business.
 Adaptive management has been described as a way to 
embrace such change and uncertainty (Riley et al. 2003b, 
Williams et al. 2009). Holling (1978) and Walters (1986) es-
tablished techniques for applying adaptive management prin-
ciples to environmental assessment, drawing from systems 
dynamics (Forrester 1968) and industrial operations theory 
(Ackoff  1970). The promise of  adaptive management for ad-
dressing complex, uncertain, and dynamic systems then led 
to its adoption in wildlife management ( Johnson et al. 1993, 
Williams and Johnson 1995, Lancia et al. 1996, Williams 1997, 
Riley et al. 2003b). In many respects, however, adaptive 
management has been more significant as a concept than a 
management practice (Lee 1999). Its conceptual power lies 
in its encouragement of  managers to evaluate the effects of  
their management actions, to learn and adapt, all within a 
coordinated and iterative process. In fact, it is the circularity 
of  its conceptual dynamic, foraging, and fertilizing within a 
specific problem landscape, that gives adaptive management 
its traction in evolving states of  knowledge.

THE ADAPTIVE MANAGEMENT PROCESS

Adaptive management taken simply is an iterative stepwise 
process beginning with an analysis of  the situation requir-
ing management, then working through several steps: en-
gagement of  stakeholders in defining management objec-
tives, model(s) development based on hypotheses about the 
system to be managed, identification of  management alter-
natives, implementation of  management interventions and 
monitoring of  the system’s response, making adjustments 
to the model(s) based on system responses, refining the 
management alternatives and then implementing refined in-
terventions, and so on (Fig. 25.1). An adaptive management 
process builds on itself  such that continuous learning from 
management actions and rapid reapplication become inte-
gral components of  the wildlife manager’s job. Capturing 
the learning and packaging this for reentry into the process 
emerges as the critical factor, requiring disciplined ongoing 
analysis of  new insights and probabilities.

Situation Analysis
Wildlife management typically occurs within a complex sys-
tem where ecological, social, political, and economic factors 
interact. Identification of  these factors, their effects on each 
other, and their relative importance helps to frame the man-
agement situation and the likely scope of  management deci-
sions. This framing process is termed situation analysis, 
but also may be called context analysis, problem definition, 
or problem scoping. Whatever it is called, this process is 
best conducted in 2 phases. Phase I is when the wildlife man-

Box 25.1. Department of the InterIor 
DefInItIon of aDaptIve management 

Adaptive management (is a decision process that) 

promotes flexible decision-making that can be ad-

justed in the face of uncertainties as outcomes from 

management actions and other events become  

better understood. Careful monitoring of these out-

comes both advances scientific understanding and 

helps adjust policies or operations as part of an  

iterative learning process. Adaptive management 

also recognizes the importance of natural variability 

in contributing to ecological resilience and produc-

tivity. It is not a “trial and error” process, but rather 

emphasizes learning while doing. Adaptive manage-

ment does not represent an end in itself, but rather a 

means to more effective decisions and enhanced 

benefits. Its true measure is in how well it helps 

meet environmental, social, and economic goals, in-

creases scientific knowledge, and reduces tensions 

among stakeholders.

From Williams et al. (2009).
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ager and team develop an initial assessment of  the manage-
ment challenge and the social–ecological context. This is 
akin to getting one’s house in order. The scope and com-
plexity of  the situation will dictate the scale of  effort and to 
what extent the management team will require practitio-
ners from multiple disciplines. It also will inform the range 
and identity of  stakeholders who need to be engaged.
 Let us examine a real case study. In insular Newfound-
land, Canada, a dramatic decline in woodland caribou (Ran-
gifer tarandus caribou) has alarmed the hunting outfitter in-
dustry and other citizens, who contend that predation on 
calves by black bears (Ursus americanus), coyotes (Canis la-
trans), and Canada lynx (Lynx canadensis) is responsible for 
the decline (Mahoney and Weir 2009; Fig. 25.2). Others have 

suggested that land-use impacts (largely induced by extrac-
tive resource industries such as oil, gas, mineral, and timber) 
are the major drivers for the decline, either through direct 
energetic effects on disturbed animals or indirectly through 
displacement of  animals from preferred foraging and preda-
tor-escape terrain. Still others suggest climate change effects 
on habitat have a significant role to play.
 Using an intensive review of  existing knowledge, the 
Province’s wildlife managers have scoped out the available 
intelligence, initiated new inquiries to address knowledge gaps, 
and are using this understanding to generate a conceptual 
management system that illustrates the presumed inter- 
action of  climatic, ecological, biophysical, socioeconomic, 
and political factors. Each of  these categories is sufficiently 

Fig. 25.1. A diagram of the adaptive management 
process.

Fig. 25.2. Adaptive management is being applied 
toward reversing the decline of woodland caribou 
in insular Newfoundland, Canada. One suspected 
cause of decline is predation on calves by black 
bear, coyote, and Canada lynx. Photo of caribou, black 
bear, and coyote by Sustainable Development and Strategic 
Science Branch, Government of Newfoundland and Labrador, 
Canada; photo of caribou calf mortality by J. F. Organ, U.S. 
Fish and Wildlife Service; photo of Canada lynx by J. H. 
Vashon, Maine Department of Inland Fisheries and Wildlife.
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complex to be viewed as a subsystem unto itself  (Fig. 25.3). 
This initial analysis will reveal the key stakeholders, the con-
text within which decisions will be framed, and the limits, 
constraints, scope, and opportunities for management. In this 
particular example, the wildlife managers determined they 
needed to enlist expertise in population dynamics, resource 
economics, sociology, and landscape ecology as part of  the 
management team now formed. We refer to the product of  
this initial phase of  situation analysis as a manager’s model 
(Decker et al. 2009; Box 25.2).
 Phase II of  situation analysis involves engagement of  
stakeholders. A stakeholder, in the context of  adaptive man-
agement, is any person who affects, or is affected by, the 
wildlife issue or wildlife management approach under con-
sideration (Organ et al. 2006). The latter half  of  the 20th 
century saw a shift in how wildlife management agencies 
perceived the public and vice versa. Historically, wildlife 
managers were the experts who determined what was best 
for the public as far as wildlife was concerned. This expert 
authority model derives from the Prussian forestry roots of  
wildlife management (Gill 1996). Public acceptance of  this 
expert authority approach waned as broader segments of  
society sought to exert influence over wildlife management 
programs and policies.
 Recent trends have been toward an increase in participa-
tory decision-making (Decker et al. 1996; Jacobson et al. 2010). 
The purpose of  stakeholder engagement in situation anal-
ysis is to affirm the management need (i.e., to accurately 
identify impacts-based management objectives) and apply 
local knowledge to refine or validate the management sys-
tem. Of  greater importance, potentially, is to foster public 
trust and ownership in the management process by ensur-
ing transparency and participatory engagement throughout 
the decision-making process. Stakeholder engagement is  
an art and discipline unto itself. Depending on the scale of  
the issue or the risks at stake, enlisting a professional to 
manage the stakeholder engagement process may be war-

ranted (Fig. 25.4). Stakeholder engagement is most effective 
when it is attuned to the spatial, temporal, and social scale 
of  the management situation (Chase et al. 1999). Determin-
ing the relevant scales and appropriate stakeholders are part 
of  the art of  wildlife management (Lee 1993b). In our New-
foundland caribou case study, deliberating on the scale of  
problem and the scale of  management response led to a va-
riety of  critical questions, such as the following:

•   Is the issue unique or limited to specific human and/or 
biological communities, or will management interven-
tion affect other communities?

Fig. 25.3. A Conceptual Manager’s Model of causes and 
effects of a decline in woodland caribou in insular 
Newfoundland, Canada.

Box 25.2. the proDuct of the InItIal 
phase of sItuatIon analysIs Is a 
manager’s moDel

A manager’s model is: 

•   A portrayal of desired conditions, actual conditions, 

factors that influence conditions, and consider-

ations to be made before taking actions.

•   A  broad  view  of  what  needs  to  be  managed  to 

achieve objectives, with respect to a particular re-

source.

•   Adaptable  in  that,  as  one  learns more  about  the 

management system, the model should be modi-

fied.

A manager’s model is not a plan, per se. It is a situa-

tion analysis.

From Decker et al. (2009:1).
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•   Is there potential for collateral effects on species other 
than those that are of  concern?

•   Will potential effects of  management for caribou habi-
tats impact other land uses?

•   Will management actions that lead to improvement of  
caribou hunting inadvertently diminish opportunities 
for other forms of  wildlife enjoyment (i.e., adversely 
affect other stakeholders)?

 These are some of  the questions that managers need to 
address when determining the appropriate stakeholders  
to engage in situation analysis and management decision-
making. Having too broad a suite of  stakeholders for the 
scope of  the issue only confounds the process, reducing effi-
ciency and possibly diverting it from the core management 
issue. Having too narrow a stakeholder base ultimately re-
sults in decisions that may not be durable, because affected 
interests not engaged may believe their concerns were not 
addressed. Many wildlife management issues involve con-
flict between different stakeholder interests. Engagement of  
competing stakeholders may slow the situation analysis pro-
cess and make objective identification difficult (Wondolleck 
and Yaffee 2000), but the alternative of  dealing with excluded 
stakeholders (i.e., their political and litigation activities) is 
even more time-consuming and counterproductive. Conflict 
resolution may be required early on (Lee 1999) and, depend-
ing on the scale and severity of  the conflict, may require 
professional intervention.
 In the woodland caribou example, the stakeholder base 
is broader geographically than is the caribou population it-
self. Stakeholders were drawn from the hunting outfitter 
community, the recreational and rural community interest 
groups, natural resource industries, tourism agencies, con-
servation organizations, the scientific community, and even 

nonresident and foreign hunters. This diverse constellation 
reflects the managers’ efforts to consider all angles of  this 
complex situation when identifying the appropriate stake-
holders. For example, if  reduction of  predator populations 
is a likely management intervention, are there particular 
stakeholders unique to those species? Should representatives 
of  the extractive industries be included as stakeholders? Al-
though this process of  articulating the managers’ model ini-
tially reveals who the appropriate stakeholders are, others 
may be identified as the management process proceeds. In-
deed, the founder stakeholder group may itself  recommend 
additional members, thus linking stakeholder membership 
to the evolving and organic nature of  the much larger man-
agement process.
 Effective stakeholder engagement processes are open and 
transparent. Deliberating as a group avoids managers need-
ing to explain the values of  one group to another, which 
can lead to them being perceived as preferring a particular 
interest. When eliciting information from stakeholders, ex-
pect different perspectives to arise with respect to how the 
system operates. This can lead ultimately to the develop-
ment of  competing models, an acceptable outcome so long 
as all steps in the adaptive management process are followed 
(particularly monitoring the effects of  alternative manage-
ment interventions). Identifying responses of  the system to 
different management actions sheds light on which model(s) 
best represent it.

Objective Setting
One of  the most challenging aspects of  wildlife management 
is establishing objectives that are clearly defined, achievable, 
and measurable within a specific timeframe. Too often ob-
jectives are presented that merely describe an action as op-

Fig. 25.4. Stakeholder engagement is an important 
part of the adaptive management process and 
should be matched to the geographic, temporal, 
and social scale of the issue. Photos courtesy of U.S. 
Fish and Wildlife Service.
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posed to an outcome. An objective should describe what 
you want to achieve, the desired future conditions toward 
which your management intervention is directed. How you 
intend to get there is a mechanistic descriptor of  the pro-
cess, not the desired change.
 Two levels of  objectives are appropriate for adaptive 
management—fundamental and enabling (Riley et al. 2002). 
Fundamental objectives correspond to the cumulative out-
comes of  management that create the desired future condi-
tion. Fundamental objectives are defined by stakeholders 
(e.g., an increase in hunter satisfaction with the waterfowl 
bag limit by 2015, a reduction of  deer–vehicle collisions of  
20% in 5 yr, a 20% reduction in bear damage to corn in 2 yr, 
prevention of  the extinction of  Kirtland’s warbler [Dendroica 
kirtlandii] or an improvement in woodland caribou calf  sur-
vival sufficient to offset annual adult mortality). Each funda-
mental objective should have at least one enabling objective 
linked to it. An enabling objective focuses on a particular 
management intervention designed to contribute to achiev-
ing the fundamental objective (e.g., increase protected  
waterfowl breeding habitat by 20% in 3 yr, improve visibility 
and lighting along 300 additional miles of  roadway in 2 yr, 
increase bear harvest by 10% in 3 counties over the next 2 
hunting seasons, expand jack pine [Pinus banksiana] habitat 
by 5% in 10 yr, reduce predation on caribou calves in the 
first 12 weeks of  life by 50%).
 Creating opportunities for stakeholders to define funda-
mental objectives is a key role of  the wildlife manager, but 
doing so in some management issues may require indepen-
dent facilitation. Objectives developed through stakeholder 
participation are considered more likely to result in sustained 
support because of  greater satisfaction with them and, im-
portantly, commitment to them by the public (Gregory 
2000). An important role of  the wildlife manager is advising 
stakeholders of  the limits, or management space, as man-
dated in public trust law (Geist and Organ 2004, Organ et al. 
2006). This includes biological capacity of  a species or eco-
logical capacity of  a system, efficacy of  management tools 
and technology, legal and policy requirements and con-
straints, etc.
 Defining fundamental objectives is best accomplished by 
focusing stakeholders on identification of  impacts. Impacts 
are significant beneficial and detrimental effects of  human–
wildlife engagement. These may be identified by managers, 
scientists, lay people, etc. (Riley et al. 2002). The benefit of  
focusing on impacts is that it cuts to the core of  stakehold-
ers’ desired future conditions—the most important effects 
they perceive and the outcomes they desire. After funda-
mental objectives are articulated, a suite of  enabling objec-
tives for each desired outcome can and should be identified.
 Furthermore, the links between fundamental and en-
abling objectives should be clear and expressly defined. In 
our woodland caribou case study, this has been much facili-
tated by ongoing and structured dialogue between manag-

ers, stakeholders, and an independent panel of  scientists. An 
objective should either represent the essential reason for 
management intervention (fundamental) or be necessary to 
achieve another objective (enabling; Riley et al. 2003b). A 
network of  nested objectives is ultimately created that iden-
tifies ties between fundamental and enabling objectives. En-
abling objectives are initially formed with fundamental ob-
jectives in mind, but they are not solidified until models of  
the management system are created. Even when they are 
established, enabling objectives may be more prone to alter-
ation than are fundamental objectives. Experience and on-
going review of  outcomes may necessitate modification to 
the managers’ enabling approach while leaving intact the 
fundamental objective.

Model Development
The term “model” in the context of  adaptive management 
is intended to mean a “plausible representation of  a dynamic 
natural resource system” (Williams et al. 2009:29). Models 
can range from informal verbal descriptions to discrete math-
ematical representations (Fig. 25.5). At least 2 levels of  mod-
els are valuable, if  not essential, in adaptive management. 
First is the overall management system model, a soft-system 
model of  the coupled social–ecological system that tends to 
be general and qualitative. The management system model 
at minimum articulates fundamental objectives, enabling 
objectives, and the relationship between them. The second-
level model is more specific, focusing on known or hypothe-
sized relationships between alternative management actions 
and enabling objectives they are anticipated to achieve. The 
first level addresses “why” management is needed. The sec-
ond level addresses “how” management will be achieved.

Fig. 25.5. A model of elk (Cervus canadensis) hunter satisfaction 
using mathematical functions to drive flow processes. The figure 
is a representation of a model created with Stella II® software.
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 The importance of  having both model levels operational 
in the adaptive management process is they provide (1) bet-
ter structure to guide and communicate thinking (Walters 
1986), (2) increased decision-making capacity (Forrester 1968), 
and (3) increased rates of  learning (Senge and Sterman 
1994, Riley et al. 2003b). The reduction of  a complex state 
of  affairs to more simplified components has a proven track 
record of  problem solving in science, and is of  relevance to 
successful adaptive management approaches. Managers should 
recognize that adaptive management, while inclusive, does 
not imply dissociation from science, or any diminished ap-
plication of  it.
 Of  course, it is unlikely that stakeholders will have (at 
the outset, especially) a common understanding or vision of  
the system. However, model development, when conducted 
as a group exercise, does help participants focus and orga-
nize their thoughts and information onto a common tem-
plate. This exercise reveals biases and assumptions, as well 
as information available and required. If  done well, the pro-
cess fosters appreciation among the stakeholders for the 
complexity of  the system and the management challenges, 
as well as for one another’s viewpoints. It also exposes where 
uncertainties exist in the management system. Additionally, 
models typically illustrate the linkages of  ecological and hu-
man dimensions in the coupled social–ecological systems in 
which wildlife management occurs (Riley et al. 2003b).
 Despite shared knowledge, competing models may still 
arise as a result of  differing beliefs or uncertainty over how 
the system operates and what its underlying mechanisms 
are (e.g., compensatory versus additive harvest mortality). 
Regardless of  the ongoing dialogue, some stakeholders will 
still see habitat issues as driving the woodland caribou de-
cline while others will continue to espouse predator reduc-
tion as the only meaningful management response. This 
does not imply, however, the various stakeholders have not 
“learned” in the process, or they do not appreciate the com-
plexities involved. Enabling objectives should be assessed in 
the context of  the models to determine their relevance, 
achievability, and overall acceptability within the larger po-
litical and social dynamic. Burnham and Anderson (2002) 
provide a solid overview of  model development and testing.

Identification and Selection of Alternatives
Alternative approaches to accomplishing enabling objectives 
are developed as a series of  management interventions. 
Stakeholder involvement in identifying alternatives is im-
portant because it can reveal any important differences in 
social acceptability of  alternatives. (Some of  the most con-
troversial wildlife management issues are about manage-
ment actions, not about desired outcomes.) Experience also 
has shown that stakeholders often contribute creative ideas 
(Gregory 2000). Wildlife managers tend to rely on tradi-
tional approaches (Russo and Schoemaker 1989, Riley et al. 
2003b), but stakeholder engagement fosters consideration 

of  a larger suite of  options. It is essential that management 
interventions are measurable as responses in the context of  
the system model. In the woodland caribou example, a po-
tential management intervention is to reduce the black bear 
population (enabling objective) through increased hunter 
harvest of  bears (management action). How to measure its 
efficacy has been an ongoing dialogue by managers, inde-
pendent scientists, and public stakeholders.
 Clearly, the hunting intervention needs to be implemented 
and monitored with attention to several questions if  it is to 
contribute to adaptive management purposes. For example: 
Can the effect of  harvest on the black bear population be 
measured? What is the effect level necessary to detect a change 
in calf  survivorship? How many bears need to be removed 
to achieve that effect level? Can this level of  removal itself  
be achieved? How do you know with certainty that the re-
duction in bears was responsible for any change detected in 
calf  survivorship? Clearly, for each management intervention, 
a monitoring plan must be developed to assess whether the 
enabling objective was accomplished, and if  not, why not.

Monitoring
Monitoring is critical to the adaptive management process. 
White (2001) identified the lack of  rigorous evaluation of  
management interventions as the most common failure  
in attempts to implement adaptive management. Adaptive 
management is about learning from management and using 
that knowledge to improve, which is a good definition of  
evaluation. Adaptive management treats each intervention 
as an experiment, and the results of  those experiments must 
be measured, applied to the models, and then used to im-
prove the models, refine management (i.e., enabling objec-
tives and related actions), and ultimately achieve the funda-
mental objectives. Monitoring provides improved information 
on the status of  species populations, habitats, and satisfac-
tion of  stakeholders. In an adaptive management context, 
field research, surveys, habitat manipulation, and public ed-
ucation efforts are all directed toward contributing informa-
tion that ultimately leads to improved decision-making.
 In the woodland caribou example, the monitoring plan 
for determining whether an increased harvest of  black bears 
could yield greater calf  survival involves several indepen-
dent yet related efforts (Fig. 25.6). A study of  the black bear 
population was initiated ≥2 years prior to any reduction for 
purposes of  developing baseline estimates of  (1) the popula-
tion size, (2) variation in movements related to the calving 
grounds and individual behavior associated with calf  preda-
tion, and (3) the number of  bears that would need to be re-
moved to permit detection of  a reduction in the population 
of  x% over n years. Harvest of  bears will need to be quanti-
fied to determine whether the population reduction level 
was achieved.
 Concurrently, caribou calves are being radiomonitored 
from birth to document predation and mortality rates. In 
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addition, herd composition surveys are being conducted to 
see if  the intervention yields increased calf  recruitment. So-
cial science studies are assessing public acceptance of  in-
creased bear harvests, and hunter interest in participation 
and increased effort is being engaged through public work-
shops and information sessions. Whether the public ob-
serves changes in either the numbers of  bears or caribou, 
their overall satisfaction with the management program also 
can be assessed through this process. Without such moni-
toring effort, managers would not have the ability to deter-
mine whether the interventions were achieving the desired 
results. Wildlife managers simply cannot afford to expend 
time and resources on prescribed interventions without ac-
quiring knowledge of  the system’s response to those efforts.

Implementation
After following the steps of  situation analysis, objective set-
ting, model development, identification and selection of  al-
ternatives, and establishing monitoring plans, decisions can 
be made as to which management actions are implemented. 
Depending on the scale of  the management system and 
magnitude of  the issue, the decisions could rest with the 
managers and their stakeholder advising group or be vested 
in a policy-making body, such as a commission, administra-
tion, or legislature. Regardless of  the form of  governance in 
place, the initial recommendations will be formulated within 
the stakeholder group as facilitated by the wildlife managers.
 Obviously, the decision-making process should incor-
porate both scientifically derived knowledge and experience-

based insights regarding which interventions among the set 
of  potential alternatives should be selected and implemented. 
The process can be informal and driven by reasoning and 
consensus, or be highly structured (Box 25.3). In any case, 
social acceptability of  the alternative should be a key selec-
tion criterion. Ultimately, however, the long-term sustain-
ability of  the wildlife resource must not be compromised. 
Managers must recognize that, despite the urgency of  a pre-
vailing management challenge, certain actions can have im-
plications for wildlife that may be irreversible in their ef-
fects. An important part of  the stakeholder engagement 
process is the role of  the wildlife manager in advising stake-
holders what the limits of  management are as defined in 
law (Organ et al. 2006). Typically, this provides for the long-
term sustainability of  wildlife.

Assess and Adjust
Within the adaptive management framework, information 
derived from monitoring the management interventions is 
used to compare model predictions with actual responses. 
This process fosters learning, the core purpose of  adaptive 
management, by assessing the effectiveness of  the manage-
ment approach in achieving desired outcomes. Information 
on the system itself  also may be gained, and the system 
model may need to be adjusted to reflect this new knowl-
edge. Assumptions about system dynamics used to develop 
the enabling objectives may now be refined or modified, 
leading to alteration of  management prescriptions. Where 
competing models have been developed, the model that 

Fig. 25.6. Monitoring is a critical 
component of the adaptive 
management process. Adaptive 
management of woodland 
caribou in insular Newfoundland, 
Canada includes monitoring 
spatial movement and population 
responses of predators and 
caribou to management 
interventions. Photos by Sustainable 
Development and Strategic Science 
Branch, Government of Newfoundland 
and Labrador, Canada.
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most realistically simulates the actual response may be iden-
tified as the “best” model to describe the system components 
and their relationships.
 In this sense, the monitoring process and knowledge 
gained also are used to assess whether the fundamental ob-
jectives have been achieved, not just the efficacy of  enabling 
objectives. If  the results fall short, adaptations to manage-
ment interventions (enabling objectives and actions) based 
on this new knowledge can be developed, and the process 
can be repeated iteratively. It is important to engage stake-
holders continuously in this process. They need to under-

Box 25.3. a moDel of structureD 
DecIsIon-makIng

Structured decision-making (SDM) is a term used to 

describe a process to carefully organize analysis of 

problems in order to reach decisions focused clearly 

on achieving fundamental objectives. Based on deci-

sion theory and risk analysis, SDM encompasses a 

simple set of concepts and useful steps, rather than 

a rigid, inflexible approach. SDM is about making  

decisions based on clearly articulated fundamental 

objectives, dealing explicitly with uncertainty, and re-

sponding openly to legal mandates and stakeholder 

preferences or values in decision-making. SDM inte-

grates science and policy. Each decision contains key 

components—management objectives, decision alter-

natives, and prediction of outcomes for each alterna-

tive. Analysis of each component discretely within a 

comprehensive framework improves overall decision-

making.

An adaptive impact management diagram. From U.S. Fish 
and Wildlife Service (2008b).
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stand the outcomes, see the measures used as credible, and 
have input into the adjustments for future iterations. It is 
important to recognize that, in some instances, the results 
may warrant major alteration of  the model or the develop-
ment of  an entirely new one. Such reevaluations and subse-
quent changes in approach should be viewed as positive out-
comes of  the process, rather than emphasized as weaknesses 
in original thinking.

Iteration
The iterative process in adaptive management involves a 
constant cycling back to implementation, involving stake-
holders in decision-making about which management inter-
ventions to conduct next, in what manner they should be 
implemented, and what outcomes to expect. Monitoring, 
assessment, and adjustment, along with economic consider-
ations, determine whether this cycle should continue. Man-
agers normally terminate the process with a final manage-
ment action informed by assessment of  data collected in the 
previous iteration. This may, due to economic considerations 
or the unlikely prospect that ecological and social learning 
is complete, lead to a nonadaptive wildlife management ap-
proach (Williams et al. 2009). At that point, management 
carries on while outcomes inherent to the original funda-
mental objectives may continue to emerge, facilitated by in-
ertial properties now expressed within the system being 
managed. This may require some lower intensity supportive 
measures or, in some cases, just monitoring (the system 
now being capable of  producing desirable outcomes with-
out active intervention).

PASSIVE OR ACTIVE ADAPTIVE  
MANAGEMENT

Two types of  adaptive management are recognized: passive 
and active. Passive and active adaptive management ap-
proaches are distinguished primarily by the degree to which 
they emphasize the reduction of  uncertainty. In practice, 
this means a different amount of  emphasis is placed on  
learning in the objectives used to guide decision-making 
(Walters 1986; B. K. Williams, U.S. Geological Survey, per-
sonal communication). Active adaptive management pur-
sues the reduction of  uncertainty (learning) through man-
agement interventions, while passive adaptive management 
pursues a particular resource-related objective(s), with learn-
ing a useful by-product of  decision-making. Passive adaptive 
management has been criticized at times for not being rig-
orous enough, but a true passive approach should have ade-
quate rigor and differ from active adaptive management  
primarily in terms of  how explicitly learning is incorporated 
as an objective. Both passive and active adaptive manage-
ment incorporate competing hypotheses about how a sys-
tem works. Passive approaches may (but do not always) base 
decision-making on only one model deemed most appropri-
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ate from among several potential models. Results from man-
agement actions are used to update the model. Trial-and- 
error types of  management—in which evaluation of  manage- 
ment actions is missing, sporadic, or weak—should not be 
mistaken for passive adaptive management.
 In comparison, active adaptive management uses man-
agement actions to elicit a learning response. The objectives 
used to guide decisions on management actions explicitly 
incorporate uncertainty and potential for learning. Active 
adaptive management obviously requires a greater commit-
ment of  time, money, intellectual rigor, and other human 
resources, along with a willingness to take risks with man-
agement. The promise of  an active approach is that learning 
will occur more rapidly than in a passive approach. Those 
benefits must be weighed against the costs and abilities to 
conduct active adaptive management (Table 25.1).

EXAMPLES OF ADAPTIVE MANAGEMENT 
APPROACHES

Adaptive Resource Management
Adaptive resource management (ARM) uses the act of  
managing a system to learn about that system; it is likely 
the concept that most wildlifers have in mind when they 
hear the term “adaptive management” (Enck et al. 2006). In 
ARM, a resource management goal is set; for example, to 

maximize the harvest of  a certain species or group of  spe-
cies or to maintain some amount of  habitat in a certain con-
dition within a management unit. A management prescrip-
tion (a set of  harvest regulations or a prescribed burning 
regime) is then described that is expected to lead to realiza-
tion of  the goal. Thus, managers are required to make ex-
plicit predictions of  the results of  their selected actions (the 
prescription) based on their existing knowledge of  the sys-
tem as derived through research and modeling. Simply put, 
ARM requires managers to say aloud, and preferably docu-
ment on paper, “If  we do X then we expect the result to be 
Y.” They are then responsible to implement a monitoring 
scheme sufficiently robust to detect those expected results. 
The data collected during the monitoring lead to review of  
the outcomes relative to the a priori predictions. Finally, the 
process is repeated, with a new prescription and set of   
predictions put in place based on the knowledge gained in 
the previous iteration. Thus, “learning is not simply a by-
product, but is formally acknowledged as an integral objec-
tive of  the management process” (Lancia et al. 1996:439).
 Inherent in ARM is the realization that management de-
cisions must be made in the face of  uncertainty and that the 
system changes through the act of  management (Williams 
and Johnson 1995). Thus, ARM provides a framework for 
managers to reduce that uncertainty through a rigorous ap-
proach to the selection and evaluation of  management ac-

Table 25.1. Criteria proposed by Gregory et al. (2006) for assessing appropriateness of adaptive management (AM) applied to 
4 hypothetical wildlife management cases

 Grassland–bird  
 habitat-management Suburban deer Wolf  Land-use plan 
Adaptive management criteria experiments overabundance reintroduction or climate change

Temporal and spatial scale
 Duration Xa Yb Y Zc

 Spatial extent and complexity X X X Z
 External effects X Y Y Z
Dimensions of  uncertainty
 Parameter X Y Y Y
 Structural X Y Y Z
 Stochasticity X X Z Y
 Confidence in assessments X Y Z Z
Costs, benefits, and risks
 Specifying costs and benefits X Y Y Y
 Magnitude of  effects Y Y Y Y
 Multiple objectives X Y Z Z
 Perceived risks of  failure X Z Z Y
Institutional support
 Leadership guidance X Y Y Y
 Flexibility in decision-making X Y Y Z
 Taboo trade-offs X Z Z X
 Capacity of  institutions Y Y Y Y

a Not a major barrier to proceeding with an active, experimental, AM approach.

b Challenge that must be addressed in order to successfully proceed with an active, experimental, AM approach. Passive approach may be more applicable.

c Significant challenge; active, experimental AM infeasible unless resolved. Likewise, passive approach must be resolved in order to be feasible.
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tions that will lead to improved understanding of  the sys-
tem in question and ultimately better decision-making in 
the future (Williams et al. 2002). The actions available to the 
managers must be sufficiently diverse and intense such that 
their application to the system would be expected to pro-
duce a detectable change in the resource, either consistent 
with the predicted response such as to increase the confi-
dence in that prediction or inconsistent with the prediction, 
but consistent with the expectations of  an alternate hypoth-
esis about the nature of  the system.

Adaptive Harvest Management
In wildlife conservation, adaptive management has been 
most commonly applied to the process of  regulating the har-
vest of  game species, especially waterfowl ( Johnson et al. 1993, 
Williams and Johnson 1995, Williams et al. 1996). Adaptive 
harvest management (AHM) is a special case of  ARM be-
cause the management prescriptions and assumptions that 
drive the allocation and regulation of  harvest can be ex-
pressed quantitatively and the predictions can be measured 
in the resulting population levels and demographics of  the 
harvested species. Consequently, AHM presents a logical 
and very clear application of  adaptive management theory.
 The application of  AHM to real world problems requires 
the specification of  models of  the population processes of  
the species in question and clear statements of  the assump-
tions underlying those models. As applied to waterfowl 
management in North America, Williams et al. (2002) iden-
tified 4 key elements that characterize the process: (1) the 
existence of  a suite of  regulatory options available to man-
agers that span a range of  management (i.e., harvest) inten-
sity, (2) the existence of  an objective function by which to 
evaluate the regulatory options (e.g., harvest over time),  
(3) competing models of  waterfowl population processes 
that would lead to meaningful predictions of  the results of  
different harvest intensities, and (4) some measures of  the 
reliability of  these models that can be used to incorporate 
uncertainty into the evaluation process.
 Specific to the application of  AHM to mallard (Anas plat-
yrhynchos) populations, Johnson (2001) described 2 compet-
ing hypotheses of  additive and compensatory mortality in 
regards to harvest and 2 competing hypotheses regarding 
the effects of  mallard abundance on per capita reproductive 
rate (i.e., density-dependent reproduction). These hypothe-
ses allowed for predictions of  the results of  various harvest 
regulations that could then be used to evaluate their effec-
tiveness in meeting the agreed population goals.
 In practice, AHM involves developing an algorithm that 
is used to determine the appropriate regulatory options in 
light of  the management goals and the likelihoods of  the com-
peting models (i.e., hypotheses) to explain population re-
sponses to management efforts. Information must be gathered 
on the population status, realized harvest, harvest rates, 
hunter effort, and other ecological variables that the manag-

ers and researchers believe are necessary to predict the pop-
ulation response to management. Regarding the latter, envi-
ronmental variables such as previous year’s rainfall or current 
year’s number of  ponds on the breeding grounds may be 
useful to understand population-level reproductive rates in 
waterfowl; alternatively, for white-tailed deer (Odocoileus vir-
gnianus), especially in northern environments, winter sever-
ity may be a key factor explaining population response to a 
range of  management options. Regardless of  the species in 
question, after monitoring and analyzing the relevant vari-
ables, model likelihoods require annual updates to drive the 
regulation setting process anew (Williams et al. 2002).
 One of  the fortuitous consequences of  adopting AHM (or 
ARM) as a decision-making process is that it requires manag-
ers, researchers, and administrators to work together to iden-
tify a course of  action and the criteria for evaluating those  
actions relative to an agreed-on set of  goals. It requires that 
all parties acknowledge that decisions are made in the face of  
uncertainty and that the results of  the management actions 
and their short- and long-term effects on the harvested popu-
lation cannot be predicted with absolute certainty ( Johnson 
2001); indeed, if  that were not the case, there would be no 
need for an adaptive decision-making process. Thus, all par-
ties involved in the process have some ownership and cannot 
deny responsibility or shift blame if  a set of  predictions is in-
correct and the management actions do not meet the goals.

Adaptive Impact Management
Adaptive impact management (AIM) builds off  the concept 
of  adaptive resource management (ARM). AIM explicitly in-
corporates the philosophy of  value-based decision-making 
in wildlife management (Hammond et al. 1999). The main 
difference between AIM and ARM also is the main way in 
which they complement each other (Enck et al. 2006). AIM 
seeks to define fundamental objectives in terms of  stakeholder-
defined impacts, which may or may not be related to the 
status of  the resource (Riley et al. 2003b). ARM seeks to 
identify fundamental objectives in terms of  the status of  the 
resource, incorporating stakeholder input as to what that 
status should be.
 A focus on impacts and stakeholder involvement leads  
to management that “really matters” to society (Riley et al. 
2003b). This improves societal support for the experimental 
aspects of  adaptive management, support that is often lack-
ing. A focus on impacts and stakeholder involvement also im-
proves shared learning among scientists, managers, and stake-
holders. This attribute of  AIM is important to the credibility 
of  wildlife managers and the agencies or organizations for 
which they work. In our woodland caribou case study this 
has been manifested in numerous ways, most particularly in 
how often a majority, though certainly nonunanimous, posi-
tion is achieved on critical issues by the stakeholder group.
 Definition of  impacts and associated management objec-
tives requires stakeholder involvement (Shindler and Cheek 
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1999). The kind of  stakeholder involvement, and perhaps 
even collaboration, depends on the scale of  impacts to be 
addressed, the level of  stakeholder interest, and the number 
of  jurisdictions (i.e., other agencies) that are involved. Stake-
holder involvement can take several forms, and often must 
to capture input from all the relevant stakeholders and sus-
tain engagement of  key stakeholders. Often wildlife manag-
ers, or people they hire and oversee (staff  or consultants), 
guide the flow of  interactions with and among stakeholders 
and the analyses that are required to define objectives.

SUMMARY

Adaptive management is an effective process for wildlife 
managers to employ to (1) deal with uncertainty in the man-
agement system, (2) learn from their management actions, 
and (3) achieve desired results. Being adaptable or flexible in 
your management approach is not the same as managing 
adaptively or conducting adaptive management. Adaptive 
management requires adhering to a stepwise process and 
fully executing each step. A critical step is rigorous monitor-
ing and assessment of  management interventions. Without 
this, wildlife managers cannot achieve the essence of  adap-
tive management, which is the explicit goal of  learning more 
about the management system after each management action.
 Stakeholder engagement is essential to adaptive manage-
ment. Stakeholders help define the management system 
and the issues that are prompting management interven-

tion. Their engagement throughout the adaptive manage-
ment and decision-making process will foster ownership of  
the resulting actions and decisions, and will aid greatly in 
the learning process. Developing both fundamental and en-
abling objectives will help wildlife managers treat manage-
ment interventions as experiments, and monitor and evalu-
ate them against desired outcomes.
 Different approaches toward adaptive management have 
been employed in wildlife management. Adaptive resource 
management is a process where wildlife managers predict a 
system response (typically an enabling objective) to a manage-
ment intervention based on a model and then test the ob-
served response against the model. Adaptive harvest manage-
ment is a special application of  ARM applied primarily to 
waterfowl and other game-harvest management scenarios 
that uses explicit quantitative models. Adaptive impact man-
agement explicitly incorporates the philosophy of  value-based 
decision-making in wildlife management and complements 
ARM. AIM seeks to define fundamental objectives in terms of  
stakeholder-defined impacts, whereas ARM focuses on en-
abling objectives and the best methods for achieving them. In 
considering the initiation of  an adaptive management ap-
proach, wildlife managers should carefully evaluate whether it 
is appropriate for the management challenge at hand. To fur-
ther understand the concepts presented in this chapter, we rec-
ommend the following articles: Lancia et al. (1996), Johnson 
(2001), Riley et al. (2002), Riley et al. (2003b), Enck et al. (2006), 
Organ et al. (2006), and Williams et al. (2009).
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INTRODUCTION

Forest Definition and Types

A FOR EST  MAY be defined as a group of  trees in a prescribed area; and 
what represents a forest can vary markedly, depending on geography and 
human perceptions. For instance, an urban woodlot in a metropolitan area, 

an old-growth stand in the Pacific Northwest, a Midwestern shelterbelt, an eastern 
state forest, or a southern pine (Pinus spp.) plantation can each be viewed as forests 
by people from different regions of  the United States. Although these forests vary 
in characteristics (e.g., extent of  naturalness or size); each has aesthetic, wildlife 
habitat, economic, recreational, and other values (Yahner 2000).
 Forestland in the lower 48 states can be divided into coniferous forest in the 
West and deciduous forest in the East, separated by a nonforested landscape of  ex-
tensive farmland, grassland, remnant prairie in the Midwest (U.S. Forest Service 
[USFS] 1968, Patton 1992, Yahner 2000). The western coniferous forest includes 3 
regions: Pacific Coast and Interior (dominated by Douglas-fir [Pseudotsuga menzie-
sii], ponderosa pine [Pinus ponderosa], and redwood [Sequoia sempervirens]), North-
ern Rocky Mountains (dominated by lodgepole pine [P. contorta], Douglas-fir, and 
larch [Larix spp.), and Southern Rocky Mountains (dominated by pinyon [Pinus 
spp.]–juniper [ Juniperus spp.], ponderosa pine, and fir [Abies spp.]–spruce [Picea spp.]). 
The eastern deciduous forest also has 3 regions: Lake States and Northeast (domi-
nated by aspen [Populus spp.]–birch [Betula spp.] and maple [Acer spp.]–beech [Fagus 
spp.]–birch), Central Mountains and Plateaus (dominated by oak [Quercus spp.]–
hickory [Carya spp.] and oak–pine, and Southern States (dominated by loblolly 
pine [P. taeda]–shortleaf  pine [P. echinata] and longleaf  pine [P. palustris]–slash pine 
[P. elliottii]).

History of Forests
The pre-European forest once covered about two-thirds of  North America (Cutter 
et al. 1991). In the lower 48 states in the 17th century, approximately 50% of  the 
landscape was forested, with 75% in the eastern states (Harrington 1991, MacCleery 
1992). In the pre-European era, disturbances in the forest resulted from natural 
events (e.g., wildfires and wind throws) or were created (e.g., prescribed fires and 
clearings) by Native Americans for agriculture, fuel-wood harvesting, wildlife habi-
tat, and village establishment (e.g., Day 1953, Spurr and Barnes 1980, Delcourt and 
Delcourt 1997).

Managing Forests for Wildlife
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 From the early 17th century and continuing into the 21st 
century, the original forest in the United States was re-
duced by human activities (reviewed by Yahner [2000]). Early 
on, timber was harvested extensively in the East and exported 
to other countries for shipbuilding and sugar-producing in-
dustries (Perlin 1989, MacCleery 1992). Wood was used ex-
tensively in the United States for building farm fences, fuel 
wood to heat homes, and fuel for iron production and rail-
road engines (Spurr and Barnes 1980, MacCleery 1992). Dis-
tribution and abundance of  certain species, such as eastern 
hemlock (Tsuga canadensis) and American chestnut (Castanea 
dentata), were markedly reduced by the tanning industry 
and disease, respectively (Spurr and Barnes 1980, Duffield 
1990, Patton 1990, Yahner 2000). An estimated 47 million ha 
of  forest in the eastern United States was cleared for agricul-
ture by the mid-19th century (Clawson 1979, Williams 1989). 
As a result of  historical land uses, the 400 million ha of  for-
estland present in the lower 48 states in the 1500s were re-
duced to about 188 million ha (53% decline) by the early 
20th century (Harrington 1991).
 Early successional forest reverted to second-growth 
forest with regeneration, fire suppression, and abandonment 
of  many farms in the initial decades of  the 20th century 
(Cutter et al. 1991, Pimm and Askins 1995, Trani et al. 2001). 
The composition of  the forest changed, as red maple (Acer 
rubrum) replaced oak stands in some areas of  the East (Abrams 
1992). These changes (habitat loss or change in species com-
position) in the forest landscape in the lower 48 states had 
negative effects on forest wildlife populations, some of  which 
were well documented (e.g., those of  American beaver [Cas-
tor canadensis] and white-tailed deer [Odocoileus virginianus]) 
or strongly suspected of  occurring despite a lack of  data on 
historical population trends (e.g., those of  forest and early 
successional bird species; Perlin 1989, MacCleery 1992, Lit-
vaitis 1993, Yahner 2000, Trani et al. 2001).
 Increased urbanization and suburban sprawl influenced 
the amount of  forest in the United States (e.g., Robbins et al. 
1989). About 3–5% of  the original old-growth forest re-
mains in the lower 48 states, with most in the Pacific North-
west (Miller 1992). Most of  today’s forest is second-growth, 
with 54% and 81% in the Mid-Atlantic and New England 
States, respectively (Trani et al. 2001). Moreover, relatively 
low amounts of  early successional forest remain in the east-
ern United States (e.g., 15–16% of  total forestland).

Forests of Today and Their Management
Today’s forestlands are classified from a timber-management 
perspective into commercial forestland, reserved timber-
land, or noncommercial forestland (Hagenstein 1990, Cutter 
et al. 1991). Commercial forestland in the lower 48 states 
(66%) is most common, but its extent differs from East (95% 
of  the total forestland) to West (50%; Hagenstein 1990). Pri-
vate-forest landowners own the majority of  commercial 
forestland (57%) in the United States; public agencies and 
forest industries control a smaller amount (28% and 15%, 

respectively; Martin and Bliss 1990, Cutter et al. 1991). Amount 
of  commercial forestland in the United States has increased 
5% from the mid-1940s to the mid-1970s, whereas amount 
of  noncommercial forestland has increased 102% from the 
1930s through the 1970s (Williams 1992).
 Forestlands should be managed for other values, includ-
ing their value as wildlife habitat (e.g., Gullion 1990, Yahner 
2000). Forested habitats are used by 80–90% of  the verte-
brate species in North America (Flather and Hoekstra 1989), 
making management of  forestlands one of  the most impor-
tant challenges facing wildlife biologists and natural resource 
managers. However, effective management of  forestlands 
for wildlife is contingent on a number of  factors (e.g., land 
ownership and public opinion). Ownership of  forestland, 
which totals approximately 296 million ha in the United 
States, has remained relatively stable since at least the mid-
dle of  the 20th century (Society of  American Foresters 1981, 
Hagenstein 1990). Private landowners control nearly 46%  
of  the total forestland; the remaining forest (41%) consists 
of  public lands (federal, state, and county owned) or forest-
industry lands (13%; Society of  American Foresters 1981).
 Forestland ownership patterns vary substantially among 
regions in the United States, with private ownership pre-
dominating in the East and federal ownership (e.g., USFS, 
Bureau of  Land Management) in the West (Mannan et al. 
1996, Yahner 2000). About 84 million ha of  forestland is 
managed by the USFS, 190 million ha (most of  this land  
is rangeland) by the Bureau of  Land Management, 32 mil-
lion ha by the National Park Service, and 49 million ha by 
other governmental agencies (U.S. Fish and Wildlife Service, 
U.S. Army Corps of  Engineers, and U.S. Department of  En-
ergy; Bureau of  Land Management 2001). Individual state 
governments and nongovernmental organizations (e.g., The 
Nature Conservancy and a variety of  land trusts) own pub-
lic-accessible forests. There is no adequate system to coordi-
nate large-scale, comprehensive management activities on 
privately owned forests; therefore, successful management 
of  these forests for wildlife biodiversity can pose challenges 
from sociopolitical perspectives.
 Management of  forestlands requires an understanding of  
changing land uses plus public support. For example, with a 
reduction in area affected by agriculture and timber harvest-
ing in recent decades, slightly more timber is being grown 
today than is being harvested (USFS 1982, Cutter et al. 1991). 
The public may view this increase in total forestland (e.g., 
second-growth forest) as wise use of  a resource, thereby lead-
ing to conflicting opinions regarding some forest-management 
practices (Askins 2001).

LEGISLATION RELATED TO  
FOREST MANAGEMENT

With the passage of  the Forest Reserve Act in 1891, execu-
tive authority created the first forest reserves in Wyoming 
and Colorado in response to nonregulated and exploitative 
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logging (Bolen and Robinson 1995). The Act of  1897, also 
known as the Organic Act, established the National Forest 
Service, which originally was under the jurisdiction of  the 
Department of  Interior, but was transferred to the U.S. De-
partment of  Agriculture. Under the leadership of  Gifford 
Pinchot and President Theodore Roosevelt at the turn of  
the 20th century, 4 million ha of  western forestlands were 
transferred into federal ownership (Miller 1992). The passage 
of  the Weeks Law in 1911 permitted states to cooperate 
with federal assistance to acquire land for forest and water 
conservation. Throughout the early 20th century, manage-
ment of  federally and state-owned forests focused on sus-
tained yields of  timber, but changed to a multiple-use ap-
proach after World War II (Bolen and Robinson 1995).
 The Multiple Use and Sustained Yield Act of  1960, and 
subsequent amendments, mandated that national forests be 
managed for outdoor recreation, rangeland and timber pro-
ductivity, watershed integrity, and maintenance of  wildlife 
and fisheries. This act marked the first time the federal gov-
ernment formally acknowledged the importance of  national 
forests for wildlife conservation. Passage of  the Wilderness 
Act in 1964 further recognized the importance of  national 
forestlands for uses other than timber production. Currently, 
wilderness designation applies to approximately 2% of  all 
federally owned lands (Bolen and Robinson 1995).
 In 1969, the federal government passed the National En-
vironmental Policy Act (NEPA), which required federal 
agencies to consult with each other and systematically re-
view and evaluate activities occurring on federally owned 
lands (Gilbert and Dodds 1992). Specifically, NEPA requires 
a detailed Environmental Impact Statement (EIS) about the 
effects of  proposed activities on environment and natural 
resources, including wildlife (Truett et al. 2004).
 With the passage of  the Forest and Rangeland Renew-
able Resources Planning Act and the Forest and Range-
land Renewable Resources Research Act in 1974 and 
1978, respectively, the federal government began the coor-
dination of  multiple-use and sustained-yield opportunities 
between federal and private lands. These acts called for  
assessment, comprehensive inventories, coordinated research, 
and development of  land-management plans to meet spe-
cific management objectives for conservation of  natural  
resources, including wildlife. The Sikes Act of  1974 more 
specifically promoted planning, development, maintenance, 
and coordination of  wildlife conservation and rehabilita-
tion on public lands by federal and state agencies (Mannan 
et al. 1996).
 The National Forest Management Act of  1976 formal-
ized governmental sale of  timber on federal lands and re-
quired public comment and an EIS. Implementation of  this 
act also required that forest management maintain viable 
populations of  existing native vertebrate species. This act 
also established the Salvage Timber Fund, which encour-
aged removal of  insect-infested, dead, damaged, or downed 
timber for purposes of  stand improvement and fire suppres-

sion. A portion of  the purchase of  salvaged timber was des-
ignated to fund road construction and maintenance neces-
sary for timber harvesting and other multiple-use purposes. 
The Emergency Salvage Timber Act of  1995 permitted ex-
pedited reviews of  requests to salvage timber to further de-
crease risk of  fire in national forests.
 In recent years, however, salvage timber sales have come 
under increased scrutiny, criticism, and controversy. For ex-
ample, in 2002, a federal court denied a salvage timber pur-
chase in Montana’s Bitterroot National Forest because of  
opposition by environmental organizations (Sierra Club 2002). 
The controversy stems from lack of  evidence that removal 
of  salvage timber reduces fire risk. Furthermore, road build-
ing associated with salvage timber operations may cause  
environmental degradation of  streams, and equipment nec-
essary to remove salvaged timber may impede forest regen-
eration by causing compressed soils and erosion.
 In 1978, 2 acts were passed that promoted and en-
hanced forest management of  private lands for conser- 
vation of  natural resources. These were the Renewable 
Resources Extension Act, which funded research and ed-
ucational assistance directed at private-forest landowners, 
and the Cooperative Forestry Assistance Act, which pro-
vided cooperative forestry assistance for private landown-
ers interested in managing their lands for timber, wildlife, 
and other renewable resources. The Cooperative Forestry 
Assistance Act specifically mentioned threatened and en-
dangered species as resources in need of  protection and 
management.
 The Forest Resources Conservation and Shortage Re-
lief  Act of  1990 also identified threatened and endangered 
species as important resources. Under this act, the federal 
government set aside millions of  hectares of  otherwise har-
vestable timber in national forests for the sole purpose of  
conservation of  natural resources pursuant to the objectives 
of  the Endangered Species Act (1973) and the National 
Forest Management Act (1976). In addition, the Forest Re-
sources Conservation and Shortage Relief  Act restricted 
exports of  unprocessed timber from federal lands. This act 
has been met with much controversy, especially in western 
states where logging was prohibited on millions of  hectares 
of  national forestlands.
 Another controversial policy was signed into effect in 
1999, when President William J. Clinton directed the USFS 
to protect roadless areas in national forests (Strittholt and 
DellaSala 2001). Under this directive, the USFS released a 
proposed EIS that included a rule-making process on road-
less areas, prompting >1 million public responses both for 
and against protecting roadless areas. Although road con-
struction is permitted and often encouraged in national for-
ests under the Forest Roads and Trails Act of  1964, it is 
controversial because research indicates that roads contrib-
ute to forest fragmentation, spread of  exotic species, and re-
striction of  wildlife movements (Andrews 1990, Forman 2000). 
A recent study of  the importance of  roadless areas in bio- 
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diversity conservation was conducted in the Klamath–Siskiyou 
Ecoregion of  the United States; this study indicated that 
roadless areas contained important ecological elements, in-
cluding at-risk species, key watersheds for aquatic biodiversity, 
and landscape connectivity (Strittholt and DellaSala 2001).

FOREST AND WILDLIFE SUCCESSION

Successful forest management is directly linked with forest 
succession of  both plants and animals and is critical to un-
derstanding patterns of  forest biota (Yahner 2000; Fig. 26.1). 
Plant succession may be classified as primary or secondary 
(Spurr and Barnes 1980, Aber 1990). Primary succession oc-
curs after a catastrophic disturbance (e.g., a volcanic erup-
tion on Mount St. Helens in 1980 that left areas of  bare earth 
and ash; Frenzen 1992). Secondary succession proceeds from 
the plant community that remains after a less severe distur-
bance, such as that created by fire or timber harvest.
 Shade-intolerant species of  plants (e.g., aspen and grasses) 
predominated in the initial decades of  the 20th century in 
early successional habitats, which were replaced over time 
with shade-tolerant, longer lived and more competitive plant 
species (e.g., sugar maple [Acer saccharum] and hemlock 
[Tsuga spp.]; Spurr and Barnes 1980, Patton 1992). As plant 
succession changes the composition and structure of  a for-
est stand, the associated animal community also changes 
(Yahner 2000). For instance, bird species characteristic of  early 
successional habitat (e.g., common yellowthroat [Geothlypis 
trichas] and chestnut-sided warbler [Dendroica pensylvanica]), 
are replaced by species adapted to more mature forests (e.g., 
red-eyed vireo [Vireo olivaceus] and ovenbird [Seiurus auroca-
pilla]; Probst et al. 1992; Yahner 1997, 2008; King et al. 2001).
 A forested landscape is dynamic and subject to natural 
and human-induced perturbations; therefore, a major chal-
lenge for wildlife biologists and land managers is to provide 
successional stages for disturbance-dependent species while 
balancing the needs of  other species that rely on relatively 
undisturbed mature forests (Thompson and DeGraaf  2001). 
Early successional stages resulting from recurring distur-
bances (e.g., fire, timber harvest, and storms, must be an in-
tegral component of  the ecology in a forested landscape; 

The Wildlife Society 1993, Franklin 1997, Trani et al. 2001). 
Absence or scarcity of  early successional stages in some ar-
eas contributes to regional declines in many species of  wild-
life (e.g., a variety of  songbirds [Askins 1993, 2001; Brawn  
et al. 2001], American woodcock [Scolopax minor; McAuley 
and Clugston 1998], and New England cottontail [Sylvilagus 
transitionalis; Litvaitis 1993, 2001]).
 The wildlife profession is beginning to appreciate that 
ecological disturbances are fundamental to conservation of  
forest wildlife (e.g., Askins 2001, Brawn et al. 2001). For in-
stance, forest birds comprise 60–89% of  the breeding bird 
species in the eastern deciduous forest (Yahner 2000), and 
those adapted to early successional stands show dramatic 
population declines compared to those typical of  more ma-
ture forest stands (Askins 1993; Yahner 1995, 2008; Brawn  
et al. 2001; Hunter et al. 2001). Hence, conservation efforts 
in forests need to maintain a variety of  stands in different 
stages of  plant succession with variable disturbance frequency 
to enhance diversity (Anglestam 1998, Brawn et al. 2001, 
Hunter et al. 2001, Trani et al. 2001). Two major anthropo-
genic disturbances or management tools that can help wild-
life biologists and forest managers create a mosaic of  forest 
stands in various successional stages are fire and silvi-
cultural practices (Yahner 2000, Brawn et al. 2001).

FIRE AND WILDLIFE RESPONSE

Wildfires have been a major natural anthropogenic factor 
affecting forests well before European settlement, but fire-
suppression efforts after the 19th century have decreased 
number and size of  fires and increased intervals between 
wildfires (Oliver and Larson 1996, Yahner 2000). Historically, 
wildfires probably occurred every 50–100 years in some ar-
eas of  eastern North America, but now occur every 100–400 
years (Lorimer 1990b, Cutter et al. 1991).
 Fires are important to the successful regeneration of  spe-
cies (e.g., aspen and oak [Schier 1975, Lorimer 1990a]; Fig. 
26.2). Some fire-adapted tree species (e.g., Quercus spp., Pinus 
spp.) often have thick bark or serotinous cones, and fires 
create favorable seedbeds for their regeneration (Lorimer 
1985). Conversely, fires act to control species that compete 

Fig. 26.1. Plant community 
succession in a hypothetical 
forest stand. From Mannan et al. 
(1996:692).
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with fire-adapted species (Van Lear and Waldrop 1989). Lack 
of  fires may contribute to decline of  oak in some regions, 
thereby resulting in greater regeneration of  other species 
(e.g., maple), which have relatively lower resistance to fire 
(Abrams 1992, Abrams and Ruffner 1995). Loss of  oak can, 
in turn, negatively impact wildlife communities (Rodewald 
2003a, Yahner 2003, McShea et al. 2007). For example, diver-
sity and abundance of  bird communities was greater in oak 
compared to maple-dominated stands (Rodewald and Abrams 
2002).
 Prescribed fire has been a controversial, but useful, tool 
in managing vegetation in certain ecosystems ( Jacobson et al. 
2001; e.g., serpentine barrens in eastern North America 
[Arabas 1997]). Fires also have been deliberately set by for-
esters as a means of  removing excess woody debris after a 
timber harvest or preparing a seedbed prior to tree planting 
(Lorimer 1990a). Prescribed fire can be used to prepare a 
site for planting trees or enhance natural regeneration (Man-
nan et al. 1996). Moreover, prescribed fires traditionally have 
been used to manage habitat for a variety of  wildlife species 
(e.g., northern bobwhite [Colinus virginianus; Stoddard 1931], 
ruffed grouse [Bonasa umbellus; Gullion 1972], Kirtland’s war-
bler [Dendroica kirtlandii; Probst and Weinrich 1993], white-
tailed deer, and elk [Cervus canadensis; Thomas et al. 1979b, 
Masters 1991]).
 The role of  prescribed fires in restoring or maintaining 
biodiversity of  songbird communities in coniferous and bo-
real forests of  the western United States and southern Can-
ada, oak savannas of  the midwestern United States, and 
pine savannas of  the southeastern United States has been  
reviewed extensively by Brawn et al. (2001). For instance, 
abundance of  15 bird species increased appreciably in west-
ern coniferous forests that were recently (within 1–3 yr) 
burned (Hutto 1995). Early successional bird species (e.g., 
field sparrow [Spizella pusilla]) and woodpeckers were quite 

abundant in midwestern oak forests altered by fire; these 
burned forests were characterized by variable densities of  
understory vegetation, high densities of  snags, and fewer 
trees compared to unburned oak forests (Davis et al. 2000). 
Habitat management using fires for a species of  concern 
(e.g., the red-cockaded woodpecker [Picoides borealis]) occu-
pying southern pine forests can have direct benefits to other 
bird species adapted to early successional habitats (Krementz 
and Christie 1999). In contrast, fires can have negative effects 
on canopy-feeding birds (e.g., red-eyed vireo; Davis et al. 
2000).
 Alteration of  vegetative structure of  forests by fires also 
can have indirect effects on other communities, such as her-
petofauna in southeastern forests (Russell et al. 1999). For 
instance, certain amphibian and reptilian species in Florida 
pine forests are benefited by the mosaic of  habitats created 
by frequent fires in the landscape (Campbell and Christman 
1982, Mushinsky 1985). Availability of  browse as food for 
white-tailed deer and elk can be increased by prescribed burn-
ing at regular (3-yr) intervals (Masters 1991). These studies 
show that fire can have profound effects on biodiversity of  
biotic communities in forested habitats (Brawn et al. 2001). 
Hence, natural resource and wildlife managers need a better 
understanding of  the effects of  fire as a management tool 
for wildlife communities and ecosystems (Russell et al. 1999). 
These professionals must inform the public about the his-
torical role of  fires in shaping structure and composition of  
past and current forests and the potential role of  fire as a 
management tool.

CHEMICAL TREATMENTS

In addition to prescribed fire, chemicals have been used to 
prepare a site prior to tree planting or to enhance natural re-
generation (Gullion 1990, Mannan et al. 1996). Although 
controversial, herbicide applications have little or no direct 
toxic effect on wildlife, but the negative effects of  pesticides 
on wildlife are well documented (Ratcliffe 1967). Herbicide 
application in combination with certain mechanical treat-
ments on wooded rights-of-ways, for example, provides ideal 
conditions for wildlife associated with early successional 
habitats (e.g., Bramble et al. 1999, Yahner et al. 2002). How-
ever, reductions in abundance of  several bird species have 
been observed after herbicides were applied to clearcut for-
est stands (Savidge 1978, Morrison and Meslow 1984, San-
tillo et al. 1989).

FOREST MANAGEMENT AND  
WILDLIFE RESPONSE

Forest management consists of  planting, growing, and tend-
ing a stand of  trees, as well as the economics associated 
with growing trees (Society of  American Foresters 1981). 
Forest management can be divided into 2 general systems: 

Fig. 26.2. A low-intensity forest fire in a northern pin oak (Quercus 
palustris) stand in northern Wisconsin. Photo by Marc D. Abrams, 
School of Forest Resources, Pennsylvania State University; from Yahner 
(2000:80).
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uneven-aged and even-aged (Society of  American Foresters 
1981, Lorimer 1990b; Fig. 26.3).

Uneven-Aged versus Even-Aged Management
Uneven-aged management retains trees of  different age via 
selective cutting of  single or small groups of  trees at fre-
quent (e.g., 5–10-yr) intervals (Yahner 2000, Thompson and 
DeGraaf  2001). Selective cutting involves the removal of  
either individual trees to promote growth of  preferred trees 
or of  small groups (0.1 ha) of  trees to enhance growth of  
shade-intolerant species (Leak and Filip 1977, Mannan et al. 
1996). Stands treated with uneven-aged techniques retain 
many overstory trees; therefore, shade-tolerant tree species 
(like maple and beech) regenerate best in these stands (Soci-
ety of  American Foresters 1981). Uneven-aged management 
may be a good strategy on small parcels of  forest if  land-
owners want both timber and wildlife benefits. In contrast, 
even-aged management is the infrequent removal of  all 
trees of  a desired age at the same time to create regenerat-
ing stands, often ranging in size from 0.5 ha to 20 ha (Hunter 
1990, Lorimer 1990b, Yahner 2000, Thompson and DeGraaf  
2001). Examples are clearcuts (all trees removed), seed-tree 
cuts (a few trees are left standing to serve as sources of  
seeds for regeneration), and shelterwood cuts (more trees 
are left to provide shelter to regenerating trees). These meth-
ods work best when trying to regenerate trees that are not 
shade tolerant, such as oak. Choosing not to harvest also 
can be a good option in some situations, as when managing 
for late-successional wildlife species.
 Even-aged and uneven-aged management approaches af-
fect wildlife differentially by creating either early or late- 
successional stands. From a wildlife perspective, the “best” 
approach depends on availability of  nearby habitat, sensitive 
wildlife species in the area, and management goals. Clear- 
cuts will attract species, such as eastern cottontail (Sylvilagus 
floridanus) and chestnut-sided warbler, which use shrubs and 
saplings, but will not be regularly used by species that re-
quire mature forests. Harvesting methods that retain large 

numbers of  overstory trees provide suitable habitat for a va-
riety of  mid- to late-successional forest animals and tend not 
to dramatically affect composition or structure of  plant and 
wildlife communities.
 Selective cutting is generally an acceptable method of  
forest management for private landowners who wish to ob-
tain income from timber sales without dramatically chang-
ing structure of  plant and wildlife communities. For instance, 
creation of  small (0.4-ha) openings in northern temperate 
deciduous forests had little effect on incidences of  predation 
or parasitism of  avian nests (Robinson and Robinson 2001). 
Similarly, selective cutting had no impact on survival or den-
sities of  adult gray (Sciurus carolinensis) or fox squirrel (S. ni-
ger) populations (Nixon et al. 1980), but if  large oak and 
hickory trees are selectively cut, it potentially can be detri-
mental to squirrels and other wildlife species that rely on 
mast for food (Yahner 2000). Compared to even-aged man-
agement, single- or group-tree selection can provide favor-
able, short-term habitat for a variety of  forest bird species, 
such as white-breasted nuthatch (Sitta carolinensis), red-eyed 
vireo, hooded warbler (Wilsonia citrina), and ovenbird (Craw-
ford et al. 1981, Annand and Thompson 1997, Rodewald 
and Smith 1998).

Thinning
Thinning is the selective removal of  trees in advance of  
a scheduled, extensive harvest (Patton 1992). As many as 
10–50% of  the trees in a stand may be removed, thereby in-
creasing growth rate of  the remaining trees and resulting in 
a stand with relatively evenly spaced trees (Crawford and 
Titterington 1979). This type of  removal is termed a com-
mercial thinning if  trees are removed as timber or termed a 
salvage cut if  unusable trees (e.g., no commercial value be-
cause of  damage by insects, fire, etc.) are removed. Thin-
ning can benefit certain species adapted to more open for-
ested areas (e.g., hooded warblers; Crawford et al. 1981, Carey 
and Wilson 2001). Conversely, retention of  large dying trees 
can have benefits to wildlife that use these substrates as 

Fig. 26.3. Distribution of tree sizes in an even-aged 
(A) and an uneven-aged (B) forest stand. From 
Mannan et al. (1996:694).
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nesting and foraging sites (e.g., Yahner 1987, Stribling et al. 
1990), such as pileated woodpecker (Dryocopus pileatus; Mc-
Clelland and McClelland 1999). Selectively removing or 
thinning only the highest quality trees from a stand (some-
times termed high-grading) also can have detrimental ef-
fects on flora and fauna, as well as on future timber produc-
tion from the stand.

EVEN-AGED REGENERATION METHODS

Clearcutting Method of Regeneration
Clearcutting is a method of  regenerating an even-aged for-
est stand whereby all trees in a prescribed area are harvested, 
and seedlings become established to produce a stand with 
trees of  similar age and size (Society of  American Foresters 
1981). This has been the most common method of  even-
aged forest regeneration, often accounting for about two-
thirds of  the timber harvested in the United States in the 
past (Gullion 1990, Miller 1992). The term clearcut refers to 
stands during the time between clearcutting and the forma-
tion of  a closed-canopy sapling forest (mean stem diameter 
>2.5 cm). Clearcuts provide quality early successional wild-
life habitat that generally persists from 5 years to 20 years 
following cutting, depending on site quality and growth rate 
of  seedlings. Yet despite the widespread use of  clearcutting, 
it has been controversial, especially as applied to relatively 
large stands (>100 ha) on steep slopes and adjacent to high-
ways, resulting in soil erosion and negative public reaction 
(Harlow et al. 1997).
 The value of  clearcuts to wildlife is species-specific and 
can vary with size and age of  the stands (reviewed by Har-
low et al. 1997, Yahner 2000, Thompson and DeGraaf  2001). 
For instance, small (e.g., 10-ha) clearcuts are habitat for gray 
catbird (Dumetella carolinensis), ruffed grouse, snowshoe hare 
(Lepus americanus), and white-tailed deer (Scott and Yahner 
1989, Hughes and Fahey 1991, Yahner 1997). Larger clear- 
cuts provide habitat for populations of  other early succes-
sional species (e.g., field sparrow, yellow-breasted chat [Icte-
ria virens]; Crawford et al. 1981), but are not used by species 
requiring older forests (e.g., ovenbird, red-cockaded wood-
pecker; Thompson et al. 1992, Irwin and Wigley 1993). Some 
studies have shown that species richness and abundance of  
certain breeding birds is greater in larger than in smaller 
clearcuts (Rudnicky and Hunter 1993b, Yohn 2002, Lehnen 
and Rodewald 2009; but see Krementz and Christie 2000).
 Younger (e.g., 5 yr since harvest) clearcuts generally have 
lower numbers of  vertebrate species than do older clearcuts 
(e.g., Yahner 1988b, 1993). A major factor affecting suitabil-
ity of  younger clearcuts for wildlife is the absence of  key 
features (e.g., snags, overstory trees, and certain types of  
food resources; Yahner 2000). For example, in the first 2 
years after clearcutting, aspen and mixed-oak clearcuts in 
Pennsylvania were virtually devoid of  bird species, includ-
ing early successional species, because of  a lack of  under-

story vegetation for nesting and foraging (Yahner 1993). Re-
duced understory vegetation and leaf-litter moisture in 
relatively young clearcuts result in lower abundance of  other 
vertebrates (e.g., terrestrial salamanders) compared to abun-
dance in mature forests (Ash 1997, Rodewald and Yahner 
1999, Grialou et al. 2000, Yahner et al. 2001a). Gray squirrels 
are typically absent from clearcuts because of  the lack of  
overstory mast-producing trees (Nixon et al. 1980). The ab-
sence of  snags in clearcuts reduces the suitability of  these 
areas for cavity-nesting species (e.g., woodpeckers or small 
mammals; Yahner 1988b, Stribling et al. 1990, Renken and 
Wiggers 1993, Shackelford and Conner 1997). Certain spe-
cies rely on snags as perch sites while hunting in clearcuts 
(e.g., red-tailed hawk [Buteo jamaicensis]). Use of  perch sites 
by birds can be an important means of  seed dispersal via the 
excretion of  ingested seeds by birds while they are perched 
on these substrates (McClanahan and Wolfe 1993).
 Populations of  wildlife (such as black bear [Ursus america-
nus], white-tailed deer, moose [Alces alces], ruffed grouse, 
and American woodcock), and assemblages of  breeding birds, 
require early successional stages of  forest development, such 
as those created by clearcutting, in conjunction with fea-
tures provided by proximal forest stands of  differing ages, to 
meet their annual resource needs (Gullion 1976, 1990; Mc-
Donald et al. 1994; Dessecker and McAuley 2001; Hunter  
et al. 2001; Litvaitis 2001). Recent work indicates that early 
successional stands are heavily used by many bird species 
that breed in mature forests, including ovenbird, scarlet tan-
ager (Piranga olivacea), wood thrush (Hylocichla mustelina), 
and worm-eating warbler (Helmitheros vermivorum; Vitz and 
Rodewald 2006). This necessitates a mosaic of  different-aged 
stands in the landscape (Fig. 26.4). Other species, like snow-
shoe hare and New England cottontail, require early succes-
sional habitats spaced relatively close to one another (e.g., 
0.5 km) to sustain populations in the long term (Scott and 
Yahner 1989, Litvaitis 1993).

Fig. 26.4. An aerial photo of a mosaic of clearcuts in the Allegheny 
National Forest, Pennsylvania. Photo by J. Timothy Kimmel, School of 
Forest Resources, Pennsylvania State University; from Yahner (2000:89).
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 The traditional method of  clearcutting has been modi-
fied by other silvicultural methods that retain a certain num-
ber of  trees in a forest stand after harvest (Society of  Ameri-
can Foresters 1981, Lorimer 1990b, Yahner 2000). Retention 
of  trees in harvested stands increases aesthetics and im-
proves their value to wildlife adapted to early successional 
habitats (Thompson and DeGraaf  2001).

Seed-Tree Method
The seed-tree method is another even-aged regeneration 
technique that removes the old stand in one cutting, except 
for a small number of  seed trees (5–10 trees/ha) left singly 
or in small groups, and seed trees then are harvested once 
new trees become established in the stand (Society of  Ameri-
can Foresters 1981, Smith et al. 1997). This method has been 
used extensively in management of  southern pine stands. 
Trees retained by the seed-tree method can provide cavities 
for nesting birds (e.g., eastern bluebird [Sialia sialis]; Craw-
ford et al. 1981). Somewhat similar to the seed-tree method, 
retention of  15–20 trees scattered within small (1-ha), even-
aged oak stands in Pennsylvania creates perch sites for bird 
species, like cedar waxwing (Bombycilla cedrorum) and Balti-
more oriole (Icterus galbula; Yahner 1993, 1997). Clusters of  
about 15 residual trees in even-aged aspen stands in Minne-
sota are used extensively by ovenbird, black-throated green 
warbler (Dendroica virens), and other forest species (Merrill 
et al. 1998).
 In addition to density of  residual trees retained in even-
aged stands, wildlife biologists and forest managers need to 
consider size of  residual trees (Hunter and Bond 2001). As 
an example, 5 trees/ha of  Douglas-fir or redwood with a di-
ameter at breast height (dbh) of  ≥91 cm or ≥122 cm, re-
spectively, have been recommended for retention in even-
aged stands of  the Pacific Northwest.

Shelterwood Method
In contrast to other methods of  even-aged forest manage-
ment, the shelterwood method involves a series (3) of  cuts 
spanning about 10 years (Lorimer 1990b). Roughly 30–50% 
of  the trees are harvested in the first cut to permit light  
penetration and increase vigor of  seedlings and seed pro-
duction in the remaining trees; many of  the trees removed 
may be diseased (Society of  American Foresters 1981, Pat-
ton 1992). After seedlings become established, another 25% 
of  the nonharvested trees are removed followed by a final 
cut that removes all nonharvested trees, allowing seedlings 
to grow to maturity and creating an even-aged stand. De-
pending on the wildlife species, the shelterwood method 
may have contrasting effects on population abundance (e.g., 
Sullivan et al. 1999). For instance, populations of  white-footed 
mice (Peromyscus leucopus) may remain the same, whereas 
those of  southern red-backed voles (Clethrionomys gapperi) 
can increase immediately after treatment of  stands by the 
shelterwood method (Sullivan et al. 1999). Shelterwood cuts 

retain moderate canopy cover; therefore, over the short term 
they continue to provide habitat for canopy species of  birds 
(Lanham et al. 2002, Wang et al. 2006).

ALTERNATIVES TO CLEARCUTTING  
METHOD

Two-Age Method
A recent alternative to clearcutting is the 2-age method or 
deferment cutting (Smith et al. 1989a, Miller et al. 1997). 
This method involves retention of  30–49 trees/ha; after 40–
80 years of  sufficient regeneration, residual trees then are 
harvested. Bird species nesting or foraging in low-lying veg-
etation were more abundant in 2-age cuts after the first cut-
ting cycle compared to those in clearcuts in West Virginia 
(Duguay 1997, Duguay et al. 2001). Differences in bird com-
munities persisted even 10 years after harvest, with both early 
and late-successional species occupying 2-age cuts (McDer-
mott and Wood 2009). Salamander abundance was similar 
in 2-age cuts and clearcuts, but was lower than in mature 
forests (Duguay and Wood 2002).

Variable-Retention or Partial-Harvest Systems
Variable-retention or partial-harvest systems retain trees, 
snags, or small patches of  trees within harvests, and these 
systems are increasingly popular in North America (Frank-
lin et al. 1997). These systems attempt to achieve harvest 
goals while enhancing local biodiversity. An excellent exam-
ple of  such a system, termed even-aged reproduction stands 
with guidelines, was adopted in Pennsylvania (Boardman 
and Yahner 1999). At least 12 trees and shrubs/ha were re-
tained in these stands to provide vertical stratification of  
vegetation, enhance floral diversity, and increase aesthetics; 
often >100 trees/ha were retained in these stands (Rode-
wald and Yahner 2000). Trees retained were used by bird ob-
ligates of  mature forests (e.g., eastern wood pewee [Contopus 
virens] and scarlet tanager), while the stands simultaneously 
provided breeding habitat for a variety of  early successional 
birds (Boardman and Yahner 1999, Talbott 1999, Rodewald 
and Yahner 2000, Talbott and Yahner 2003). These stands 
were most beneficial in enhancing avian diversity when 10–
40 ha in size (Boardman and Yahner 1999). However, because 
abundances of  forest-breeding birds decreased and brown-
headed cowbirds (Molothrus ater) increased with size of  the 
harvest, managers should consider limiting size to 20 ha 
(Rodewald and Yahner 2000). Despite the presence of  resid-
ual trees, harvests in these areas failed to provide habitat for 
woodland salamanders (Rodewald and Yahner 1999).

RECOMMENDATIONS FOR  
WILDLIFE-SENSITIVE HARVESTING

Although it is difficult to generalize about the effects of  for-
est management on wildlife, several practices can improve 
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the suitability of  harvested stands for forest wildlife. These 
include protection, retention, and management efforts.

Protection of Unique and Important Habitat Features
Tree removal proximal to unique habitat features such as 
rocky outcrops, small ponds, temporary pools (vernal pools), 
and seeps can destroy valuable wildlife habitat. Rocky out-
crops in forested landscapes of  the Northeast, for instance, 
are critical habitat for conservation of  the threatened Al-
legheny woodrat (Neotoma magister; Balcom and Yahner 1996). 
Vernal ponds also are required by many forest amphibians 
and should be protected from harvesting operations when-
ever possible.

Enhancement of the Vertical Diversity of Forests
Vertical diversity (or vertical structure) refers to the differ-
ent layers of  vegetation within a habitat (e.g., ground, un-
derstory, subcanopy, and canopy). Ecologists have long rec-
ognized that species richness tends to increase with vertical 
diversity of  forest stands (MacArthur and MacArthur 1961, 
James 1971, James and Wamer 1982). Although forest ani-
mals may specialize on particular “layers” of  the forest, some 
species may use different strata during specific periods of  
the annual cycle. For example, juvenile canopy-nesting birds 
(e.g., cerulean warbler, Dendroica cerulea) regularly use shrubs 
during the postbreeding period (Bakermans 2008).

Retention of Buffers along Forest Streams
Riparian zones are important to a rich diversity of  flora 
and fauna (Naiman and Decamps 1997). Tree removal near 
streams not only destroys habitat for terrestrial wildlife, but 
also harms aquatic organisms by increasing water tempera-
ture and sedimentation (Brown and Krygier 1967, Society of  
American Foresters 1981, Mitsch and Gosselink 1993). De-
pending on slope and other site characteristics, buffer zones 
of  30–75 m should remain unharvested near streams and 
other riparian zones to reduce effects of  tree removal on 
aquatic fauna and flora (Brazier and Brown 1973, Society of  
American Foresters 1981). Logging roads and skid trails also 
should be kept away from water, and number of  stream 
crossings for roads should be minimized.

Retention of Overstory Trees in Harvested Areas
Live overstory trees (trees at top of  canopy), when retained 
both individually and in small groups of  different species 
and sizes, provide perching, nesting, and foraging opportu-
nities for wildlife (Duguay 1997, Merrill et al. 1998, Board-
man and Yahner 1999, Rodewald and Yahner 2000). Efforts 
should be made to retain trees that produce mast (e.g., fruits, 
nuts, and seeds), such as that of  beech, oak, cherry (Prunus 
spp.), and dogwood (Cornus spp.), which provide important 
food resources to many species of  forest wildlife. Small 
groups of  conifers (like spruce and hemlock) also can pro-
vide important cover from snow and cold temperatures dur-
ing winter.

Retention of Decaying and Dead Trees (Snags)
Tree cavities provide shelter, dens, nests, and foraging sites 
for many wildlife species (Fig. 26.5). At least 85 bird species 
in North America use tree cavities (Scott et al. 1977). Thus, 
retention of  standing trees and limbs of  all sizes is a good 
management practice; in particular, large snags and large 
decadent trees (e.g., live trees with dead or broken tops) are 
valuable for cavity-nesting and cavity-roosting species that 
cannot use smaller cavities (Thomas et al. 1979a, Bonar 2000, 
Aubry and Raley 2002). Some trees should be as large as 46-
cm dbh for larger cavity-dependent species (e.g., wood duck 
[Aix sponsa] and pileated woodpecker). Some damaged young 
trees should be reserved to provide future cavity trees. Fun-
gal conks, dead branches, old scars, and soft or decaying wood 
(especially heart-rot) are good indicators of  trees with cavity 
potential. Thomas et al. (1979a) have recommended reten-
tion estimates for densities of  trees with cavity potential.

Retention of Woody Debris
Many animals, especially salamanders and small mammals, 
use logs, slash, and other woody debris for cover, dens, nests, 
foraging sites, and as places for courtship displays (e.g.,  
Maser et al. 1979a, Yahner 1986, Petranka et al. 1993; but 
see Rodewald and Yahner 1999). If  possible, leave large logs, 
which persist longer than small logs, as potential wildlife 
habitat; ≥5 large logs/ha (>12 cm diameter, >2 m long) should 

Fig. 26.5. A snag containing a cavity that potentially could be used 
by wildlife species. Photo by R. H. Yahner; from Yahner (2000:92).
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be retained (Maser et al. 1979a). Woody debris on the forest 
floor also mitigates soil erosion, increases moisture on the 
forest floor, and stores energy and nutrients (Spurr and Barnes 
1980). Woody debris often impedes movements by deer, 
thereby improving opportunities for seedlings to regenerate 
in managed stands (Grisez 1960).

Creation of Feathered and Meandering Edges
An edge is the interface between 2 types of  landscape ele-
ments, such as the juncture of  a forest stand and a crop field 
(e.g., Yahner 2000). Edges can be abrupt, as with the inter-
face of  a forest and a farm field, or feathered, as with a 
gradual transition along a gradient from forest to old field 
to grassland (Fig. 26.6). Some wildlife, such as salamanders 
and certain forest birds, avoid using abrupt edges, and those 
that use them may experience high rates of  predation and 
brood parasitism (Gates and Gysel 1978, Brittingham and 
Temple 1983, Wilcove 1985, Hoover et al. 1995). Edges are 
often associated with higher amounts of  nest predation, fewer 
food resources for some species, warmer air and soil tem-
peratures, drier conditions, and more wind than interior for-
est (Yahner 1988a). Type and severity of  edge effects is highly 
dependent upon landscape context, with edges in forested 
landscapes generally being associated with fewer negative 
consequences to breeding birds (Donovan et al. 1997, Hart-
ley and Hunter 1998, Rodewald 2002). Abrupt and highly 
contrasting edges generally have more negative “edge effects” 
than gradual, low-contrast edges (Suarez et al. 1997, Yahner 
et al. 2000). Gradual, low-contrast edges can be made by al-
lowing shrubs, saplings, and some overstory trees to remain 
along the harvest boundary.

Maximizing Forest Interior
Forest interior is unbroken forest ≥100 m from edges and 
usually is positively related to size of  a patch of  forest, as-
suming the patch is more circular than linear (i.e., the larger 
the patch size, the greater amount of  forest interior; For-

man and Godron 1986). Some wildlife species occur only in 
forests containing adequate amounts of  interior forest (e.g., 
Forman et al. 1976, Ambuel and Temple 1983, Blake and 
Karr 1987, Robbins et al. 1989). Large tracts of  mature tim-
ber, for instance, are recommended as roosting habitat for 
forest bats (e.g., red bat [Lasiurus borealis]; Hutchinson and 
Lacki 2000), and for many Neotropical migratory birds 
(e.g., wood thrush, ovenbird, and scarlet tanager; Robbins  
et al. 1989). Amount of  interior forest can be increased by 
leaving a large patch of  uncut forest. Harvesting, if  necessary, 
should be confined to the borders, rather than the interior 
(where it would fragment the intact forest), of  the forest.

Retention of Old Forest Stands
In the 1500s, about 400 million ha of  forest spanned the 48 
contiguous states (Harrington 1991). Since European settle-
ment, only about 3–5% of  the original or old forest re-
mains today. Old forests (>110 yr old) differ from managed, 
younger stands in structure, composition, and function 
(Thomas et al. 1988). Many old forests are maintained by in-
ternally driven gap-phase dynamics (Bormann and Likens 
1979) and can persist in the landscape for centuries. These 
older forests usually have high structural and floristic com-
plexity and contain features such as multilayered canopy, 
widely spaced large trees, canopy gaps, and snags and logs 
(Davis 1996, Oliver and Larson 1996). Canopy heterogene-
ity, in particular, is increasingly recognized as an important 
component of  habitat for some species. For example, can-
opy openness was positively related to density and nesting 
success of  cerulean warblers, a songbird species with a rap-
idly declining population, which breeds in eastern decidu-
ous forest (Bakermans 2008). Today, managed forests cannot 
be expected to contain the same plant and animal commu-
nities as pristine, old forests (Yahner 2000). Examples of  wild- 
life species characteristic of  old forests are northern spotted 
owl (Strix occidentalis caurina), red-cockaded woodpecker, and 
fisher (Martes pennanti; Thomas et al. 1988, Mannan et al. 
1996).
 Old forests are relatively rare in the United States; there-
fore, contiguous blocks of  forest of  ≥1,000 ha should be 
maintained for species sensitive to human-induced distur-
bances (e.g., Robbins 1979). Moreover, state and federal 
agencies, which serve as stewards of  public lands, should en-
sure that a proportion of  forestlands (e.g., 10%) be set aside 
in large tracts (>100 ha) for establishment of  old forests of  
the future (Yahner 2000).

FOREST FRAGMENTATION AND  
LANDSCAPE CONSIDERATIONS

Habitat fragmentation is one of  the greatest threats to 
ecological communities throughout the world (Wilcox and 
Murphy 1985). Fragmentation is associated with several 
changes to a landscape, and each change can strongly affect 

Fig. 26.6. Forest clearcutting creates edges for use by wildlife. 
Photo by R. H. Yahner; from Yahner (2000:124).
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wildlife communities (Andrén 1994). Fragmentation (e.g., 
that created by timber harvesting or urbanization) can result 
in habitat loss of  varying permanency in a forested landscape 
(McIntyre and Barrett 1992, Yahner 1996). Because of  the di-
rect impact of  habitat loss on native flora and fauna, frag-
mentation has been implicated in population declines of  more 
species than any other human-induced influence (e.g., Ter-
bough 1989).
 As amount of  forest cover declines in the landscape, re-
maining forest patches generally are reduced in size and be-
come increasingly isolated (Harris and Silva-Lopez 1992, 
Knight and Landres 2002). For this reason, area and isolation 
add to the effects of  habitat loss and exacerbate negative ef-
fects on forest-dependent, area-sensitive species in fragmented 
landscapes (Andrén 1994). As landscapes are fragmented, pres-
ence of  new land uses (like agriculture or urban develop-
ment) increases, and these land uses can vary markedly in 
their effects on adjacent habitats (Friesen et al. 1995; Rode-
wald and Yahner 2001a, b; Rodewald and Bakermans 2006). 
In some respects, the extent of  fragmentation falls along a 
continuum, with small perforations of  disturbance in a rela-
tively continuous matrix of  habitat occurring at low levels 
of  fragmentation, and greater shrinkage of  remaining habi-
tat patches within an extensive disturbed matrix at high lev-
els of  fragmentation (Forman 1995a; Fig. 26.7).

1902

1831 1882

1950

Fig. 26.7. Fragmentation of forests (shaded areas) 
in Cadiz Township, Wisconsin, from 1831 to 1950. 
From Mannan et al. (1996:705).

Fragmentation and Edge Effects
Fragmentation often is related to edge because small forest 
patches have greater edge-to-interior ratios than large patches 
(Forman and Godron 1986). Edges can affect ecosystems 
and within-patch ecological functions through abiotic effects 
(e.g., alter fluxes of  radiation, wind, and water), direct bio-
logical effects (e.g., promote plant growth near edges), and 
indirect biological effects (e.g., alter species interactions; re-
viewed by Yahner [1988b] and Murcia [1995]). These edge 
effects may extend up to 600 m from an edge into the inte-
rior of  an adjacent forest stand (Wilcove et al. 1986). In most 
studies, edge effects have been largely attributed to indirect 
biological effects (e.g., higher rates of  nest predation and 
brood parasitism [Fig. 26.8] nearer to, rather than farther 
from, edges; Gates and Gysel 1978, Brittingham and Temple 
1983, Wilcove 1985, Hoover et al. 1995, Brand and George 
2000; but see Ratti and Reese 1988, Rudnicky and Hunter 
1993a, Yahner et al. 1993, Chalfoun et al. 2002). Although 
edge sensitivity or avoidance is frequently perceived to be 
limited to late-successional forest wildlife, a growing body 
of  literature suggests that many early successional species, 
especially shrubland birds (e.g., yellow-breasted chat and 
prairie warbler [Dendroica discolor], also may avoid edges; 
Rodewald and Vitz 2005, Schlossberg and King 2008). Edges 
in conjunction with other landscape features (e.g., in prox-
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imity to agricultural fields and streams) are preferred habi-
tats for some wildlife species, like common raccoon [Procyon 
lotor]; Dijak and Thompson 2000).
 Despite decades of  study, generalizing about the conse-
quences of  edge to wildlife remains a challenge. Abrupt or 
permanent edges are widely thought to have more severe 
effects than gradual edges (Suarez et al. 1997), though stud-
ies conducted in forested landscapes have shown no differ-
ence between gradual and abrupt or permanent edges (Ratti 
and Reese 1988, Yahner et al. 1989, Chalfoun et al. 2002). 
Studies of  nest predation along edges created by silviculture 
have detected greater rates near edges (Small and Hunter 1988; 
King et al. 1996, 1998; Tittler and Hannon 2000), whereas 
others have failed to detect differences (Yahner and Wright 
1985, Ratti and Reese 1988, Rudnicky and Hunter 1993a, 
Hanski et al. 1996, Morse and Robinson 1999, Yahner et al. 
2001b, Rodewald 2002). Most (88%) studies of  edge-related 
nest predation in forested landscapes have failed to detect 
edge effects (Andrén 1995). These conflicting results may be 
partly explained by the role of  landscape characteristics 
(e.g., amount of  fragmentation [Donovan et al. 1997, Hart-
ley and Hunter 1998] and type of  land uses within frag-
mented landscapes [Askins 1995, Bayne and Hobson 1997, 
Rodewald 2002]). A meta-analysis of  multiple studies indi-
cated that elevated predation rates near edges were detected 
less often in highly forested than in fragmented landscapes 
(Hartley and Hunter 1998). Ries and Sisk (2004) developed a 
predictive model for edge effects based on how species per-
ceive habitats. If  a species perceives that resources at edges 
are complementary to those in the patch (i.e., bordering 
patches contain different resources and the edge allows ac-
cess both), then that species should respond positively to 
edges. In contrast, a species that perceives resources at edges 
as supplementary (i.e., they contain same resources present 
within the habitat patch) or as not containing any usable re-

source will derive no clear benefit from edges, and is ex-
pected to show a neutral or negative response to edge.

Area and Isolation Effects
The importance of  patch (e.g., forest stand) area and isola-
tion (distance to other patches) to faunal communities be-
came widely recognized with the development of  island-
biogeography theory (MacArthur and Wilson 1967), which 
predicted that species richness increased with increasing is-
land size and decreasing distance to the mainland (source 
habitat). In the decades since, numerous studies have dem-
onstrated that certain populations may be more abundant 
or communities may be more diverse (particularly verte-
brates) in larger patches of  habitat than in smaller ones and 
in less isolated patches than more isolated ones (Forman  
et al. 1976, Ambuel and Temple 1983, Blake and Karr 1987, 
Robbins et al. 1989, Keller 2001, Crooks 2002; but see Fleish-
man and MacNally 2002; Fig. 26.9). Despite problems with 
applying island-biogeography theory to terrestrial habitat 
patches (e.g., habitat patches are usually surrounded by a 
matrix that allows some dispersal), these species–area pat-
terns have been detected across many forest ecosystems, es-
pecially in the eastern United States.
 Wildlife biologists and forest managers recognize that 
some taxonomic groups (e.g., many forest bird species) are 
area-sensitive and require large tracts of  habitat to live and 
reproduce successfully (Whitcomb et al. 1981, Robbins et al. 
1989). Although classic examples of  area-sensitive wildlife 
breed in older forests and are Neotropical migratory birds 
(e.g., scarlet tanager, ovenbird, and wood thrush; Ambuel 

Fig. 26.8. Brood parasitism by a brown-headed cowbird; 2 large 
speckled eggs have been laid in a chestnut-sided warbler nest. 
Photo by R. H. Yahner; from Yahner (2000:151).

Fig. 26.9. A hypothetical species–area relationship in isolated 
versus less isolated habitats. From Yahner (2000:106).
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and Temple 1983, Robbins et al. 1989) certain early succes-
sional birds (e.g., yellow-breasted chat) also may prefer large 
patches of  shrubby regenerating forest (Rudnicky and Hunter 
1993b, King and DeGraaf  2004, Lehnen and Rodewald 2009).
 Several factors have been proposed to explain area sensi-
tivity in forest birds. Small habitat patches may not be suffi-
ciently large enough to accommodate a territory or provide 
sufficient resources for individuals (Whitcomb et al. 1981). 
Also, reduced habitat size can decrease probability of  occur-
rence of  large carnivores with appreciable home ranges 
(e.g., mountain lion [Puma concolor] and bobcat [Lynx rufus]), 
whereas the exotic domestic cat (Felis catus) is more apt to 
occur in smaller fragments than larger ones (Crooks 2002). 
A reduction in patch size also may reduce habitat heteroge-
neity (Freemark and Merriam 1986), making a species less 
likely to find specific habitat requirements in smaller patches. 
A frequently invoked explanation for area sensitivity of  some 
bird species is that rates of  nest predation and brood parasit-
ism are much higher in small patches or fragmented land-
scapes than in large patches or in forested landscapes (Lynch 
and Whigham 1984, Wilcove 1985, Wilcove and Robinson 
1990, Hoover et al. 1995, Van Horn et al. 1995). In this re-
spect, small fragments may be viewed as “ecological traps” 
(Gates and Gysel 1978), where birds nest in areas that are 
unlikely to allow successful breeding.
 Extent of  isolation among patches is an important land-
scape consideration because it can affect the ability of  or-
ganisms to successfully disperse among habitat patches (Lynch 
and Whigham 1984). For example, movements of  eastern 
chipmunk (Tamias striatus) and eastern cottontail are re-
stricted in intensively farmed landscapes that lack woody 
corridors connecting woodlots (Swihart and Yahner 1982). 
As a habitat patch becomes more isolated with increased 
fragmentation, it becomes less likely to contain large carni-
vores (e.g., mountain lion and bobcat; Crooks 2002). The 
scarlet tanager is a species that appears to be sensitive to iso-
lation in the Appalachian region. As forest patches become 
increasingly isolated, the probability of  occurrence of  scar-
let tanagers decreases from 100% in small patches within 
100 m of  large forest blocks, to 49% if  separated by 1.6 km, 
to 20% in patches separated by >6 km (Rosenberg et al. 
1999; Fig. 26.10). Furthermore, effects of  isolation are not 
necessarily a function of  only juxtaposition of  patches, but 
also a function of  dispersal capabilities of  organisms and 
characteristics of  the landscape matrix. A matrix containing 
residential developments may be more difficult and risky for 
a wide-ranging, yearling mountain lion to traverse during 
dispersal compared to a matrix comprised of  agricultural 
pasture and cropland.
 Maintenance or creation of  habitat corridors connect-
ing patches is frequently proposed as a solution to mitigate 
isolation effects on wildlife (Noss 1987, Simberloff  and Cox 
1987, Vos et al. 2002) because corridors should facilitate 
movement among patches (MacClintock et al. 1977, Harris 

and Gallagher 1989, Vos et al. 2002) and enhance gene flow 
(Britten and Baker 2002). For instance, American robin (Tur-
dus migratorius) and brown thrasher (Toxostoma rufum) in ag-
ricultural landscapes moved more often between wooded 
patches connected by wooded corridors than between iso-
lated wooded habitats (Haas 1995). A wooded corridor also 
may provide additional suitable habitat for home ranges of  
some wildlife species (Hodges and Krementz 1996, Yahner 
1997, Hein et al. 2009), depending on width and landscape 
context (Beier and Loe 1992). On the other hand, some ecolo-
gists contend that corridors negatively influence some wild-
life by facilitating spread of  disease, exotic species, or distur-
bances (Noss 1987, Simberloff  and Cox 1987, Hess 1994). 
For decades relatively few empirical data were available to 
evaluate usefulness of  corridors in fragmented landscapes 
(Harrison 1992, Morrison et al. 1992, Vos et al. 2002), with 
most examinations being small-scale or confounding habitat 
area with presence of  corridors. However, a recent large-
scale experimental study provided compelling evidence that 
corridors promote movement of  plants and animals among 
patches and facilitate seed dispersal (Tewksbury et al. 2002, 
Levey et al. 2005, Damschen et al. 2006). At present, poten-
tial benefits of  corridors seem to outweigh possible negative 
effects.
 Evidence also suggests that sensitivity to area and isola-
tion is tied to landscape context, and area requirements may 
change dramatically depending on landscape characteristics. 
In landscapes containing >30% remaining suitable habitat, 
the primary consequence of  fragmentation is habitat loss, 
rather than area and isolation effects (Andrén 1994). Only  
in highly fragmented landscapes, do area and isolation ef-
fects exacerbate the negative effects of  habitat loss on area-
sensitive species (Andrén 1994). For example, Rosenberg et al. 
(1999) found that area requirements of  scarlet tanager var-
ied by order of  magnitude depending on the amount of  frag-
mentation in the landscape. In a 1,000-ha landscape with 
>70% forest, only 27 ha are required for “high” suitability, 
whereas in a landscape with 40% forest, 250 ha are needed 
(Rosenberg et al. 1999). Similarly, minimum area required 
for high habitat suitability for the veery (Catharus fuscescens) 
ranged from 51 ha in forested landscapes (90%) to >406 ha 
in less forested landscapes (Rosenberg et al. 2003). This sug-
gests that managers working in heavily forested landscapes 
may do better to concentrate efforts on increasing the amount 
of  habitat within the landscape rather than focusing specifi-
cally on increasing patch size or reducing isolation.

Landscape Matrices and Land Uses
A landscape matrix is the “background” within which habi-
tat patches and corridors are embedded. The matrix can al-
ter movements of  individuals, serve as sources of  species 
and individuals invading patches and corridors, and can de-
termine severity of  edge, area, and isolation effects on wild-
life (Donovan et al. 1997, Hartley and Hunter 1998, Gascon 
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et al. 1999). Both amount and type of  disturbance or land 
use within the matrix can affect flora and fauna within adja-
cent habitat patches and corridors.
 Land uses within landscapes can vary structurally and 
temporally and, hence, differ in their impact on associated 
wildlife (McIntyre and Barrett 1992; Yahner 1996; Rodewald 
and Yahner 2001a, b; Rodewald 2003b). For example, con-
version of  forest to residential developments or agriculture 
generally can be regarded as permanent loss to wildlife, 
whereas silvicultural treatments may change the forest from 
one developmental stage to another. Furthermore, silvicul-
tural disturbances tend to be more structurally heteroge-
neous than agricultural areas and may provide more habitat 
structure than other types of  disturbances.
 Residential or urban development adjacent to woodlots, 
in particular, can have pronounced effects on wildlife (Friesen 
et al. 1995). Presence of  residential homes within 100 m of  
woodlots, for example, decreased diversity and abundance 
of  breeding birds, irrespective of  woodlot size. Similarly, 
amount of  urban development surrounding riparian forests 
(forests along waterways) in the Midwest was more impor-
tant to bird communities than width of  the forest corridor, 
with Neotropical migratory birds (e.g., Acadian flycatcher 
[Empidonax virescens]) being negatively correlated with ur-
ban matrices (Rodewald and Bakermans 2006, Rodewald and 
Shustack 2008).
 Characteristics of  a given matrix can have profound in-
fluences on wildlife movements. Small clearcuts (0.5–22.3 ha) 
in northern hardwood forests, ranging from 1 year to 13 
years since cutting, can impede movements of  southern fly-
ing squirrels (Glaucomys volans; Bendel and Gates 1987, Healy 
and Brooks 1988). Forests within a landscape matrix disturbed 
by small amounts of  agricultural land uses (e.g., pasture, 
cropland) had fewer forest-dependent and long-distance mi-
gratory bird species, but higher abundance of  nest preda-
tors, than forests within landscapes disturbed by similar 
amounts of  silvicultural land uses (e.g., even-aged forest 
stands; Rodewald and Yahner 2001). Although studies have 
shown that fragmented agricultural landscapes have greater 
abundances of  generalist predators than silvicultural land-
scapes (Andrén 1992, Bayne and Hobson 1997, Pedlar et al. 
1997, Saab 1999; but see Tewksbury et al. 1998), this pattern 
had not been well established in forested landscapes (re-
viewed by Chalfoun et al. 2002).

Management Recommendations  
for Forest-Reserve Design
Biologists and land managers increasingly recognize that 
successful conservation of  forest-dependent wildlife requires 
management at both patch/landscape and broader landscape 
scales (e.g., Yahner 2000). However, identifying the appro-
priate number, size, and spatial arrangement of  habitat patches 
for a focal species or group is not easy. An optimal landscape 
design could vary substantially across landscapes and regions, 

especially when characteristics of  matrices differ. In spite of  
apparent problems, there are several general strategies that 
can be used by land managers (e.g., Diamond 1975, Frank-
lin and Forman 1987).
 First, characteristics of  the desired forest reserve must 
be carefully considered. Managers should retain or plan for 
large reserves of  contiguous forest, although the optimal 
size can be difficult to determine (reviewed by Yahner 2000). 
Minimum-area requirements for area-sensitive bird species 
range from several hectares to thousands of  hectares (see 
Fig. 26.10) and can vary widely among species, landscapes 
(i.e., forested versus fragmented), and regions (e.g., North-
east versus Midwest). Moreover, reserves should be suffi-
ciently large to accommodate natural disturbances (e.g., fires, 
floods) and still provide forest habitat for wildlife (i.e., min. 
dynamic area, Pickett and Thompson 1978). Shape of  the 
reserve should maximize the ratio of  forest interior to forest 
edge (i.e., square or circular in configuration) to provide more 
habitat for species that avoid or are negatively influenced by 
edges. The same guidelines can be applied to patches of  
shrubland habitat or harvests, if  the management focus is 
early successional wildlife. In addition, both amount of  frag-
mentation and type of  adjacent land uses can influence min-
imum-area requirements (e.g., Rosenberg et al. 1999, 2003). 
Thus, suitability of  a reserve for wildlife may decline as the 
surrounding landscape becomes more fragmented.
 Second, distances among habitat patches should be mini-
mized whenever possible to facilitate movement of  individ-
ual animals among patches. A challenge for wildlife biolo-
gists in the future will be to identify the appropriate distance 
between contiguous habitats to ensure long-term viability 
of  metapopulations (Fig. 26.11), such as those of  New Eng-
land cottontail (Litvaitis 1993). This information is contin-
gent on a solid understanding of  the dispersal behavior and 
mobility of  the focal species or group. Unfortunately, these 
data are often lacking or difficult to obtain (e.g., Yahner and 
Mahan 2002).

Fig. 26.10. The probability of occurrence of 4 songbird species in 
relation to size of forest stand. From Yahner (2000:117).
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 Third, when possible, efforts should be made to improve 
the suitability of  the landscape matrix, thereby increasing 
probability of  survival and/or successful dispersal of  animals 
moving through the matrix. This might be accomplished in 
a variety of  ways (e.g., from preserving “stepping stones” of  
forest habitat [e.g., small woodlots] to creating forested cor-
ridors, from adopting wildlife-sensitive agricultural practices 
to preserving “open spaces” within the fragmented land-
scape). When possible, the amount of  urban or residential 
development should be limited adjacent to nature reserves 
and other forest habitats, because urban or suburban land 
uses are frequently associated with reduced diversity, abun-
dance, and reproductive success of  some Neotropical mi-
gratory birds (reviewed in Marzluff  and Rodewald 2008). In 
some cases, these negative consequences can be quite subtle, 
resulting from complex interactions among different tropic 
levels. For example, urbanization surrounding forest pre-
serves promoted invasion by exotic shrubs (e.g., Amur hon-
eysuckle [Lonicera maackii]; Borgmann and Rodewald 2005), 
which increased the vulnerability of  understory nests to 
predation (Borgmann and Rodewald 2004, Rodewald et al. 
2010). Currently, appropriate distances between nature re-
serves and developed areas or other disturbances are poorly 
understood (Ambrose and Bratton 1990). Understanding po-
tential effects of  urbanization on remnant habitats is espe-
cially important given the affinity of  the public for living near 

forested areas (e.g., Kaplan and Austin 2004), which can re-
sult in comparably higher development rates near parks, 
state forests, and other natural areas.
 Fourth, edges should be irregular rather than straight, 
and contrast should be reduced between habitats at edges 
(e.g., Thomas et al. 1979c). Low-contrast, gradual edges can 
be made by allowing shrubs, saplings, and some overstory 
trees to remain along the harvest or development boundary. 
Edges can be feathered by retaining more trees closer to the 
forest interior and gradually fewer trees closer to the non-
forested area.
 Although these general strategies (e.g., maximizing area, 
minimizing edge and isolation) produce positive results in 
many landscapes, a manager also must be attentive to changes 
in the landscape, especially in terms of  fragmentation, habi-
tat loss, and new or expanding land uses. Management strat-
egies may need to be adjusted based on future anticipated 
changes. For example, one cannot become complacent once 
a reserve of  size X is protected because future development 
and disturbances to the surrounding landscape may greatly 
affect the ability of  the reserve to provide quality habitat for 
a sensitive species.

FOREST-MANAGEMENT MODELS

Plant-species composition, age, size, and growth dynamics of  
a forest stand can have important influences on habitat se-
lection and use by wildlife. Thus, habitat models enable re-
source managers to predict wildlife species occurrences and 
adjust forest management regimes. Management regimes 
can be adjusted to benefit wildlife by altering forest yield 
and productivity, regeneration, and tree composition (Mannan 
et al. 1996, Roloff  et al. 2001). Three general types of  mod-
els are available to resource managers: silvicultural models, 
single-species wildlife–habitat models, and multispecies 
wildlife–habitat models.
 For purposes of  modeling forest dynamics, a forest stand 
is defined as a contiguous group of  trees sufficiently uniform 
in species composition, age class, site quality, and condition 
to be a distinguishable unit (Smith et al. 1997). In contrast, 
the term “forest” connotes a more landscape-level approach 
and is a collection of  stands administered as an integrated 
unit.

Silvicultural Models
Silvicultural models display and predict forest composition 
and structure at different levels of  scale. Three types of  silvi-
cultural models exist: (1) stand-based models, (2) individual-
tree models, and (3) landscape or regional models (Gadow 
and Hui 1999).

Stand-Based Models
The stand-based model is the traditional model, which uses 
forest stand as the unit of  management. These models esti-
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Fig. 26.11. A hypothetical landscape containing a metapopulation 
(a group of interconnected populations of the same species). 
Populations are indicated by circles, and relative sizes of 
populations are given by numbers within circles. From Yahner 
(2000:135).
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mate timber growth and potential yield (software lists in 
Ramm and Miner [1986] and Mannan et al. [1996]) and 
take into account climate, soil, and native-tree communi-
ties. Potential yield is estimated by predicting forest height 
and basal area that are functions of  stem density within a 
given stand (Gadow and Hui 1999). Although these models 
traditionally have been used to predict timber growth and 
yield, these components of  forest stands have important im-
plications for wildlife. In addition, some models predict basal 
area as a function of  stand age, initial basal area, and changes 
in diameter distributions within a stand. These models typi-
cally require data on tree development under natural grow-
ing conditions in response to thinning regimes, which are 
species-specific and vary with environmental conditions. Data 
on forest-stand growth are available from government re-
search organizations (e.g., USFS) and through University  
research cooperatives (e.g., Loblolly Pine Growth and Yield 
Research Cooperative at the Virginia Polytechnic Institute and 
State University).
 The development of  an even-aged forest stand may be 
predicted using stand-based models that consider average 
stand height, basal area, and stems per hectare (density). 
Several models recently have been used to model the devel-
opment of  height based upon stand age (e.g., Zeide 1993, 
Shvets and Zeide 1996). Other models have been developed 
to project stand basal area primarily for commercially valu-
able species, such as slash pine (P. elliotti; Pienaar et al. 1990).
 In uneven-aged, mixed-species forest stands, size-class 
models can be used to project the development of  the stand 
by assuming that a representative tree of  a particular diame-
ter exhibits the attributes of  all trees of  that particular diam-
eter class regardless of  species (Smalley and Bailey 1974). 
Furthermore, size-class models assume that future diame-
ters of  trees may be predicted from known initial diameter 
and stand age. However, diameter growth also is influenced 
by crown surface area, stand density (manipulated by thin-
ning regimes), tree height, stem quality, and competition 
among trees in a stand (Spurr and Barnes 1980).

Individual-Tree Models
Individual tree-growth models have been developed, re-
sulting in an increased level of  modeling resolution. These 
models depend upon knowledge of  the precise location of  a 
tree within the stand and its relation to neighboring trees, 
thereby enabling the calculation of  competition indices (Clut-
ter et al. 1983, Trepl 1994) and the application of  more exact 
growth models to a given stand. In addition, individual-tree 
models (also called distance-dependent models) can be used 
that incorporate the effects of  thinning on individual trees 
within a stand (Gadow and Hui 1999).
 Several model simulators, such as FOREST (developed 
by Ek and Monserud [1974]), assume that potential growth 
of  individual trees is reduced by competition from neigh-
boring trees. MOSES estimates height and diameter growth 
and changes in tree height based on spatial positioning of  

individual trees within the stand (Gadow and Hui 1999). 
SILVA is a growth simulator for individual trees, which was 
originally developed for mixed spruce–beech forests in Ger-
many (Gadow and Hui 1999). Variables necessary to operate 
SILVA models include stand age, initial basal area, crown 
volume, and crown surface area, shading, and constriction.
 Some models incorporate the relationship of  environ-
mental variables, such as light and temperature, to individual 
tree-diameter growth equations (Roloff  et al. 2001). This in-
clusion makes it possible to predict the response of  tree growth 
to varying environmental conditions. For example, Pastor 
and Post (1985) examined effects of  climate, soil moisture, 
nitrogen availability, and light conditions on individual tree 
growth. These models often require detailed information 
about conditions within a forest stand (Qi and Gilles 1999).

Landscape or Regional Models
Models also are available that project the estimated yield of  
regional timber resources based upon site-quality categories 
(Shvidenko et al. 1995). These regional models permit re-
source managers to estimate standing volume of  timber of  
a given age, assuming different harvest scenarios (Gadow 
and Hui 1999). Regional models have been developed to es-
timate yield of  even-aged forest stands and managed stands 
with continuous cover forest (where trees are removed se-
lectively). However, yield projections must be adjusted in 
stands that are not fully stocked (e.g., thinned stands). Yield 
projections for stands characterized by different site quality, 
tree species, and silvicultural practices do not exist (Gadow 
and Hui 1999).
 Another modeling approach for regional application in-
volves tracking the amount of  land in different successional 
stages and forest types. For example, FORPLAN can be used 
to predict the amount of  land in different forest types and 
growth stages over time (Kirkman et al. 1986, Mannan et al. 
1996).

Silvicultural Model Application
The integration of  forest and wildlife management using sil-
vicultural models is illustrated by an approach to biodiversity 
conservation in western Massachusetts (DeGraaf  et al. 1992, 
Smith et al. 1997). A mosaic of  suitable forest-age classes and 
composition had to be created and maintained to provide ap-
propriate habitat for an assemblage of  vertebrate species 
that inhabit the area. Regeneration of  white pine (P. strobus) 
and the development of  vertical structure in some areas 
were among the specific recommendations. By collecting 
data on appropriate variables, resource managers could use 
the growth model SILVA, for instance, to predict how certain 
silvicultural practices affect the growth of  white pine trees.

Wildlife–Habitat Models
Single-Species Wildlife–Habitat Models
Resource managers often use correlation models or species–
habitat matrices to identify habitat requirements of  individ-
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ual forest-wildlife species in a given forest stand or type 
(DeGraaf  et al. 1992, Roloff  et al. 2001). These correlation 
models, consisting of  tables listing vegetation types or envi-
ronmental conditions associated with different wildlife spe-
cies, provide an efficient means of  predicting presence or 
relative abundance of  different species. Correlation models 
have been developed for wildlife associated with ecosystems 
in the Sierra Nevadas, New England, and the southern United 
States (Verner and Boss 1980, DeGraaf  and Yamasaki 2001, 
Dettmers et al. 2002, respectively).
 Another type of  single-species wildlife–habitat model is 
the habitat-evaluation procedure (HEP). HEP is based on 
indices of  habitat quality, where quality is measured by  
vegetation structure, composition, and spatial arrangement 
(Roloff  et al. 2001, Anderson and Gutzwiller 2005). Habitat 
quantity is calculated by multiplying the quality index by 
the corresponding amounts of  each habitat type. This model 
assumes that a greater quantity of  habitat for a particular 
species will result in higher abundance of  that species (Rol-
off  and Haufler 1997). HEP has been used extensively be-
cause this type of  model can be applied to a range of  habi-
tats or ecosystems and it is relatively inexpensive to develop. 
However, HEP has been criticized because of  its relative 
simplicity and subjectivity (Roloff  et al. 2001).
 The habitat-suitability-index (HSI) model, developed 
by the U.S. Fish and Wildlife Service, focuses on single spe-
cies and generates a numeric value that assesses the capacity 
of  a habitat to support a species as a function of  vegetation 
structure and composition and spatial arrangement of  dif-
fering habitat types (Division of  Ecological Services 1980, 
Anderson and Gutzwiller 2005). A high HIS value for a par-
ticular wildlife species (based on a range of  0.0–1.0) indicates 
the habitat of  interest likely contains that species (refer-
enced in http://policy.fws.gov/870fw1.html for all published 
HIS models).
 Bayesian and pattern-recognition models also have 
been used to examine the relationship between forest habi-
tat and wildlife (Roloff  et al. 2001). To use these models, a 
researcher must classify a habitat patch into a category of  
habitat suitability, identify which attributes dictate habitat-
suitability categories, and assign a set of  Bayesian probabili-
ties that reflect the association between habitat attributes 
and each suitability category (Williams et al. 1977, Kirkman 
et al. 1986, Mannan et al. 1996). For example, Bayesian and 
pattern-recognition models have been used in modeling 
studies involving bald eagles (Haliaeetus leucocephalus; Grubb 
1988) and mountain sheep (Ovis canadensis; Holl 1982).
 Multivariate-statistical models show potential relation-
ships between multiple environmental characteristics and a 
species’ abundance and distribution (Morrison et al. 1992, 
Roloff  et al. 2001). These models identify habitat variables 
that have the greatest effect on the occurrence or popula-
tion of  wildlife of  interest. Several multivariate-statistical 
approaches used in wildlife-modeling studies include multi-
ple regression, principal component analysis, discriminate 

function analysis, regression tree analysis, and fuzzy logic 
(Roloff  et al. 2001). Multivariate models have been developed 
for a variety of  wildlife species because they have a low level 
of  subjectivity (Digby and Kempton 1987), but they are lim-
ited by data availability and often are difficult to interpret 
and communicate (Roloff  et al. 2001).
 Habitat-preference models also can be used to examine 
how wildlife use varies among forest stands that differ in age, 
species composition, and structure in relation to the avail-
ability of  these stands (Morrison et al. 1998, Roloff  et al. 2001). 
Habitat preference can be examined by the amount of  time 
a given wildlife species uses a particular habitat type relative 
to its availability. Often these models require use of  remote 
methodology, such as radio- or satellite tracking of  individ-
ual animals, to measure habitat use.

Multispecies Wildlife–Habitat Models
Multispecies wildlife–habitat models, such as gap analy-
sis, have been developed (Scott et al. 1993). A gap-analysis 
model is based on the geographic distribution of  assem-
blages of  wildlife species in that it depicts “gaps” in species 
distribution or identifies areas of  high species richness. Gap 
analysis is especially useful when portraying wildlife–habitat 
relationships across large areas (Roloff  et al. 2001).
 Multispecies wildlife–habitat models have been used to 
describe biodiversity based on vegetation attributes of  a given 
area (e.g., Maurer 1994, Rosenzweig 1995, Roloff  et al. 2001). 
These models assess wildlife community structure in terms 
of  the number of  species (e.g., species richness) or the num-
ber of  individuals of  each species.
 Other types of  multispecies models, focusing on well- 
defined groups of  wildlife species or guilds, have been used 
to evaluate the effects of  habitat changes on the overall 
functional, structural, and compositional conditions of  eco-
systems (Roloff  et al. 2001). Guild models have been pri-
marily developed for songbirds (e.g., O’Connell et al. 2000), 
but also have been applied to other taxa (e.g., salamanders; 
Hairston 1987). An example of  a guild model, the Bird Com-
munity Index, is based on response guilds, which are de-
fined as groups of  bird species that require similar habitat, 
food, or other elements for survival (O’Connell et al. 2000). 
This model assumes that high-integrity environmental con-
ditions will be reflected by the presence of  guilds containing 
more specialist than generalist species. High-integrity envi-
ronmental conditions are those that typify the habitat type 
or ecosystem in the absence of  human disturbance.
 Other guild models have used occurrence, abundance, 
and locations of  ecological communities to predict animal 
responses. For example, Haufler et al. (1996) stratified land-
scapes into “ecological land units” based on similar distur-
bance regimes and geological conditions, which were then 
used to describe and predict floral and faunal diversity for 
planning purposes. Guild models have been criticized be-
cause often the guild as an entity exhibits little response to 
changes in habitat condition, whereas individual species within 
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the guild may vary in their response to the same habitat 
changes (Mannan et al. 1996).

Forest-Fragmentation Models
Models developed from island-biogeography theory have 
been used to understand the effects of  forest fragmentation 
on wildlife (MacArthur and Wilson 1967, Harris 1984, Yahner 
2000). For instance, an important model, the species–area 
curve, predicts that species richness will increase as the size 
of  a forest patch increases (Fig. 26.12). The relationship be-
tween forest patch size and species richness also is affected 
by the extent to which the patch is isolated from other simi-
lar habitat. Wilcox (1980) developed a model that predicted 
isolated, small forest patches would have lower rates of  spe-
cies colonization and higher rates of  extinction than large, 
nonisolated patches. However, simulation models have indi-
cated that forest patches connected by corridors, such as 
wooded fencerows, can maintain viable populations of  wild- 
life (Merriam and Wegner 1992).

BIODIVERSITY CONSERVATION AND 
ECOSYSTEM MANAGEMENT

An inclusive and generally accepted definition of  biological 
diversity, or biodiversity, is the variety of  life and its pro-
cesses at 4 interrelated levels: (1) genetic, (2) species, (3) com-
munity and ecosystem, and (4) landscape diversity (Key-
stone Center 1991, Society of  American Foresters 1992, The 
Wildlife Society 1993, Noss and Cooperrider 1994, Yahner 
2000, Knight and Landres 2002). In addition, biodiversity in-
cludes ecological structures, functions, and processes at each 
of  these levels. The foremost goal of  biological conserva-
tion is long-term maintenance of  the world’s species and 
other levels of  biodiversity (Wiens 2002).
 Biological diversity at the genetic level has been given in-
creasing attention by wildlife biologists, as with isolated pop-
ulations of  black bear, which is a species of  concern in some 
southern and eastern states (e.g., Wathen et al. 1985, Pelton 
and Van Manen 1994, Clark and Pelton 1999; reviewed by 

Yahner 2001). Species diversity has been recognized by wild-
life biologists as an important measure of  wildlife commu-
nity health since the founding of  wildlife management as a 
discipline by Aldo Leopold (1933). The measurement of  spe-
cies diversity on a local scale (i.e., alpha diversity) has been 
emphasized by researchers over the years in numerous stud-
ies (Samson and Knopf  1982), such as those studies that ex-
amine bird diversity in even-aged stands (e.g., Yahner 1993). 
Community or ecosystem diversity is important when 
managing for species requiring critical habitats or features 
in extensive forest tracts, as with the threatened Allegheny 
woodrat (Balcom and Yahner 1996). Landscape diversity, 
which represents the largest scale of  biodiversity, deals with 
interacting communities and ecosystems, viable populations 
of  wildlife, and natural and human-induced disturbances to 
the landscape (Noss 1992). The conservation of  biodiversity 
at the landscape level has important implications for ecosys-
tem management (Petit et al. 1995). Moreover, a national 
strategy for biological conservation will require scientific in-
formation at all levels of  biodiversity from genetic to land-
scape (Blockstein 1995).
 Biodiversity conservation is closely linked with land-
scape ecology because the latter discipline deals with causes 
and consequences of  the spatial configuration and the com-
position of  landscape, such as types of  land uses or presence 
of  corridors in the landscape matrix (Wiens 2002). Further-
more, biodiversity conservation is intricately linked with 
ecosystem management because the latter focuses on main-
tenance of  viable wildlife populations and perpetuation of  
all native ecosystems (National Ecosystem Management  
Forum 1993, Grumbine 1994, Petit et al. 1995, Yahner 2000). 
Federal agencies, including those involved with forest man-
agement, have adopted policies for ecosystem management 
(Grumbine 1997).
 Ecosystem management applied to forests also includes 
consideration of  values, such as safeguarding forest bio- 
diversity and ecological sustainability (Wood 1994). More-
over, sound forest or ecosystem management views a forest 
as an interactive system of  plants, animals, soil, water, and 
climate (Behan 1990). Thus, ecosystem management is an 
attractive concept for conservation of  forest wildlife because 
it is concerned with more than a single species and addresses 
a range of  spatial scales from individual forest stand to land-
scape (Reed 1995, Franklin 1997).
 The future success of  implementing ecosystem manage-
ment will rely on effective partnership and compromise among 
agencies (e.g., state and federal) concerned with biodiversity 
conservation (Knight and Meffe 1997). Moreover, ecosystem 
management will require use of  scientific principles, ranging 
from application of  biological concepts, evaluating key com-
ponents of  ecosystems, and establishing protocols for inven-
torying, monitoring, and storing ecological data obtained from 
ecosystems (Christensen et al. 1996, Reichman and Pulliam 
1996). A key example of  how ecosystem management can be 

Fig. 26.12. A hypothetical species–area curve. Each dot represents 
a forest stand of a given size. From Yahner (2000:105).
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viewed conceptually is in management of  a taxonomic group, 
such as birds, and is well illustrated by Petit et al. (1995).

FORESTS FOR THE FUTURE

A major goal of  natural resource managers and society con-
cerned with forest management and wildlife must be to en-
sure continuation of  a sustainable, productive, and healthy 
forest (Durning 1994). This will require a collegial and straight-
forward approach to enhancing forest health (DellaSala et al. 
1995), which involves a management strategy for forests 
that encompasses a broad spectrum of  resource and socio-
political issues and requires cooperation among environmen-
talists, industry, landowners, natural resource managers, and 
recreationists (Thorne 1993, Yahner 2000).
 At least 5 issues face the future successful manage- 
ment of  forests: (1) biodiversity conservation and eco- 
system management, (2) forest fragmentation, (3) educa-
tion, (4) recreation, and (5) regional and global influences 
(Yahner 2000). A multispecies approach to forest wildlife 
management using sound principles developed by the rapidly 
growing disciplines of  biodiversity conservation and eco-
system management, as well as landscape ecology, makes 
sense in today’s era (after DeBell and Curtis 1993, Grumbine 
1997, Wiens 2002). This is essential to the health and pro-
ductivity of  forests and to the well-being and quality of  life 
of  those who enjoy outdoor experiences in forests (Scavia  
et al. 1996).
 Forest fragmentation and habitat loss will continue to be 
issues confronting sound management of  forests (e.g., Rob-
bins 1988, Litvaitis 1993, Yahner 1995, Brawn et al. 2001). A 
balance needs to be struck between ensuring a mosaic of  
adequate old-growth stands and early and midsuccessional 
habitats for forest wildlife. The wildlife profession has em-
braced this challenge as witnessed by a recent, concerted fo-
cus on this issue (e.g., Lorimer and Frelich 1994, Brawn et al. 
2001, Thompson and DeGraaf  2001).
 Education will be a key to the conservation of  forests and 
associated resources (Yahner 2000). These forests, whether 
an urban woodlot or an extensive tract of  national forest, 
can be invaluable as outdoor laboratories for education, as 
when introducing youth to appreciate the stewardship of  
our wildlands. In addition, forests serve as ideal research 
sites for monitoring of  resources over the long term to bet-

ter understand and document trends in forest wildlife in re-
lationship to changing landscapes or other perturbations. In 
many parts of  the country, as in the eastern United States, 
forests are privately owned; thus, the Forest Stewardship 
Program, administered by the USFS, is a critical program 
for wildlife and natural resource professionals who are man-
dated to conserve and manage forest wildlife.
 Recreation is a major value of  forests, providing the pub-
lic with birding, hunting, photography, observation, and other 
opportunities for viewing and enjoying wildlife resources 
(e.g., Hammitt et al. 1993). Thus, efforts should be made to 
enhance wildlife-viewing experiences (Harrington 1991), but 
a downside is the potential impact on wildlife of  these activ-
ities (e.g., via road construction; Cole and Knight 1991).
 Forest management, like most other aspects of  today’s 
world, has gone global. Landscape linkages, acid deposition, 
ozone depletion, and global climate change are just a few  
of  the issues that require interagency and, more importantly, 
interstate and international cooperation (Yahner 2000). The 
scope of  these issues has gone beyond a forested tract or state 
forest, thereby requiring economic, social, and political con-
siderations at a scale unprecedented in wildlife conservation.

SUMMARY

Forest types, ownership, and legislation can affect the value 
of  forests to wildlife. Plant–forest succession resulting from 
fire, chemicals, or management systems can have profound 
effects on forest wildlife. For example, uneven-aged forest 
management can influence wildlife distribution and abun-
dance differently than even-aged forest management. Sev-
eral practices (e.g., retention of  unique habitat features or 
overstory trees in harvested stands) can have positive effects 
on forest wildlife. The effects of  forest management, how-
ever, cannot be considered solely from the stand level (e.g., 
stand size), but must take into consideration landscape fea-
tures (e.g., characteristics of  surrounding landscape). Sev-
eral types of  models are available to predict wildlife species 
occurrences and adjust forest-management regimes. Suc-
cessful forest management in the future will be contingent 
on biodiversity conservation and ecosystem management to 
ensure a sustainable, productive, and healthy forest for the 
benefit of  wildlife while simultaneously providing educa-
tional and recreational values.
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INTRODUCTION

RANGELANDS  AR E PLA NT COMMUNITIES dominated by grasses, 
forbs, and shrubs. Their primary use by humans worldwide is for livestock 
grazing, but these communities also are habitat for wildlife, and grazing 

management strategies affect the quality and extent of  wildlife habitat on rangelands 
(Krausman et al. 2009). Traditionally, wildlife-related concerns of  range managers 
focused on predators of  livestock and on wildlife species that are hunted. Today, 
managers are interested in biodiversity and a wide range of  species. Management of  
public rangelands in the United States is constrained by federal and state laws, which 
require managers to address the impact of  management activities on all wildlife.
 The majority of  rangelands used by wildlife in the United States are public lands 
administered by the U.S. Forest Service and Bureau of Land Management, both 
of  which have multiple-use mandates. With existing laws such as the Endangered 
Species Act and Clean Water Act, and ecosystem management and ecosystem 
health policies of  the major land management agencies in the United States, there 
is expanding need to address the ecology of  rangelands as it relates to plants, soils, 
water, wildlife, and livestock.
 Photographs, videos, Internet web sites, agenda-driven “science,” opinion pieces, 
the growth of  advocacy groups, legal challenges (and threat of  legal challenges), 
and society’s changing sentiments about use and condition of  public rangelands 
have generated an abundance of  confusion and uncertainty about rangeland man-
agement. What formerly was a field primarily limited to understanding livestock–
big-game species relationships is now open to examination of  livestock effects on 
all native flora and fauna, and the communities and ecosystems in which they exist.
 The single greatest change influencing wildlife on western rangeland manage-
ment during the 1990s has been the shift of  concern from competition of  livestock 
with big game such as deer (Odocoileus spp.) and elk (Cervus canadensis), to concern for 
all wildlife, and biodiversity in general. For terrestrial wildlife species, the fate of  
species such as the willow flycatcher (Empidonax traillii) and sage-grouse (Centrocer-
cus spp.) now dominate livestock and wildlife issues in montane-meadow–riparian 
systems and sagebrush (Artemisia spp.) steppe, respectively, in many areas of  the 
western United States. In California, for example, ungulates aren’t mentioned in a 
recent decision to amend management of  >1.7 million ha on 11 national forests 
(U.S. Forest Service [USFS] 2001). Aquatic, riparian, and meadow-system rangeland 
management would, instead, be heavily influenced by habitat needs of  the willow 
flycatcher, mountain yellow-legged frog (Rana muscosa), Yosemite toad (Anaxyrus 
canorus), and great gray owl (Strix nebulosa).

Managing Rangelands for Wildlife
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 Effectively managing rangelands for wildlife requires 
achieving a specified level of  habitat structure as represented 
by vertical and canopy cover, food items as represented by 
species composition, and adequate water quality and avail-
ability. Additionally, where livestock grazing is involved, 
there is a need to understand and manage for interspecific 
and social interactions between livestock and wildlife, as 
well as strategies to mitigate adverse effects. These interac-
tions may be in the form of  behavioral avoidance or attrac-
tion, direct mortality caused by livestock or habitat modifi-
cations, and indirect mortality caused by disease transmission. 
Wildlife–livestock interactions have greater application at a 
broad geographic scale rather than a site-specific study area.
 Most state and federal agencies have unique missions and 
mandates (Salwasser et al. 1987); therefore, management 
philosophies and on-the-ground techniques differ markedly 
among agencies. Philosophical differences can be further ex-
acerbated when adjacent tracts of  land, managed by differ-
ent agencies, have their own unique designations (e.g., spe-
cially designated area). Specially designated areas come in a 
variety of  shapes and sizes, but in the United States they are 
typically managed by one of  a few federal agencies (e.g., 
USFS, Bureau of  Land Management, National Park Service, 
or U.S. Fish and Wildlife Service), and include such areas as 
wilderness, special research areas, wildlife refuges, sanctuar-
ies, or any other site where certain activities or management 
tools (e.g., aircraft, mechanical equipment) may be precluded. 
These areas are usually small relative to the management 
prescriptions of  adjacent properties and, thus, exist as non-
contiguous islands that must be managed differently from 
surrounding landscapes.
 Because of  the varied and unique challenges confronting 
managers in today’s world, this chapter is not intended to 
be an all-encompassing treatise. Rather, it presents a discus-
sion of  selected issues and techniques in an effort to provide 
the reader with a general understanding and appreciation 
for the complexities associated with managing rangelands. 
An extensive literature review is included and the reader is 
encouraged to explore the vast quantity of  information that 
has been published on this subject, some of  which also is 
summarized elsewhere (e.g., Krausman 1996). It is our hope 
this chapter adequately (1) provides an overview of  range-
land management to benefit wildlife species and natural 
communities, with an emphasis on western North America, 
(2) identifies some of  the topical issues and primary range-
land systems of  concern, and (3) describes some of  the tech-
niques for accommodating wildlife and wildlife issues on 
rangelands.

PLANT SUCCESSION AND WILDLIFE 
MANAGEMENT GOALS FOR RANGELANDS

Plant succession is the gradual replacement of  one assem-
blage of  plant species with others through time until a rela-
tively stable climax community is reached (Clements 1916). 

As each group of  plant species is replaced, the value of  the 
community, as habitat to any particular species of  wildlife, 
changes. The result is a succession of  wildlife species as plant 
communities and populations of  primary consumers under- 
go successional changes altering the different trophic levels 
(Kie et al. 1994).

Range Condition and Wildlife Habitat
Only a portion of  the vegetation biomass in a rangeland will 
provide adequate nutrition for an herbivore. As body size 
decreases, diet selectivity generally increases (Van Soest 1994); 
consequently, many wild herbivores (which tend to be 
smaller than domestic livestock) consume much less of  the 
vegetation resource than livestock, particularly cattle. Fur-
thermore, domestic livestock may consume a greater pro-
portion of  poorer quality bulk forages because producers 
supplement diets of  livestock to balance nutritional require-
ments for growth and reproduction at least for some por-
tion of  the year. Proper estimates of  carrying capacity for 
wildlife on rangelands assume that all nutrients will be ob-
tained from the range (Hobbs and Swift 1985).
 Rangelands exist in many different successional stages 
and structural conditions because of  the influence of  fire, 
mechanical disturbance, herbicide treatment, and grazing 
by wild and domestic herbivores. Some plant communities 
respond to grazing in a predictable manner, depending on 
the plant species present (Dyksterhuis 1949). Some plant 
species are dominant in climax communities because they 
are superior competitors in the absence of  disturbance. How- 
ever, they begin to decline in vigor and abundance with in-
creased grazing pressure (Dyksterhuis 1949). As they decline, 
other less palatable plants present at the climax stage be-
come more abundant as competition is reduced. If  grazing 
intensity is sufficiently heavy and occurs over a long period 
of  time, new plant species, well adapted to heavy grazing, 
appear in the community. As a result, many exotic species 
of plants (e.g., spurges, thistles, brome grasses) become es-
tablished and overall condition of  the range is reduced.
 In the past, rangelands have been managed on a concept 
of  how close existing vegetation approximates a climax com- 
munity, using terms such as excellent, good, fair, and poor 
(Dyksterhuis 1949). This procedure cannot be used on seeded 
rangelands, however, or those dominated by introduced, 
naturalized plant species such as the annual grasslands of  
California (Smith 1978, 1988). Also, range condition terms 
including excellent, good, fair, and poor are defined in 
terms of  providing forage for livestock; whereas, habitat is 
species-specific and differs greatly among species. A site rated 
as poor may provide excellent habitat for wildlife adapted to 
early seral vegetation (e.g., white-tailed deer [O. virginianus]), 
whereas a site rated as excellent on this scale (e.g., grass-
land) may not be used at all by that species. More appropri-
ate terms used for describing the condition of  rangeland 
vegetation as they relate to wildlife needs are climax, late 
seral, midseral, and early seral (Pieper and Beck 1990).
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 Additional problems may arise when changes in livestock 
grazing practices do not immediately produce a change in 
rangeland vegetation. For example, some grassland sites in 
southeastern Arizona that had been converted to shrub-
lands by heavy livestock grazing failed to revert to native 
grasses following 20 years without livestock (Valone et al. 
2002). In contrast, other sites that were protected for up to 
39 years exhibited an increase in grasses, suggesting that 
substantial time lags following protection from grazing were 
necessary (Valone et al. 2002).
 Since 1990, range ecologists have been developing mod-
els of  change in rangeland vegetation based on the concept 
of  multiple steady states (Laycock 1991, 1994). These states 
are often portrayed as state-transition models (Westoby et al. 
1989), wherein “states” are recognizable assemblages of  spe-
cies at a particular site that are stable over time. Such mod-
els are useful in understanding why some plant communi-
ties fail to respond immediately to changes in management 
practices. Parameterizing state-transition models, however, 
often requires large data sets on composition of  rangeland 
vegetation collected over many years. If  such data are avail-
able, state-transition models can provide more precise pre-
dictions about vegetation change (Allen-Diaz and Bartolome 
1998) than the classical linear-succession model developed 
by Clements (1916) and may be useful in restoring degraded 
rangelands (Chambers and Linnerooth 2001).

Models of Rangelands as Wildlife Habitat
The system of  classifying wildlife habitats according to po-
tential natural vegetation and seral stage for coniferous 
forests (Thomas 1979) also has been applied to rangeland 
vegetation in southeastern Oregon (Maser et al. 1984). Hab-
itat data were assembled for 341 species of  vertebrates, as-
sessing effects of  different range management activities on 
those species by equating plant communities and their 
structural conditions with habitat values for wildlife. The 
structural conditions were grass–forb, low shrub, tall shrub, 
tree, and tree–shrub. As a plant community progresses from 
grass–forb to tree–shrub conditions through succession, 
changes occur in environmental variables important to wild- 
life. For example, herbage production tends to be highest in 
grass–forb communities, browse production highest in low-
shrub and high-shrub communities, and canopy closure, 
canopy volume, and structural diversity highest in tree and 
tree–shrub communities (Maser et al. 1984). Management 
actions such as brush and weed control, water development, 
prescribed burning, seeding and planting, and grazing also 
can result in changes in structural conditions (Maser et al. 
1984).
 Accounting for needs of  large numbers of  wildlife spe-
cies makes land-use planning difficult. To simplify the pro-
cess, wildlife can be grouped into life forms based on the re-
lationship of  the species to their habitats. In southeastern 
Oregon, 2 characteristics of  each species (where it feeds and 
where it reproduces) were used to distinguish 16 life forms. 

For example, dark-eyed juncos (Junco hyemalis) and mule deer 
(O. hemionus) characterize those species that feed and repro-
duce on the ground. Other examples of  such life forms in-
clude the long-toed salamander (Ambystoma macrodactylum) 
and western toad (Anaxyrus boreas), which feed on the ground, 
in shrubs, or in trees, and reproduce in water (Maser et al. 
1984).
 Beyond generalized models of  wildlife habitat associa-
tions, managers occasionally estimate nutritional carrying 
capacity of  rangelands. Most models of  range supply and 
animal demand sum the available nutrients supplied by for-
age in the habitat and then divide by the animal’s nutritional 
requirements (Robbins 1973, Hobbs et al. 1982). However, 
these models are simple and fail to make predictions based 
on varying levels of  nutritional quality required by individu-
als (e.g., pregnant or lactating females, breeding males, mi-
grating adults, etc.; Hobbs and Swift 1985). To avoid overes-
timating the number of  animals that existing plant biomass 
can support, carrying capacity models should consider mini-
mum dietary nutrient concentration (Hobbs and Swift 1985, 
Hanley and Rogers 1989).
 The influence of  grazing also can affect wildlife species 
richness, diversity, density, and abundance. Some conclusions, 
for example that grazing tends to increase abundance of  
common species, but reduces the overall diversity of  species 
(Bronham et al. 1999, Rambo and Faeth 1999), provide a com- 
munity approach that may contribute to additional general-
izations when other taxonomic groups are considered.

CONTEMPORARY ISSUES IN  
RANGELAND MANAGEMENT

Key Rangelands of Concern
Riparian, montane meadow, and aquatic habitats con-
tinue to remain a high priority for conservation and man-
agement on western rangelands. Minimizing soil erosion 
and maintaining or restoring water quality are paramount 
in sustaining these systems for the future. Meeting these 2 
umbrella objectives may accommodate the needs of  some 
wildlife species that inhabit these systems. Increasing con-
cern now exists for other wildlife habitats that are range-
lands. This interest has arisen largely because of  growing 
concern for biological diversity, but also for specific wildlife 
species that are declining and/or are being petitioned for 
listing under the federal Endangered Species Act. While there 
are numerous other plant communities and wildlife habitats 
that comprise rangelands throughout the world, the follow-
ing systems or habitats are currently of  great issue on public 
rangelands in the western United States.

Sagebrush Steppe
Foremost of  concern among rangeland habitats at present 
are the expanses of  sagebrush–perennial-bunchgrass range 
that dominate much of  public land in the West (e.g., Paige 
and Ritter 1999). From a timing perspective, just as range 
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livestock management has been challenged in the 1990s to 
work toward avoiding negative effects to the riparian zone 
and to more effectively use upland range, livestock use of  
uplands has now come under scrutiny as well. Recent re-
search indicating that sage-grouse are declining and that 
they nest most successfully when there is an herbaceous un-
derstory ≥18 cm in height (Sveum et al. 1998) has created an 
additional challenge for livestock managers on public lands 
—how to avoid affecting riparian zones while ensuring ade-
quate herbaceous cover to meet the needs of  at least one 
nesting species in sagebrush–grass communities. Use and 
management of  fire, herbicides, proximity to urbanization 
and agriculture, use of  off-road vehicles, and power lines 
also are contributing factors affecting quality of  wildlife habi-
tat on these rangelands.
 Other habitats of  concern geographically associated with 
sagebrush steppe are browse communities dominated by 
antelope bitterbrush (Purshia tridentata), mountain mahog-
any (Cercocarpus spp.), or saltbush (Atriplex spp.). Often, these 
communities serve as a seasonal range for wildlife, such as 
in winter, but are grazed by livestock in summer.

Desert
Concern about potential effects to the desert tortoise (Gopherus 
agassizii) from livestock grazing and other uses prompted 
the Bureau of  Land Management to recently issue a grazing 
decision to help protect this species in California desert sys-
tems. These systems are particularly susceptible to effects 
of  grazing because they require a long time for recovery of  
vegetation growth and vigor if  they are able to recover at all 
(e.g., Krueger et al. 2002). Additionally, concern exists for 
native frogs relying on the rare and often heavily affected ri-
parian and aquatic areas of  the desert Southwest ( Jennings 
and Hayes 1993).

Aspen
Habitats dominated by quaking aspen (Populus tremuloides) 
support a high diversity of  wildlife on western ranges (Deb-
yle 1985). These habitats also serve as valuable grazing 
(Sampson and Malmsten 1926) areas for livestock because 
of  the proximity of  food, cover, and usually water. There is 
growing concern that this community is on the decline in 
managed forests and ranges throughout the West because 
of  lack of  stand regeneration resulting from browsing by 
herbivores, fire suppression, and disease (e.g., California  
Department of  Fish and Game 1998, Knight 2001). In turn, 
succession to dominance by conifers or by shrub communi-
ties (e.g., sagebrush) may result, thereby decreasing the 
value as wildlife habitat or as grazing rangeland.

Integrating Wildlife Objectives and  
Range Livestock Management
Livestock grazing results in effects on rangelands and wild-
life species (Krausman et al. 2009). It can either decrease or 
improve the conditions for wildlife depending on the species 

or community attribute of  interest. A goal for public-land 
resource managers is to identify the acceptable level of  live-
stock impact, apply appropriate standards and guidelines, 
and then monitor their effects. Implementing management 
decisions to meet wildlife species and habitat objectives, as 
well as broader goals of  ecosystem health on public range-
lands, often are emotionally charged socioeconomic (if  not 
sociopolitical) decisions. These decisions often involve re-
ducing use or eliminating livestock in the area of  concern 
for a period of  time to allow recovery. Numerous case stud-
ies and demonstration areas have illustrated that these ac-
tions are effective in some rangeland habitats such as ripar-
ian and aspen communities.
 Within the field of  wildlife–livestock interactions, ad-
dressing competition between livestock and large native 
herbivores was a primary emphasis on western public lands 
during the 1950s–1980s; during the 1990s, the emphasis shifted 
to developing strategies to protect and restore riparian areas 
from overgrazing by livestock. Preventing livestock from 
negatively affecting riparian areas and achieving better dis-
tribution of  grazing animals throughout upland areas were 
desired objectives. More recently (mid-1990s to present), 
there is evidence demonstrating the importance of  standing 
herbaceous vegetation for nesting sage-grouse, a vegetation 
component that could be difficult to meet without signifi-
cant change in grazing management strategies. Thus more 
encompassing ecosystem–landscape–biodiversity concepts 
for management of  rangelands have evolved in recent years. 
These have caused further shifts in the directions of  many 
interest groups, government agencies, and academicians.
 On public rangelands, recent objectives go beyond achiev-
ing and maintaining good to excellent range conditions for 
livestock and wildlife. Instead, objectives have broadened to 
conserve biodiversity, improve ecosystem health, and meet 
habitat requirements of  federally listed, or potentially listed, 
wildlife. These objectives could be represented in many cases 
by increased herbaceous cover, soil maintenance, reduction 
in invasive species, and clean water. A more general approach 
would be to define positive ecological changes through 
rangeland management actions. Across landscapes, achiev-
ing such positive changes likely would satisfy most concerns 
for wildlife simply because such large-scale changes have 
been needed for decades.
 Examples of  species receiving substantial attention at 
present are the willow flycatcher and great gray owl, which 
rely on high-quality mountain meadow–willow (Salix spp.) 
riparian complexes, and sage-grouse, which rely on a com-
bined habitat structure of  sagebrush and standing herba-
ceous vegetation. The former 2 species continue to repre-
sent the needs and concerns related to grazing effects on 
montane meadow and riparian areas, while the burgeoning 
sage-grouse issue has been labeled the range equivalent of  
the spotted owl (S. occidentalis) issue because desired herba-
ceous cover levels will be difficult to achieve on grazed 
rangelands.
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Investigations of Wildlife–Livestock Relationships
Studies of  wildlife and livestock interactions are typically 
conducted to increase understanding of  direct and indirect 
effects of  livestock (as the manipulated perturbation or 
stressor) on a native species and/or its habitat. Much of  the 
existing work was retrospective, rather than experimental, 
in that it was conducted with livestock as part of  the system 
rather than as an introduced perturbation with treatments 
and controls. This difference also reflects one of  the funda-
mental social debates regarding livestock on public lands in 
the United States: are humans, and the effects they bring, 
part of  the biotic community or ecosystem (e.g., Box 2000)?
 Unquestionably, the science on wildlife–livestock rela-
tionships varies in terms of  its rigor, thoroughness, results, 
and applicability to real systems. It indicates that the pres-
ence of  large, nonnative herbivores is beneficial to some 
species and detrimental to others. Some initial investiga-
tions of  wildlife–livestock relationships examined how cattle 
and mule deer distributed themselves throughout a com-
mon range ( Julander and Robinette 1950, Julander 1955,  
Julander and Jeffery 1964) instead of  manipulating cattle to 
measure how deer responded with and without cattle in the 
same area. Unfortunately, the ability to conduct replicated 
experiments at appropriate spatial and temporal scales to as-
sess livestock grazing effects on a wildlife population is lo-
gistically difficult. Conclusions from retrospective studies, 
that deer or other wildlife species preferred the steeper slopes 
while livestock preferred the flatter areas, became dogma in 
range science and suggested that a harmonious coexistence 
occurs despite a lack of  objective supporting experimental 
evidence.
 Perhaps the most acceptable generalization that can be 
made is that increasing the grazing level (often termed 
heavy, uncontrolled, excessive, or severe grazing) above some 
site-based threshold results in effects that are not desirable 
to any interest. Further confounding our ability to general-
ize among wildlife–livestock investigations is that stocking 
rates, number of  grazing levels (nongrazed or grazed in some 
studies; none, light, moderate, or heavy grazing in others), 
time of  year grazed, vegetation communities, time lags to 
examine the response (e.g., Dobkin et al. 1998), and wildlife 
species of  interest are not consistently applied or comparable.
 During the 1950s–1980s, the primary wildlife emphasis 
on public rangelands was competition among large ungu-
lates and livestock. Kie et al. (1994) summarized much of  
the knowledge in this area, and large herbivores continue to 
be of  interest (e.g., Austin 2000). Rangeland science, how-
ever, has broadened to include examinations of  livestock ef-
fects on nontraditional wildlife and biodiversity. The body 
of  literature examining the effects of  livestock on taxo-
nomic groups such as amphibians ( Jennings and Hayes 1993, 
Denton and Beebee 1996, Bull and Hayes 2000), reptiles 
(Bock et al. 1990, Bostick 1990, Kazmaier et al. 2001), birds 
(Dobkin et al. 1998, Goguen and Mathews 1998, Sveum et al. 

1998, Belanger and Picard 1999, Beck and Mitchell 2000), 
small mammals (Hayward et al. 1997), and invertebrates 
(Bronham et al. 1999, Rambo and Faeth 1999) continues to 
grow, as does the number of  review papers on livestock 
grazing effects on biological diversity and ecosystems (Fleis-
chner 1994, Belsky and Blumenthal 1997, Larsen et al. 1998, 
Belsky et al. 1999, Jones 2000).
 Using livestock as a tool to manage wildlife habitat has 
been advocated for many years and examples of  how this 
benefits one or more wildlife species do exist (Severson 1990). 
For example, Leopold et al. (1951) described the benefits of  
livestock in opening up paths for deer and other wildlife 
throughout willow-dominated montane meadow systems. 
Other examples describe the benefits of  livestock in helping 
maintain or enhance vegetation species diversity (Rambo 
and Faeth 1999, Humphrey and Patterson 2000) or enhanc-
ing forage quality for other large herbivores (Clark et al. 
2000). Whether the mechanical benefits, or more impor-
tantly, ecological benefits are needed every year is rarely 
(but should be) asked in the context of  the entire system af-
fected. Have Leopold et al.’s (1951) willow meadows been 
opened up “enough,” or do they need to be continually 
grazed summer-long in high mountain ecosystems, such as 
those in the Sierra Nevada?

Accommodating Wildlife and Habitat  
Objectives on Rangelands
A common link between the wildlife biologist and the range 
manager is the vegetation community and the wildlife habi-
tats represented. From a wildlife perspective, perhaps an ef-
ficient technique would be to develop habitat objectives such 
as percent cover, desired plant species composition, and 
structural conditions of  vegetation that are desired for a spe-
cies, a suite of  species, or a community as a whole, rather 
than a targeted species population objective. This approach 
leaves the range or livestock manager with the task of  iden-
tifying potential strategies for managing livestock to achieve 
wildlife objectives. Identifying how wildlife species respond 
to livestock grazing might be of  value in assessing whether 
the overall effects of  the grazing level are acceptable or not; 
this process for wildlife would be analogous to characteriz-
ing plant species as increasers, decreasers, or invaders in 
response to livestock grazing (e.g., Stoddart et al. 1975).
 The concept of  maintaining or enhancing biodiversity on 
multiple-use rangelands should also capitalize on interject-
ing management diversity in terms of  grazing systems used. 
Interjecting unpredictable changes in habitat structure by 
resting habitats that normally are grazed continuously adds 
to this kind of  diversity. Additional study and information 
on how individual species respond would help distinguish be-
tween desirable and undesirable trends in species responses.
 Historically, land-use plans prepared by the USFS and  
Bureau of  Land Management, in collaboration with state 
wildlife agencies, often developed population objectives for 
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species such as deer, elk, or pronghorn (Antilocapra ameri-
cana). A more measurable approach would involve moving 
from a specific population target and, instead, focusing on 
achieving a desired habitat condition across the landscape—
at the scale of  allotments, resource areas, districts, or entire 
national forests.

Role of Monitoring and Assessment in  
Addressing Wildlife–Livestock Issues
“The lack of  biological data is, without a doubt, one of  the 
greatest single factors in retarding development of  a larger 
conservation program” (California Department of  Fish and 
Game 1926:28).
 Because of  the inherent controversy and often-polarized 
views of  wildlife and livestock relationships, difficult man-
agement decisions are often tabled in the absence of  ade-
quate data on species trends or ecological condition of  the 
system in question. Consequently, among the most valuable 
activities that can be undertaken for the benefit of  wildlife 
on rangelands is the collection of  scientifically defensible 
data on distribution, abundance, status, trend, and habitat 
relationships. Ranging from basic inventory to implementa-
tion of  long-term monitoring and experimental investi- 
gation of  cause-and-effect relationships, scientific data aid 
management decisions. A meaningful progression of  actions 
to examine and understand wildlife and livestock relation-
ships might involve assessing

 (a) wildlife habitat requirements and preferences,
 (b) livestock use of  habitats preferred by wildlife,
 (c)  livestock and wildlife effects on those habitats and 

vegetation communities,
 (d) livestock effects on wildlife species, and
 (e) wildlife responses over time.

 The effects studied range from direct influences of  
livestock on species (e.g., trampling of  frogs) to numerous  
indirect effects (e.g., the frogs’ effect on prey species or 
hiding cover). Far more likely than experimental manipula-
tions, however, are study and characterization of  habitat 
conditions including structure and composition of  vegeta-
tion and how it influences species productivity and abun-
dance. An adaptive element would include mechanisms to 
change livestock management strategies as information is 
gained or to test specific hypotheses with an experimental 
or manipulative approach.

MANAGING LIVESTOCK ON RANGELANDS

Heavy livestock grazing has been detrimental to many 
wildlife species in western North America (Smith 1977, Gal-
lizioli 1979, Peek and Krausman 1996). Uncontrolled graz-
ing clearly can affect the structure and composition of  wild-
life habitats. When adverse effects occur, elimination of  
livestock can improve habitat conditions, although in many 

situations changes in livestock management practices can 
result in similar benefits. When properly managed, livestock 
grazing can be used to improve habitat for wildlife depen-
dent on early seral-stage plant communities (Longhurst et 
al. 1976; Urness 1976, 1990; Kie and Loft 1990; Ohmart 1996). 
Information on relationships between livestock and wildlife 
is available in a variety of  books, symposium proceedings, 
and review papers (Smith 1975, Townsend and Smith 1977, 
Schmidt and Gilbert 1978, DeGraaf  1980, Wallmo 1981, Peek 
and Dalke 1982, Thomas and Toweill 1982, Menke 1983,  
Severson and Medina 1983, Halls 1984, Severson 1990, Kraus- 
man 1996).
 The relationship between grazing and wildlife habitat is 
complex, and managers employ differing grazing strategies 
to achieve a variety of  objectives, including livestock pro-
duction, sustainable grazing, and wildlife habitat enhance-
ment (Krausman et al. 2009). Livestock influence wildlife 
habitat by modifying plant biomass, species composition, 
and structural components such as vegetation height and 
cover. The impact of  livestock grazing on wild ungulates 
can be classified as direct negative, indirect negative, opera-
tional, or beneficial (Mackie 1978, Wagner 1978). An exam-
ple of  a direct negative impact is competition between cattle 
and deer for a resource such as food or cover (Mackie 1978, 
Wagner 1978). Competition occurs when 2 organisms use a 
resource in short supply, or when one organism harms an-
other in the process of  seeking the resource (Birch 1957, 
Wagner 1978). Factors influencing effects of  livestock on 
wildlife include diet similarity, forage availability, animal  
distribution patterns, season of  use, and behavioral inter- 
actions (Nelson and Burnell 1975, Severson and Medina 1983).
 Indirect negative impacts of  cattle grazing include 
(1) gradual reductions in vigor of  some plants and in amount 
and quality of  forage produced, (2) elimination or reduction 
of  the ability of  forage plants to reproduce, (3) reduction or 
elimination of  locally important cover types and replace-
ment by less favorable types or communities, by direct ac-
tions over time or by changing the rate of  natural succes-
sion, and (4) general alterations and reduction in the kinds, 
qualities, and amounts of  preferred or otherwise important 
plants through selective grazing, browsing, or other activi-
ties (Mackie 1978).
 Operational impacts are associated with livestock man-
agement (Mackie 1978) and include fence construction,  
water development (Evans and Kerbs 1977, Wilson 1977, 
Yoakum 1980), brush control (Holechek 1981), and distur-
bance associated with handling of  livestock. For example, 
deer may temporarily move from pastures when cattle round- 
ups occur (Hood and Inglis 1974, Rodgers et al. 1978).
 Small mammals also influence rangeland vegetation 
(Moore and Reid 1951, Wood 1969, Batzli and Pitelka 1970, 
Turner et al. 1973, Borchert and Jain 1978) and compete 
with livestock for forage (Fitch and Bentley 1949, Howard  
et al. 1959). Because of  their size and susceptibility to preda-
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tion, rodents, lagomorphs, and other small mammals are 
highly dependent on the structure of  vegetation in their habi-
tats (Grant et al. 1982, Parmenter and MacMahon 1983, Bock 
et al. 1984). Grazing by livestock influences vegetation struc-
ture in those habitats and can significantly affect small mam-
mal populations (Reynolds and Trost 1980).
 Livestock grazing adversely affects many grassland birds, 
although moderate grazing can be neutral or beneficial to 
some species (Buttery and Shields 1975). Livestock manage-
ment practices also can affect birds indirectly. For example, 
an organophosphate insecticide externally applied to cattle 
to control warbles may kill American magpies (Pica hudso-
nia) and cause secondary mortality among red-tailed hawks 
(Buteo jamaicensis) eating carcasses of  the poisoned magpies 
(Henny et al. 1985).
 Livestock management practices that can affect wildlife 
habitats and populations include livestock numbers, timing 
and duration of  grazing, animal distribution, livestock types, 
and specialized grazing systems. These practices can be mod-
ified to reduce or eliminate adverse effects on wildlife and, 
at times, to enhance wildlife habitats (Severson 1990).

Livestock Numbers
Livestock numbers, or stocking rates, usually are specified 
by animal unit-months (AUMs). One AUM is 1 animal unit 
(one mature cow with a calf, or equivalent) grazed for 1 
month (Heady 1975:117). Livestock effects on wildlife be-
come more pronounced with increasing stocking rates. A 
few cattle in a pasture may have no discernible effect on 
wildlife, but beyond some threshold wildlife response may 
increase rapidly. A range manager’s traditional definition of  
proper grazing is based on maintaining a mix of  plant spe-
cies valuable as livestock forage and preventing soil erosion. 
Optimum livestock densities for wildlife may occur at differ-
ent, and often lower, stocking rates. Thus, as with most ef-
fects of  livestock on wildlife, responses can be difficult to in-
terpret because of  inherent site differences ( Johnson 1982), 
and differences in grazing intensity, timing, and duration.

Timing and Duration of Grazing
Moderate cattle grazing of  riparian areas in late autumn in 
Colorado had no detectable impact on 6 species of  birds de-
pendent on the grass–herb–shrub layer for foraging, nest-
ing, or both (Sedgwick and Knopf  1987). However, summer 
grazing can eliminate habitat specialists such as willow fly-
catchers, Lincoln’s sparrows (Melospiza lincolnii), and white-
crowned sparrows (Zonotrichia leucophrys; Knopf  et al. 1988b).
 The time of  year that livestock are present can alter the 
composition of  plant communities. Heavy grazing during a 
period of  rapid growth of  one plant species will favor other 
species that grow more rapidly at other times. For example, 
spring grazing of  annual grasslands in California reduces 
grass cover and encourages growth of  summer-maturing 
forbs such as turkey-mullein (Croton setigeru), the seeds of  

which are readily eaten by mourning doves (Zenaida mac-
roura; Kie 1988). Conversely, many wildlife species are most 
susceptible to livestock-induced changes in habitat during 
their reproductive seasons. Birds that nest on the ground or 
in shrubs can experience reproductive losses if  their nests 
are trampled or otherwise destroyed by cattle. For example, 
willow flycatchers in California breed exclusively in riparian 
deciduous woodlands, and prefer willows as nesting sub-
strate (Valentine et al. 1988).
 Flycatchers prefer to nest near the edges of  willow clumps 
or along livestock trails (Valentine et al. 1988, Sanders and 
Flett 1989) and are, therefore, susceptible to physical distur-
bance. In one study, 4 of  20 willow flycatcher nests in a 
4-year period were destroyed by cattle before young fledged, 
and 4 other nests were destroyed after young fledged (Val-
entine et al. 1988). When cattle stocking levels were reduced 
and 75% of  the remaining cattle were confined to a fenced 
pasture away from willow flycatcher nest sites until 15 July, 
no willow flycatcher nests were lost (Valentine et al. 1988).
 Excessive grazing can accelerate loss of  hiding cover early 
in summer when mule deer fawns are young (Loft et al. 
1987; Fig. 27.1). These conflicts can be minimized or elimi-
nated by delaying grazing until later in the year (Kie 1991).

Livestock Distribution
Livestock congregate around sources of  water, supplemental 
feed, and mineral blocks; their effects are most pronounced 
in those areas. Riparian zones, because of  their abundant 
forage and water, are good examples of  livestock concentra-
tion areas. Cross-fencing, developing alternative water  sources, 
and providing feeding supplements on upland sites away 

Fig. 27.1. Net change in mule deer hiding cover from ground level 
to 2 m, from the beginning of summer until mid-August, as a 
function of cattle-stocking rate (AUM/ha = animal unit-months 
per hectare). After Loft et al. (1987).
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from riparian areas, more evenly distribute livestock. How-
ever, in certain situations, wildlife can benefit from patchy 
livestock distribution because some areas are lightly grazed. 
For example, many species of  wildlife inhabit ecotonal areas 
(edges), and patchy distribution of  livestock across home 
ranges of  those species enables selection of  grazed versus 
nongrazed patches to serve as foraging areas or refugia.

Types of Livestock
Effects of  grazing on wildlife depend on the species of  live-
stock. Differences in diet between cattle and domestic sheep 
dictate the effects they have on plant species composition. 
Also, cattle usually range within the confines of  a fenced al-
lotment, but sheep often are herded. Herded bands of  sheep 
may have enhanced some habitats for mule deer in Califor-
nia (Longhurst et al. 1976) by repeated grazing and brows-
ing that stimulated regrowth of  more palatable shrubs and 
herbaceous vegetation. However, transmission of  diseases 
from domestic sheep to mountain sheep (Ovis canadensis) 
may have eliminated many populations of  the latter from 
California (Wehausen et al. 1987), and disease transmitted 
from domestic goats has occurred in some populations of  
mountain sheep ( Jansen et al. 2006). Further, there is in-
creasing evidence that transfer of  diseases from domestic 
sheep to mountain sheep can have severe consequences for 
wild sheep populations (George et al. 2008), and models 
predict those effects to occur at the level of  the landscape 
(Clifford et al. 2009). As a result, professional organizations 
(e.g., Desert Bighorn Council Technical Staff  1990), federal 
agencies, and nongovernmental organizations have adopted 
management policies or recommendations that reduce the 
probability of  contact between domestic sheep or domestic 
goats and mountain sheep (Bureau of  Land Management 
1992, U.S. Fish and Wildlife Service, and California Depart-
ment of  Fish and Game 2002, Wild Sheep Working Group 
2007, Schommer and Woolever 2008).
 Competition between pronghorn and domestic sheep is 
greater than between pronghorn and cattle because of  in-
creased overlap in forage preferences. On overgrazed sheep 
ranges, insufficient forb growth was available for pronghorn 
during the critical midwinter period, and pronghorn die-offs 
were common (Buechner 1950). In general, domestic sheep 
are more likely than cattle to affect pronghorn adversely 
(Autenrieth 1978, Salwasser 1980, Yoakum 1980, Kindschy  
et al. 1982), and even moderate use by sheep during the 
winter dormant period can leave range units unsuitable for 
pronghorn until plant regrowth in spring (Clary and Beale 
1983). Cows with calves often exhibit grazing patterns dif-
ferent from those of  steers, and differences among breeds of  
cattle and sheep may occur.

Specialized Grazing Systems
Many specialized grazing systems exist, although most can 
be classified into 3 types (Heady 1975, Stoddart et al. 1975). 

Continuous grazing allows livestock to graze season-long 
or year-long. Deferred grazing refers to delaying or defer-
ring grazing until after most of  the range plants have set 
seed. Deferred grazing allows plants to grow, store carbohy-
drates, and reproduce at high rates. Rotational grazing in-
volves dividing a range unit and rotating livestock through 
different pastures.
 Combinations of  periodic deferment and rotational graz-
ing are called deferred-rotation grazing systems. The most 
common of  these is the 4-pasture deferred-rotation sys-
tem, in which 4 range units or pastures are used, with 3 be-
ing grazed year-long and the fourth being deferred for 4 
months. The pastures are then rotated each year.
 Rest-rotation grazing is similar to a deferred-rotation 
system, but the period of  rest consists of  a full year or more. 
Short-duration grazing systems are similar to deferred-
rotation systems, except that ≥8 small pastures are used; 
stocking rates are high in each pasture as it is used, but live-
stock are present for only short periods of  time. Timing of  
livestock grazing is critically important to most rangeland 
wildlife species; therefore, rotational grazing systems de-
signed to consider wildlife have the greatest potential to re-
duce adverse effects.
 Rest-rotation grazing may have the most potential to 
provide benefits to wildlife, but the value of  this technique 
recently has been questioned (Briske et al. 2008) and conclu-
sive evidence of  a direct cause and effect between rotational 
grazing and enhancements to wildlife production is limited 
(Krausman et al. 2009). This system often is economically 
disruptive because it foregoes livestock forage, but such 
losses may be compensated by benefits derived from wild-
life-related recreation on public lands. For example, develop-
ment of  a rest-rotation grazing system in a single deer- 
hunting zone in California might specify that each range 
unit would be grazed only 1 of  3 years. The value of  unused 
livestock forage, calculated on the basis of  net economic 
value at US$12.82/AUM, would equal about US$71,000 
over each 3-year grazing cycle. However, increased deer 
populations and additional hunting opportunities would be 
valued at US$6.5 million over the same period (Loomis et al. 
1991).

Using Livestock to Manage Wildlife Habitat
In some situations, livestock grazing can be used to manage 
wildlife habitat (Longhurst et al. 1976, 1982; Holechek 1980, 
1982; Urness 1982, 1990; Severson 1990; Krausman et al. 2009). 
Livestock grazing has been applied to the management of  
habitat for species as diverse as mule deer (Smith et al. 1979, 
Willms et al. 1979, Reiner and Urness 1982), northern bob-
whites (Colinus virginianus; Moore and Terry 1979), and 
Canada geese (Branta canadensis; Glass 1988). For example, 
cattle grazing in late winter and spring on foothill, annual 
grasslands in California, encourage growth of  forbs that are 
valuable to many wildlife species.
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 In other situations, application of  prescribed grazing 
has met with mixed results. Too often, the intent of  using 
livestock grazing has been to manage habitat for a single 
species, whereas entire communities actually are affected. 
Using livestock to maintain a plant community in an early 
seral stage often will benefit those wildlife species depen-
dent on such habitat, while simultaneously affecting species 
associated with climax communities (Kie and Loft 1990).
 The prescription, or strategy, for grazing is important. 
Maximizing benefits to wildlife from changes in grazing will 
involve reductions in livestock numbers and shortening 
grazing seasons compared to management plans designed 
to maximize livestock production. Livestock grazing by it-
self  is neither good nor bad for wildlife, but depends on a 
variety of  factors, including wildlife species of  concern, live-
stock numbers, timing and duration of  livestock grazing, 
livestock distribution, and kinds of  livestock (Kie and Loft 
1990). Wildlife and range managers should avoid generaliza-
tions and evaluate the role of  livestock on wildlife and their 
habitats independently for each species, grazing plan, and 
management situation.

MANAGING RANGELAND BY 
ANTHROPOGENIC MANIPULATION

Fire
Rangeland species evolved under the influence of  fire and, 
hence, many are fire-adapted. The natural occurrence of  fire 
varies among regions as a result of  fuels, topography, cli-
mate, and ignition source. The effect that fires have on land-
scapes is further dependent upon fire size, intensity, fre-
quency, time of  year during which they occur, and resulting 
burn patterns (Riggs et al. 1996). The interval at which fire 
occurs on a landscape varies as a function of  active fire sup-
pression, prior fire regime, plant community, and geographic 
location (Wright and Bailey 1982).
 Effects of  fire on wildlife populations may be positive or 
negative depending upon the temporal scale under consider-
ation (short- versus long-term), species involved, and charac-
teristics of  the burn. Fire effects on wildlife may be character-
ized as those directly affecting diet and those relating to 
habitat structure. Although effects on forage quality tend to 
be rather short-lived following a fire (Hobbs and Spowart 
1984), structural changes may persist for decades, as is the 
case when forested and shrub stands are eliminated (Bun-
ting 1986, Everett 1986, West and Yorks 2002). Effects of  fire 
on bird and small mammal populations tend to be related to 
modifications of  vegetation structure (Blake 1982, Bock and 
Bock 1983, Niemi and Probst 1990, Riggs et al. 1996).
 Diet quality may be altered by fire as a result of  altera-
tions to floristic composition of  plant communities, chemi-
cal composition of  plant tissues, and structure of  the plant 
canopy (Riggs et al. 1996). Although investigators have ob-
served increases in both crude protein (Hobbs and Spowart 

1984, Cook et al. 1994) and in vitro digestibility (Hobbs and 
Spowart 1984) in forages following fire, some of  the great-
est nutritional benefits may be derived through increases in 
foraging efficiency (Hobbs and Spowart 1984, Canon et al. 
1987). Fire removes litter and dead standing herbage of  low 
nutritional value (Van Soest 1994) enabling herbivores to 
more efficiently select nutritious plant material (Hobbs and 
Spowart 1984). The effects of  burning on forage quality and 
stand composition and canopy among graminoids and her-
baceous species persist for 1–3 years (Hobbs and Spowart 
1984), and fire frequency strongly influences habitat selec-
tion by some species (Holl et al. 2004, Bleich et al. 2008). Ul-
timately, effects on animal condition and productivity are 
most definitive; Svejcar (1989) noted increases in cattle per-
formance when they were feeding on burned tallgrass prairie.
 Grazing prior to burning proportionately reduces nitro-
gen losses in forage (Hobbs et al. 1991), and grazing that 
precedes fire in tallgrass prairie reduces spatial variability of  
patches and improves animal performance (Hobbs et al. 1991). 
However, grazing of  dry prairies following fire can inhibit 
forage recovery, and preference for burns by cattle may re-
quire adjustments to stocking rate (Erichsen-Arychuk et al. 
2002).
 Riggs et al. (1996) discussed the economics of  prescribed 
fire and reported the larger the prescribed fire, the more 
cost-effective, because fixed costs are applied over a greater 
area. They cautioned, however, that beneficial effects of  fire 
treatments on wildlife habitats and populations should out-
weigh issues focusing too heavily on the amount of  area 
burned. The role of  fire varies from region to region and 
ecosystem. Thus, prescriptions should be tailored to specific 
project areas.

Other Methods of Vegetation Manipulation
In addition to burning and grazing, vegetation manipula-
tion of  rangelands may occur through use of  hand tools, 
mechanical equipment, and chemical spraying. The goals, 
as well as logistic and financial constraints, will affect which 
method is most suitable for any given area. Mechanical 
treatments are used to remove undesirable overstory spe-
cies that inhibit growth of  understory forage species 
(Bleich and Holl 1981, Fulbright and Guthery 1996, Hole- 
chek et al. 1998, Stephenson et al. 1998). Herbicide applica-
tion may be used to control either unwanted brush or her-
baceous species.
 Although there may be social and legal constraints that 
affect use of  herbicides, their application may be appropri-
ate in some cases. In contrast to mechanical removal of  veg-
etation, application of  herbicides over large areas is typically 
less expensive and time consuming. Herbicides may be ap-
plied by hand, or with sprayers mounted to tractors or air-
craft (Koerth 1996). The Herbicide Handbook Committee 
(1994, 1998) provides a thorough review of  the types of  
chemicals available and their known effects.
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 Mechanical removal of  brush from rangelands for the 
benefit of  wildlife tends to be most successful when applied 
to patches inter-mixed in a landscape mosaic (Fulbright and 
Guthery 1996). In contrast, extensive clearing is detrimental 
to species dependent on woody plants. Major techniques for 
large-scale brush removal include use of  roller choppers, 
shredders (e.g., rotary axe), and crushers for top-growth re-
moval or, conversely, whole plant removal by root plowing, 
chaining and cabling, disking, and bulldozing and power 
grubbing (Bleich and Holl 1981, Fulbright and Guthery 1996). 
Additional considerations when selecting mechanical meth-
ods include topography, extent of  resprouting, soil type, and 
size of  the area to be treated (Holechek et al. 1998).

MANAGING RANGELAND  
AND RIPARIAN AREAS

Riparian areas are important habitats for terrestrial and 
aquatic wildlife (Carothers and Johnson 1975; Thomas et al. 
1979d, e; Platts and Raleigh 1984; Skovlin 1984; Platts 1990). 
Their importance is a result of  being obligate habitat for 
many aquatic species, of  the uniqueness of  their soil and 
vegetation complexes that produce diverse vegetation struc-
ture and concomitant diverse biological communities, and 
of  their limited extent across a diversity of  landscapes. Their 
value for a given species of  wildlife is a function of  water 
availability (for example, mule deer in the Sonoran Desert 
versus wildlife in the Prairie Pothole Region of  North Amer-
ica), life stages, animal movements, weather, and other factors.
 Riparian vegetation and its structural arrangement are 
important for wildlife. Many vertebrate and invertebrate 
species depend directly or indirectly on riparian vegetation 
for food, cover, or other life requisites. Some wildlife use ri-
parian zones disproportionately more than any other habi-
tat. For example, of  363 terrestrial species in the Great Basin 
of  southeastern Oregon, 288 depend directly on riparian 
zones or use them more than other habitats (Thomas et al. 
1979d,e). Herpetofaunas also are strongly associated with ri-
parian areas ( Jones 1988). Riparian soils and substrates are 
important to amphibians, reptiles, and small mammals be-
cause these wildlife forms often inhabit subsurface environ-
ments. The temperate microclimate, availability of  mois-
ture, and greater biomass production of  these areas provide 
for complex food webs.
 The value of  riparian areas to wildlife is only generally 
described, owing to the difficulty of  long-term observations. 
Mule (Thomas et al. 1979e) and white-tailed (Compton et al. 
1988) deer select woody riparian vegetation for cover and 
forage. Selected bird species have demonstrated an affinity 
for distinct layers of  vegetation (Gutzwiller and Anderson 
1986). Riparian zones provide migration routes for birds, 
bats, deer, and elk (Wauer 1977), and are frequently used by 
deer and elk as travel corridors between high-elevation sum-
mer ranges and low-elevation winter ranges. Moreover, ri-

parian habitats are strongly selected by mountain lions (Puma 
concolor) in some areas (Dickson and Beier 2002).
 Riparian habitats are of  further importance because they 
comprise only about 1% of  the landscape in the United 
States (Knopf  1988). Further, >70% of  the original riparian 
habitats in the United States have been lost through a vari-
ety of  land use practices (Megahan and King 1985). Barclay 
(1978) reported that natural riparian habitats within the 
Oklahoma grasslands have nearly vanished, and channeliza-
tion was responsible for conversion of  86% of  bottomland 
forests to other land uses. In the southwestern United States, 
many historically perennial streams are largely ephemeral 
watercourses today ( Johnson et al. 1989).
 Central to development of  management strategies for 
riparian areas are (1) an understanding of  what constitutes 
a riparian area, (2) their internal functions and processes,  
(3) the influences on riparian ecosystems, and (4) their im-
portance to wildlife. Elmore (1989) argued that a fundamen-
tal understanding of  the functioning of  riparian ecosystems 
was initially necessary to evaluate benefits and incorporate 
management actions into land use plans.
 Rivers and streams transport water and sediments ( Jen-
sen and Platts 1987). Thus, riparian habitats are unique prod-
ucts derived from the dynamic processes that a given stream 
produces and are influenced by the interactions of  climate, 
geology, geomorphology, hydrology, pedogenesis, and chemi-
cal and biological processes. Little information is available, 
however, on wildlife–riparian interactions. As a result, wild-
life management considerations frequently are excluded from 
land use plans (Dwyer et al. 1984, Dickson and Huntley 
1987). Substantial work has been done on riverine–riparian 
dynamics (reviewed by Curtis and Ripley 1975; Thomas et al. 
1979d,e; Brinson et al. 1981, Kauffman and Krueger 1984; 
Platts and Raleigh 1984; Skovlin 1984; Warner and Hendrix 
1984; DeBano and Schmidt 1989; Platts 1990).

Value, Structure, and Function of Riparian Areas
Several authors have proposed riparian terminology; both 
Swanson et al. (1982) and Johnson and Lowe (1985) suggest 
that disparity exists among users. They defined riparian 
areas as the sum of  the terrestrial and aquatic components 
characterized by (1) presence of  permanent or ephemeral 
surface or subsurface water, (2) water flowing through 
channels defined by the local physiography, and (3) the pres-
ence of  obligate, occasionally facultative, plants requiring 
readily available water and rooted in aquatic soils derived 
from alluvium. Riparian ecosystems usually occur as an eco-
tone between aquatic and upland ecosystems, and have dis-
tinct and variable vegetation, soil, and water characteris-
tics. Typically, riparian areas are viewed as riverine habi- 
tats with perennial surface flows and associated plants and 
soils. However, surface flows may be ephemeral or periodic, 
as in desert washes or arroyos of  the southwestern United 
States.
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 Riparian vegetation typically functions to allow neces-
sary sediment transport and natural erosional processes. It 
also effectively reduces accelerated erosion that could result 
in loss of  riparian habitats (Miller 1987a). Riparian trees sup-
ply large organic debris and function to influence the physi-
cal (morphology), chemical (nutrient cycling), and biologi-
cal (flora and fauna) components of  the system (Bisson et al. 
1987). Changes in stream channel structure and habitat di-
versity can occur when large organic debris is removed (Bilby 
1984). Structural diversity, an important feature of  riparian 
vegetation ( Jain 1976, Anderson and Ohmart 1977), is af-
fected by consequences of  natural or human-caused habitat 
disruption.

Management Problems and Strategies
Management of  riparian habitats is important because of  
the role of  these ecosystems in water quality and nutrient 
recycling (Stednick 1988), and because riparian vegetation is 
considered to be the most sensitive and productive North 
American wildlife habitat (Carothers and Johnson 1975). In-
deed, no other habitat in North America is as important to 
noncolonial nesting birds; riparian areas are equally impor-
tant to many other terrestrial vertebrates (Szaro et al. 1985).
 Riparian zones are easily affected by natural or induced 
changes on their watersheds, including grazing (Kauffman 
and Krueger 1984, Skovlin 1984, Chaney et al. 1990). More-
over, problems seemingly related to riparian habitats alone 
cannot be resolved by considering only that habitat. As a re-
sult, management of  riparian areas should be considered 
both onsite (within the riparian zone) and offsite (outside 
the riparian zone), which accounts for all adjacent uplands 
that exert influence over the watershed. Onsite activities 
such as grazing management and vegetation treatments are 
performed within riparian habitats; offsite activities include 
logging, road construction, and slash burning. Management 
activities outside the riparian zone may change the quantity 
and quality of  water entering the riparian area (Stednick 
1988). A variety of  range management options are available 
for sustaining health of  riparian habitats, including com-
plete protection (Stromberg and Patten 1988), multiple-use 
approaches, and exclusive use.
 Livestock grazing is perhaps the greatest biological threat 
to riparian habitats in the western United States, given that 
about 91% of  the total rangeland is grazed (Chaney et al. 
1990). Improper livestock grazing affects all 4 components 
of  the riverine–riparian system—channel, stream banks,  
water column, and vegetation (Platts 1990). Livestock graz-
ing problems usually are the result of  improper distribution 
of  cows and not simply too many (Severson and Medina 
1983). Concentrated livestock use results in sparse tree or 
shrub stands of  low vigor, generally with substantial dead 
material on the ground, a tight, sod-bound soil, and lack of  
tree or shrub reproduction. Damage occurs in several ways. 
One is compaction of  soil, which reduces moisture infiltra-
tion and increases runoff. Another is constant removal of  

herbage, which allows soil temperatures to rise and increases 
evaporation from the soil surface. A third is physical dam-
age to the trees or shrubs by rubbing, trampling, and brows-
ing (Severson and Boldt 1978). The primary method for re-
solving overuse of  riparian areas has been modified grazing 
strategies, which have met with mixed results (Dwyer et al. 
1984, Skovlin 1984, Chaney et al. 1990).
 Isolated case studies have demonstrated that revised graz-
ing management improved conditions, but also that condi-
tion of  riparian habitats continues to decline (Resource and 
Community Economic Development Division 1988). Myers 
(1989) reported 74% of  the grazing systems evaluated failed 
to positively improve rangeland health within 20 years; how- 
ever, riparian vegetation usually improves from grazing re-
lief  within 4–6 years, depending on severity of  use (Platts and 
Nelson 1989). Areas with severe overuse require greater  
periods of  time (>15 yr) for native species such as sedges 
(Cyperaceae) to displace species adapted to overuse (Elmore 
and Beschta 1987).
 Conventional grazing systems (Heady 1975) were devel-
oped with consideration only for production and maintenance 
of  forage plants, primarily graminoids. Application of  these 
systems to maintain woody streamside vegetation and stream 
bank integrity likely will not be satisfactory, given the eco-
physiology of  shrubs and trees. Platts (1990:6) provided an 
excellent description of  grazing strategies designed to com-
plement restoration objectives with livestock management, 
and suggested that, “the solution is to identify and develop 
compatible grazing methods,” given our state of   knowledge 
of  the functions of  riparian systems. Indeed, at least one graz-
ing strategy is available that would provide riparian areas 
with the necessary rest or protection needed to restore, main-
tain, or enhance their productivity. The least acceptable op-
tion is “no use” by ungulates and this option may be attrac-
tive in situations where restoration is a major objective of  
overall riparian management. Another recommendation is 
to fence critical reaches of  riparian habitats in an effort to 
maintain the integrity of  the streamside zone (Platts 1990).
 A good management strategy for sustaining rangeland  
riparian areas will (1) maintain the productivity of  the vege-
tation (e.g., structure, species composition), (2) maintain the 
integrity of  stream dynamics (e.g., channel and bank stabil-
ity), and (3) recognize that several factors (e.g., soils, vegeta-
tion, hydrology, and animals) interact to maintain a dynamic 
equilibrium within the riparian zone. Successful manage-
ment in riparian areas is dependent on application of  knowl-
edge from the physical sciences, such as hydrology and geo-
morphology, combined with an aggressive program that 
provides adequate protection to the structure, composition, 
and diversity of  vegetation in such areas.

DEVELOPING RANGELAND WATER SOURCES

Increasing the amount of  water available to wildlife has been 
used to enhance habitat for a variety of  species inhabiting 
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arid rangelands (Kie et al. 1994, Lynn et al. 2006, O’Brien 
et al. 2006) and other “nontarget” wildlife may benefit from 
that activity if  water developments are carefully planned or 
existing developments are modified appropriately (Tuttle  
et al. 2006). Techniques include improvement of  natural 
springs, seeps, and waterholes, and construction of  artificial 
devices to capture and store rainfall (Tsukamoto and Stiver 
1990, Young et al. 1995, Arizona State University College of  
Law 1997). Recently, development of  rangeland water sources 
has been questioned (Broyles 1995) and become controver-
sial (e.g., Broyles and Cutler 1999, Rosenstock et al. 2001), 
and it is an issue that will require substantial effort to re-
solve (Rosenstock et al. 1999, Krausman et al. 2006).
 Many methods have been used to make subsurface water 
available to wildlife including manual techniques, explosives, 
prescribed fire, and chemicals. Recently, horizontal well tech-
nology has been applied to development of  springs and 
seeps for wildlife (Kie et al. 1994). Handwork, although time-
consuming and costly, may be the most practical way to ac-
complish some types of  developments (Weaver et al. 1959). 
Helicopters can be used to transport personnel and hand 
tools into remote sites, thereby allowing development of  
those sites (Bleich 1983).
 Water sources can be improved with explosives (Weaver 
et al. 1959), but caution is necessary to ensure that water-
yielding subsurface formations are not altered drastically 
and water flow is not interrupted. When such damage does 
occur, it is usually the result of  a heavy charge opening a 
crack that allows water to escape. Explosives should be used 
only on marginal seeps where sufficient water is not imme-
diately available and they can be used safely. Explosives also 
are useful in clearing channels to allow storm flows to by-
pass a spring, or to lay pipe to be used for gravity flow of  
water to a basin (Weaver et al. 1959).
 Prescribed fire can be used to remove phreatophytic veg-
etation, resulting in a decrease in the transpiration of  sub-
surface water and increased surface flows (Biswell and 
Schultz 1958, Weaver et al. 1959). Use of  prescribed fire re-
quires extreme caution and periodic reburning may be nec-
essary to maintain surface flows. However, the importance 
of  small patches of  desert riparian vegetation to a multitude 
of  species makes any substantial reduction in the occur-
rence of  such vegetation undesirable (Bleich 1992). Where 
prescribed fire can be used to temporarily clear a spring site 
or seep so that other development may proceed, its use may 
be desirable, but its role is limited.
 Herbicides increase surface flows by eliminating vegeta-
tion responsible for evapotranspiration of  subsurface water. 
They can be particularly useful where water is limited; loss 
of  cover or shade may be more than offset by making a per-
manent water supply available to wildlife (Weaver et al. 
1959). The limited distribution of  native, riparian vegetation 
in arid areas makes widespread use of  herbicides undesir-
able. Herbicides can, however, be used to control saltcedar 
or tamarisk (Tamarix spp.) at desert water sources (Sanchez 

1975). Control of  these exotic species can be successfully ac-
complished on a small scale by hand-cutting and herbicide 
application (Sanchez 1975, Neill 1990).

Development of Springs
Development of  springs should (1) provide at least one es-
cape route for wildlife to and from the site that takes advan-
tage of  the natural terrain and vegetation, (2) provide an  
alternate escape route where feasible, (3) protect water de-
velopments from livestock while allowing access for wild-
life, (4) reduce the possibility of  wildlife drowning by pro-
viding gentle basin slopes or ramps in tanks, (5) maintain or 
provide adequate natural cover, plantings, or brush piles 
around the watering area; (6) provide, where applicable, a 
sign to inform the public of  the purpose of  the develop-
ment, (7) provide for development of  sufficient capacity to 
supply water whenever it is needed for wild animals, and  
(8) provide livestock and public access to water outside the 
protected water development (Yoakum et al. 1980, Bleich 
1992, Kie et al. 1994). If  shy animals are involved, water for 
human consumption can be piped some distance from the 
wildlife water source. For example, sustained camping should 
be discouraged within a 1-km radius of  water used by moun-
tain sheep.
 Ramps or walk-in wells offer a simple and inexpensive 
method of  making water available to wildlife (Weaver et al. 
1959). Unless the ramp is cut through rock, however, the 
sides must be boarded to keep material from sloughing into 
the excavation. Ramps should be a minimum of  1 m wide 
to allow large animals to enter and exit easily. Ramps also 
are important for escape in other types of  water develop-
ments such as livestock troughs (Wilson 1977) and guzzlers 
(Andrew et al. 2001).
 Construction of  small basins or pools at a water source is 
an effective way to conserve water and make it readily avail-
able to wildlife. Basins may be constructed with rock, cement, 
or masonry, or they may be gouged from solid rock near the 
source when small seeps originate in a rock stratum. A sim-
ple basin, constructed with hand tools, can be chiseled into 
solid rock and will effectively store water for years. Where 
appropriate, power tools and explosives can be used to cre-
ate larger storage basins. When explosives are used, care 
must be taken not to damage the source of  the water, or the 
rock face so that it cannot be modified to store water. A ma-
jor advantage of  this type of  development is that it is nearly 
indestructible.
 Rock basins can be enlarged with cement and rocks or 
masonry materials. Similarly, these materials may be used to 
construct diversions to protect a basin from debris caused 
by storm flows, or to create an artificial basin at a location 
where the development of  a solid rock basin is impractical. 
Special masonry techniques may be necessary to ensure a 
bond between the mortar and rock (Gray 1974).
 Many springs and seeps occur in canyon bottoms. Even 
when developed, such springs are subject to damage by water 
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from storms. A method of  development that often is satis-
factory is to bury a length of  perforated asphalt or plastic 
pipe packed in gravel, at the spring source, and pipe the  
water to a basin or trough away from the canyon bottom 
and danger of  flooding. Placing large rocks over a source  
after it has been developed and capping the development 
with concrete increases protection. Alternatively, a redwood 
spring box may be installed at a water source, allowing ac-
cess for maintenance, with water piped to a trough in a safe 
location.
 Plastic pipe is a good choice for use because it is light-
weight, durable, and not subject to rust or corrosion; fur-
ther, repairs are easily accomplished. Any type of  pipe should 
be buried sufficiently deep to prevent freezing, trampling by 
livestock and wild ungulates, or damage from floods. A con-
tinuous downhill grade will help prevent air locks from de-
veloping in the pipe and ensure constant flow of  water. 
When water is to be piped away from excavated springs, a 
trough constructed of  concrete or masonry is preferred be-
cause it will not rust. If  the trough poses a potential hazard 
for small animals and birds, a ramp should be installed to fa-
cilitate access to the water (Bond 1947).

Horizontal Wells
Traditional techniques used to develop springs and seeps 
have several disadvantages: (1) flow of  water from the source 
cannot be controlled; (2) variable flow may be inadequate  
to generate enough water to create a surface source; and  
(3) exposed spring water and the source may be susceptible 
to contamination (Welchert and Freeman 1973). Horizontal 
well technology can overcome some of  these disadvantages 
(Coombes and Bleich 1979; Bleich 1982, 1990; Bleich et al. 
1982a).
 Horizontal wells have several advantages: (1) success rate, 
particularly in arid regions where historical sources may 
have failed, is high; (2) amount of  water can be readily con-
trolled, thus reducing waste; (3) the area is not readily sub-
ject to contamination; (4) they are relatively inexpensive to 
develop; and (5) maintenance requirements are low. Hori-
zontal wells also have disadvantages: (1) the initial cost of  
the equipment necessary to construct them can be high (al-
though private contractors can do the work with their own 
equipment); (2) transporting the necessary equipment to re-
mote sites can be difficult; and (3) some horizontal wells re-
quire a vacuum relief  valve to prevent air locks from inter-
rupting the flow.
 Site selection is the most important and difficult step in 
development of  a horizontal well. Several factors, including 
presence of  historical springs and seeps, distribution of  phre-
atophytes, and presence of  an appropriate geological forma-
tion, must be evaluated (Welchert and Freeman 1973). Dike 
formations (a tilted, impervious formation that forms a nat-
ural barrier to an aquifer) and the contact formation (a perched 
water table over an impervious material) are both suitable 

for horizontal well development. Developing a dike forma-
tion requires the impervious barrier be penetrated to tap 
the stored water (Fig. 27.2), while a contact formation is de-
veloped by penetrating at or above a seep area at the bound-
ary of  an impervious layer (see Fig. 27.2).

Tinajas
Tinajas are rock tanks created by erosion that hold water. 
In some desert mountain ranges, tinajas may provide the 
only sources of  water for wildlife. The capacity of  tinajas can 
range from a few liters to >100,000 L of  water.
 Several techniques are available to increase storage ca-
pacity of  tinajas. Sunshades can be used to reduce evapora-
tion of  water (Halloran 1949; Halloran and Deming 1956, 
1958; Weaver et al. 1959). Shades can be constructed by an-
choring eyebolts into the canyon walls, installing cables, and 
attaching shading material such as sheet metal to the cables 
(Weaver et al. 1959). In Arizona, sunshades have been built 
with a framework of  5-cm pipe placed into holes drilled into 
bedrock, with shading material then attached to the frame-
work (Werner 1984).
 Some tinajas can be deepened or enlarged with explosives 
(Halloran 1949, Weaver et al. 1959), but use of  this method 
risks damage to the tinaja. A safer, and potentially more ef-

Fig. 27.2. Horizontal wells can be developed in dike or contact 
formations. The position of the well relative to the aquifer and 
impervious barrier is critically important to the success of the 
well. After Welchert and Freeman (1973).
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fective, method involves constructing an impervious dam 
on the downstream side, combined with a pervious struc-
ture to divert debris around the tinajas, but allowing water 
to flow into them (Werner 1984). Deep, steep-sided tinajas 
often pose special problems for wildlife, because individuals 
can become trapped when water levels are low. Pneumatic 
equipment or explosives can be used to chisel or blast access 
ramps in such situations (Halloran 1949). Mensch (1969) used 
explosives to create an escape ramp at a natural tinaja in 
which 34 mountain sheep had died within a 2-year period.

Sand Dams
Some of  the earliest techniques designed to increase water 
availability in arid regions involved construction of  sand dams 
or sand tanks (Sykes 1937; Halloran 1949; Halloran and 
Deming l956, 1958). These devices originally were constructed 
by placing a concrete dam across a narrow canyon. One or 
more pipes that could be capped to prevent water from 
draining penetrated the dam. The dammed area then filled 
with sand and gravel washed in by floods. Water soaks into 
the sand and gravel, and is stored, protected from excessive 
evaporation (National Academy of  Sciences 1974).
 Sand dams must be securely anchored in bedrock, and 
the design and construction of  the dam may be the most 
important aspect of  the entire system (Bleich and Weaver 
1983). Seepage at the bedrock interface could be a signifi-
cant source of  water loss; therefore, Bleich and Weaver (1983) 
emphasized that techniques used must result in an efficient 
bond between cement and bedrock (Gray 1974).
 Storage volume of  sand dams can be increased in a vari-
ety of  ways (Sivils and Brock 1981, Bleich and Weaver 1983), 
but dams should not be too large. Compounds such as cal-
cium aluminate can be added to the concrete to decrease 
set-up time (Gray 1974); however, sand dams should be no 
greater than 12 m long and 3 m high (Halloran and Deming 
1956, 1958). Water stored behind sand dams can be piped to 
a trough some distance from the dam (Sivils and Brock 1981), 
or used to flood natural or constructed potholes downstream.
 Precipitation in arid regions often occurs as violent thun-
derstorms; therefore, washes and canyons often flow with 
large amounts of  water over a short period of  time. These 
brief  flows may not allow sufficient time for stormwater to 
saturate areas behind sand dams, especially if  the under-
ground storage capability has been enhanced (Sivils and Brock 
1981, Bleich and Weaver 1983). Rock-filled baskets or gabi-
ons anchored into bedrock can be placed across a wash or 
canyon perpendicular to the direction of  flow to slow water 
velocity. Such structures also raise and widen the wash.

Reservoirs and Small Ponds
A reservoir consists of  open water impounded behind a 
dam. Reservoirs can be constructed by building a dam directly 
across a drainage or by enclosing a depression on one side 
of  a drainage and constructing a ditch to divert water into 

the resulting basin (Yoakum et al. 1980). They also recom-
mended that reservoirs be designed to provide maximum 
storage with minimum surface area to reduce evaporation. 
Major points to consider in selection of  reservoir sites in-
clude the following: (1) suitability of  soils for dams (clays 
with a fair proportion of  sand and gravel; i.e., 1 part clay to 
2–3 parts grit), (2) the watershed area above the dam should 
be sufficiently large to provide water to fill the reservoir, but 
not so large that excessive flows will damage the spillway or 
wash out the dam, (3) channel width and depth, with a bot-
tom easily made watertight and channel grade immediately 
above the dam as flat as possible, (4) easy access for wildlife 
to the water, and (5) an adequate spillway naturally incorpo-
rated into the development.
 The base thickness of  the dam must be ≥4.5 times the 
height plus the crest thickness. Slopes of  the dam should be 
2.5:1 on the upstream face and 2:1 on the downstream face. 
Minimum width of  the top of  all dams should be 3 m. Fill 
of  the dam should be ≥10% higher than the required height 
to allow for settling. Freeboard (depth from the top of  the 
dam to the high-water mark when the spillway is carrying 
the estimated peak runoff ) should not be <60 cm, and the 
spillway should be designed to handle double the largest ex-
pected volume of  runoff. A natural spillway is preferred and 
it should have a broad, relatively flat cross-section. Water 
should be taken out through the spillway well above the fill, 
and then reenter the main channel some distance down-
stream. Spillways should be wide, flat-bottomed, and pro-
tected by riprapping, or by facing with rocks. The entrance 
should be wide and smooth, and the grade of  the spillway 
channel should be low so the water will flow through with-
out cutting (Hamilton and Jepson 1940).
 New reservoirs usually do not hold water satisfactorily 
for several months. Bentonite clay spread over the bottom 
and sides of  the basin and face of  the dam will help seal the 
impoundment. The basin also can be lined with polyethyl-
ene or another appropriate material, with 15–30 cm of  dirt 
rolled evenly over the top (Portland Service Center 1966). 
Other artificial materials such as Hypalon® (Water Saver 
Company, Denver, CO) are superior to polyethylene, because 
of  their strength and resistance to ultraviolet radiation. 
These liners can be custom-made for reservoirs of  different 
sizes.

Dugouts
Large earthen catchment basins built to collect water for 
livestock were commonly called charcos by early settlers 
along the Mexican border, and dugouts by pioneers in other 
areas (Yoakum et al. 1980). Dugouts can be placed in almost 
any type of  topography, but are most common in areas of  
comparatively flat, well-drained terrain. Such areas facilitate 
maximum storage with minimum excavation. Dugouts can 
be small, rectangular excavations (Fig. 27.3). All sides should 
be sloped sufficiently to prevent sloughing (usually ≤2:1) and 
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one or more relatively flat side slopes (≤4:1) should be pro-
vided to facilitate access for large mammals (Bureau of  Land 
Management 1964).

Adits
Adits (Fig. 27.4) are short, dead-end tunnels that extend into 
solid rock constructed with a downward sloping floor to  
allow access by wildlife (Halloran and Deming 1956, 1958). 
Adits have been constructed in Arizona and other western 
states, primarily to benefit mountain sheep (Parry 1972, 
Weaver 1973).
 Personnel skilled in hard-rock blasting techniques should 
be used to construct adits. These water storage depots 
should have openings ≥2 × 3 m and be ≥4–5 m in length. 
The water storage depth should be ≥4 m to ensure a de-
pendable water supply (Halloran and Deming 1956, 1958). 
Commercial masonry sealers should be used to prevent 

seepage of  water through rock fractures (Halloran and Dem-
ing 1956, 1958; Gray 1974; Werner 1984).
 The opening of  an adit must be at approximately the 
same elevation as that of  the wash in which it is placed; 
therefore, it may be necessary to construct a diversion  
that allows flood waters to enter, yet causes debris, sand, 
and boulders to bypass the adit. Boulders placed on the  
upstream sides of  adits can be used for this purpose (Hal-
loran and Deming 1956, 1958). Another effective, but sim-
ple, technique involves construction of  a rock gabion (Wer-
ner 1984).
 An adit also can be designed to store water from a natu-
ral source, such as a seasonal or permanent spring (Werner 
1984), and water sometimes can be diverted into adits from 
natural slick-rock aprons above the site. Further, adits also 
can be used to store water that normally would be unavail-
able, and water can be pumped from the adit into a nearby 
tinaja (Werner 1984). In such instances, the adit should be 
covered to reduce evaporation. Shade structures have been 
used to reduce evaporation at adits in which stored water is 
directly available to wildlife (Halloran and Deming 1956, 
1958).

Guzzlers
Guzzlers are permanent self-filling structures that collect 
and store rainwater and make it directly available to wildlife. 
Guzzlers can be constructed to provide water for small ani-
mals only, or for animals of  all sizes.
 Several techniques can be used to collect water for guz-
zlers. Aprons that collect rainfall can be of  manufactured or 
natural materials, including concrete or sheet metal aprons, 
but asphalted, oiled, waxed, or otherwise treated soil aprons 
can be used (Glading 1947, Fink et al. 1973, Rauzi et al. 1973, 
Myers and Frasier 1974, Frasier et al. 1979, Johnson and Ja-
cobs l986, Rice 1990, Lesicka and Hervert 1994).
 Guzzlers useful for wildlife generally store water in under-
ground tanks, and wildlife walk a ramp to enter the guzzler 

Fig. 27.3. Dugouts, also known as charcos, can be 
constructed to provide water for wildlife on 
rangelands. After Yoakum et al. (1980), Kindschy et al. 
(1982).

Fig. 27.4. An adit is a short tunnel that has been blasted into solid 
rock to store water for wildlife. The entrance to the adit must be 
at the same elevation as the bottom of the wash in which it is 
located.
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to drink (Halloran and Deming 1956, 1958; Lesicka and 
Hervert 1994; Fig. 27.5). However, water also can be stored 
in underground or aboveground concrete, plastic, metal, or 
fiberglass tanks (Garton 1956a, b; Roberts 1977; Bleich et al. 
1982b; Remington et al. 1984; Werner 1984; Bardwell 1990; 
Bleich and Pauli 1990; deVos and Clarkson 1990; Gunn 1990; 
Lesicka and Hervert 1994). Aboveground tanks (Fig. 27.6) 
usually have a float valve to regulate water at a drinking 
trough away from the water storage tanks (Roberts 1977, 
Werner 1984, Bleich and Pauli 1990). Underground tanks 
generally have no moving parts (Lesicka and Hervert 1994) 
and are not as subject to mechanical failures as are designs 
that incorporate a float valve. Moreover, guzzlers that store 
water for large mammals below the surface of  the ground 
are nearly undetectable by humans more than a few meters 
from them (Fig. 27.7); current designs present little risk of  
drowning to native vertebrates (Lesicka and Hervert 1994), 
including desert tortoise (Andrew et al. 2001).
 The most important step in installation of  a guzzler is lo-
cating a suitable site. A guzzler should not be placed in a 
wash or gully where it may collect silt or sand or be dam-
aged by floodwaters, but many guzzlers have been installed 
in areas lacking critical habitat components (Lewis 1973). 
When constructing a guzzler for small animals, Yoakum et al. 
(1980) recommended that (1) size of  the water-collecting 
apron be proportioned so the storage tank will need no  
water source other than rainfall to fill it; (2) a site should be 
chosen where digging is comparatively easy; and (3) the tank 
should be placed with its open end away from the prevailing 
wind and, if  possible, facing in a northerly direction to re-
duce water temperature, evaporation, and growth of  algae.
 Tanks usually are made of  concrete or plastic. Occasion-
ally, steel tanks are used as are used heavy-equipment tires 

(Elderkin and Morris 1989, Morris and Elderkin 1990). The 
plastic guzzler is a prefabricated tank constructed of  fiber-
glass impregnated with plastic resin. Only washed gravel ag-
gregates should be used for construction of  concrete tanks, 
or the concrete may disintegrate in several years. Tanks made 
of  steel are used for guzzlers in some areas and give satisfac-
tory service. Use of  tanks constructed of  other artificial ma-
terials is relatively new.
 Concrete sealed with bitumul, galvanized-metal sheet 
roofing, glass mat and bitumul, rubber or plastic sheets, as-
phalt, and plywood have been used successfully for water-
collecting surfaces. Durable materials such as concrete or 

Fig. 27.5. Contemporary underground guzzlers store up to 40,000 
L of water and have no moving parts. Wildlife walks down a ramp 
to reach stored water. Guzzler design by Lesicka and Hervert (1994).

Fig. 27.6. Guzzlers constructed with aboveground storage tanks 
generally have a float-valve to control the water level in the 
drinking trough. Guzzlers of this type store up to 10,000 L of 
water for use by large mammals in the Mojave Desert, California.

Fig. 27.7. Underground guzzlers are nearly invisible to humans 
that are more than a few meters away, making them especially 
useful in designated wilderness areas. Guzzler design by Lesicka and 
Hervert (1994).
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metal are least expensive to maintain, although soil cement 
appears to be a promising material (Rice 1990); and Lesicka 
and Hervert (1994) successfully used areas of  native desert 
soil. Efficiency (percent of  water collected) and lifespans (yr) 
vary among materials (Fairbourn et al. 1972): steel (98%, 
25 yr) is best, followed by asphalt roofing (86–92%, 8 yr), 
plastic covered with 2.5 cm of  gravel (66–87%, 8–15 yr), butyl 
rubber (98%, 15–20 yr), asphalt paving (95%, 15 yr), and liq-
uid asphalt soil water (90%, 5 yr).
 The area of  the water-collecting surface needed to fill a 
guzzler (Fig. 27.8) depends on the storage capacity of  the guz-
zler, minimum annual rainfall at the site, and type of  col-
lecting surface. Each 10 m2 in apron surface area will result 
in collection of  about 1 L of  water for each centimeter of  
rainfall. Calculations should be based on minimum precipi-
tation expected, rather than the average or maximum, to 
prevent guzzler failure during drought years. When differ-
ent types of  aprons are used, required surface area can be 
calculated from the harvest efficiencies (Fairbourn et al. 1972). 
Leakage, evaporation, and heavy use by wildlife also may 
dictate a larger apron.
 Big-game guzzlers are designed to collect water from ei-
ther artificial (Gunn 1990) or natural aprons (Stevenson 1990, 
Lesicka and Hervert 1994). Using slick-rock catchments to 
collect runoff  from bare rock areas is a common technique 
(Bleich et al. 1982b, deVos and Clarkson 1990, Stevenson 1990). 
These guzzlers take advantage of  the fact that rock surfaces 
yield nearly 100% of  the precipitation falling on them as 
runoff. Several authors (Bardwell 1990, Gunn 1990, Steven-
son 1990, Lesicka and Hervert 1994) provide design specifi-
cations and other recommendations for construction of  these 
catchments. Bardwell (1990), Bleich and Pauli (1990), deVos 
and Clarkson (1990), and Gunn (1990) provide information 

regarding performance of  these units over time. These in-
vestigators also evaluated techniques used in the construc-
tion of  big-game guzzlers and evaluated the reliability of  
materials.
 One of  the most important considerations when con-
structing guzzlers is that all anthropogenic devices are sub-
ject to failure; regular monitoring is an essential aspect of  
any maintenance program. Recently, methods of  monitor-
ing the status of  water sources that incorporate remote 
sensing have been developed (Hill and Bleich 1999) for use 
in areas that are difficult to reach, or that have otherwise 
restricted access, such as wilderness areas. This technol-
ogy does not replace biannual visits, which are necessary 
to detect potential failures, or correct those that already 
may have occurred (Bleich and Pauli 1990, Hill and Bleich 
1999).
 The effectiveness and performance of  some big-game 
guzzlers depends on plumbing components. For example, 
Bleich and Pauli (1990) reported that frozen pipes and fit-
tings accounted for 35 of  98 failures among 22 guzzlers over 
an 11-year period. Furthermore, of  the 98 failures, float-
valve malfunction accounted for 31, design and construc-
tion flaws for 9, and natural disasters for 6. Other problems, 
including rusted tanks, rusted drinker boxes, and vandalism, 
accounted for 17. Overall, each of  the 22 guzzlers evaluated 
averaged 4.4 mechanical failures over an 11-year period, but 
each was in service an average of  87% of  that time. Me-
chanical failures did not necessarily lead to an inoperative 
guzzler, but did require effort to repair them.
 The most complete guide for construction of  guzzlers 
currently available was prepared by Brigham and Stevenson 
(1997) and is available on request from the National Applied 
Resources Sciences Center, Bureau of  Land Management, 
Department of  the Interior, P.O. Box 25047, Denver, Colo-
rado, USA.

CONSTRUCTING RANGELAND FENCES

The relationship between fences and wildlife on rangelands 
in the western United States has been a point of  contention 
for the past century. Fences constructed to control domestic 
livestock can adversely impact some wildlife species. For ex-
ample, fences can be major obstacles or traps to pronghorn 
(Martinka 1967, Spillett et al. 1967, Oakley 1973) and mule 
deer (Yoakum et al. 1980, Mackie 1981). Proper fence design 
and use of  appropriate construction materials can reduce 
adverse effects. Details of  fence construction on rangelands 
used by pronghorn, mule deer, elk, bison (Bison bison), and 
collared peccary (Pecari tajacu) are available elsewhere (Bu-
reau of  Land Management 1985, Karsky 1988). Preventing the 
movement of  some wildlife species may be desirable, and 
specific fence designs can accomplish that goal (Longhurst 
et al. 1962, Messner et al. 1973, deCalesta and Cropsey 1978, 
Jepson et al. 1983, Karsky 1988).

Fig. 27.8. Size of an apron necessary to fill a guzzler is dependent 
upon total annual rainfall and storage capacity of the guzzler. The 
relationship portrayed is based on the assumption the apron 
yields 100% of rainfall as runoff. After Yoakum et al. (1980).
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Fences and Pronghorn
The severity of  pronghorn-fence problems varies among ar-
eas. Fences are primarily a problem for herds moving sea-
sonally to and from wintering areas on northern rangelands 
(Oakley 1973). However, seasonal movement problems also 
were reported in New Mexico (Russell 1964, Howard et al. 
1983) and Texas (Buechner 1950, Hailey 1979), especially dur-
ing drought years.
 If  fencing is necessary, only that required to provide proper 
livestock control and minimize hindrance to pronghorn and 
other wildlife should be used. Unrestricted passage for all 
age classes during all seasons and all weather conditions 
should be provided (Yoakum et al. 1980). Fencing water ar-
eas on dry summer rangelands may be as detrimental to 
pronghorn as fencing migration routes. If  a fenced water 
development is provided specifically for pronghorn, the area 
should encompass ≥1–2 ha of  relatively level terrain (Yoakum 
et al. 1980).
 Fence specifications to control livestock on pronghorn 
range have evolved over many years (Spillett et al. 1967, Auten- 
rieth 1978, Salwasser 1980, Yoakum 1980, Kindschy et al. 1982, 
Bureau of  Land Management 1985). Fences should consist 

Fig. 27.9. Recommended specifications for wire fences 
constructed on ranges used by pronghorn, mule deer, and 
mountain sheep. Note the use of a smooth bottom wire  
on all designs, and the lack of stays on fences for use on 
pronghorn ranges. Pronghorn specifications after Yoakum (1980) and 
Kindschy et al. (1982); Mule deer specifications after Jepson et al. (1983); 
Mountain sheep specifications after Hall (1985) and Brigham (1990).

of  3 strands of  wire, the bottom strand being smooth (Fig. 
27.9). Four- to six-strand barbed-wire fences limit prong-
horn movements and should not be used. The bottom wire 
should be ≥40 cm aboveground. Absence of  stays between 
posts will facilitate the occasional movement of  pronghorn 
through the fence (Yoakum et al. 1980, Kindschy et al. 1982, 
Hall 1985).
 New fences should be flagged with white cloth so prong-
horn can become familiar with their locations. By the time a 
white rag tied to the top of  each fence post deteriorates, 
pronghorn will have become accustomed to the fence (Kind-
schy et al. 1982). Painting the top of  steel fence posts white 
also helps make the fence more visible to pronghorn (Hall 
1985).
 Where snow accumulation restricts pronghorn move-
ments, let-down or adjustable fences should be used (Yoa-
kum et al. 1980). A let-down fence can consist of  a wooden 
stay at each fence post to which the wires are attached. The 
stay is secured to the fence post with a wire loop at the top 
and either a second loop or a pivot bolt at the bottom.
 Let-down fence sections may be designed to permit pull-
ing the let-down sections back against sections of  perma-
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nently standing fence. Let-down fences should provide for 
adjustments in wire tension. When the wire is so taut that it 
does not lie flat on the ground or is so loose that wire loops 
are formed, a hazard is created for people and animals (Bu-
reau of  Land Management 1985). Adjustable fences (Fig. 
27.10) that allow the movement of  one or more wires can 
allow pronghorn passage during periods when livestock are 
not present (Anderson and Denton 1980). Adjustable fences 
are particularly useful when winter snow depths exceed 30 cm 
(Yoakum et al. 1980).
 Pronghorn passes are structures that resemble cattle 
guards intersecting a fence (Spillett et al. 1967, Mapston and 
ZoBell 1972, Yoakum et al. 1980, Howard et al. 1983). Suitable 
locations for pronghorn passes make use of  the tendency of  
individuals to parallel a fence, looking for a way to cross. The 
pass capitalizes on the ability of  pronghorn to jump laterally 
over obstacles. Pronghorn passes have been built and tested 
under a variety of  conditions (Spillett et al. 1967, Howard et al. 
1983). Some adult pronghorn quickly learn to use the facili-
ties, but others do not. Pronghorn fawns often are unable to 
negotiate the passes. Pronghorn passes are of  limited value 
and should not be used as a panacea for pronghorn access 
problems (Bureau of  Land Management 1985).
 Net-wire fences prevent the movement of  pronghorn 
fawns in particular, and should not be used on public range-
lands where pronghorn occur (Autenrieth 1978, Yoakum 
1980). However, some adults may become adept at jumping 
a net-wire fence up to 80 cm high. Higher net-wire fences 
can be used where the goal is to restrict the movement of  
animals, such as in live-trapping, control of  animals in re-
search projects, decreasing crop depredations, or restricting 
access to hazardous areas such as highways.

Fences and Mule Deer
The relationship between livestock fences and mule deer has 
not raised the political furor that it has for pronghorn. How-
ever, throughout North America where fences have been 
built, they likely have caused far greater mortality to deer 
than to pronghorn. Deer are more apt to be trapped as indi-
viduals, whereas large numbers of  pronghorn may be re-
stricted. Also, deer frequently are caught in fences in isolated 

areas not readily witnessed, whereas pronghorn mortalities 
in open country are easy to observe.
 Deer often crawl under fences when not hurried, but jump 
them when startled or chased (Mackie 1981). When a deer 
jumps a fence, its feet can become entangled between the 
top 2 wires, resulting in death. Limiting total fence height to 
96 cm can reduce this problem (Bureau of  Land Manage-
ment 1985; see Fig. 27.9). If  the top wire is barbed, it should 
be separated from the next wire by 30 cm; otherwise, it 
should be a smooth wire ( Jepson et al. 1983). Unlike fences 
used on pronghorn ranges, wire stays should be placed ev-
ery 2.5 m between posts to keep the top wires from twisting 
around the leg of  a deer (Yoakum et al. 1980, Bureau of  Land 
Management 1985).
 The effective height of  a fence as a barrier to deer mov-
ing uphill is increased on steep slopes. For example, a 110-
cm fence on a 20% slope is equivalent to a 140-cm fence on 
level ground. On a 50% slope, it is equivalent to a 190-cm 
fence on level ground (Kerr 1979, Anderson and Denton 1980). 
Thus, height adjustments should be made accordingly.
 Let-down fences along seasonal travel routes for deer 
help ensure free movement. The let-down feature of  the 
fence also helps prevent damage from snow loading during 
winter. Movements of  mule deer also can be aided with an 
adjustable fence. Net-wire fences no higher than 90 cm al-
low movement of  adult deer, but prevent passage of  fawns. 
They should not be placed on summer and autumn migra-
tion routes used by deer.

Fences and Mountain Sheep
The construction of  wire fences on ranges used by moun-
tain sheep (for example, to exclude livestock from water de-
velopments) presents particular problems. Mountain sheep 
are likely to become entangled in a fence when placing their 
head through the top 2 wires. This problem is minimized if  
the 2 top wires are no greater than 10 cm apart (Brigham 
1990). A 3-wire fence should be used with wires spaced at 
51-cm, 38-cm, and 10-cm intervals (see Fig. 27.9), allowing 
mountain sheep movement under the bottom wire and be-
tween it and the middle wire (Bureau of  Land Management 
1985, Brigham 1990). Six-wire fence designs (Bureau of  Land 

Fig. 27.10. Adjustable fence modifications made 
to facilitate movement of pronghorn and other 
ungulates. After Anderson and Denton (1980).
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Management 1985) are dangerous to mountain sheep and 
should not be used (Brigham 1990). To minimize the proba-
bility of  mountain sheep becoming entangled, fences con-
sisting of  uprights and 2 parallel rails easily can be constructed 
(Andrew et al. 1997; Fig. 27.11).

Electric Fences
Electric fences often are used to control livestock or feral 
hoof-stock such as burros, and some designs pose little hin-
drance to movement of  wildlife. Electric fences are most  
effective on moist sites, where 2 wires may be sufficient to 
control cattle. On sites with ≥60 cm of  rain annually, an 
electric fence can be made of  2 smooth wires at heights of  
60 cm and 90 cm aboveground (Bureau of  Land Manage-
ment 1985, Karsky 1988). The top wire is electrified and  
the bottom wire serves as the ground. The wires are free-
running at all posts, and pose little danger of  entrapping 
mule deer. On drier sites, electric fences require more wires 
to function effectively (Karsky 1988), and the added wires 
can adversely affect movements by wildlife.

Wood and Steel Fences
Fences can be constructed entirely from wood posts and rails 
in a variety of  designs, with raw materials obtained at the 
site or manufactured materials (Bureau of  Land Manage-
ment 1985, Karsky 1988, Andrew et al. 1997). Wood fences 
are usually expensive, but can be attractive and may require 
less maintenance than wire fences. Construction options in-
clude post and pole, log worm, log and block, and buck and 

pole designs (Karsky 1988). The same principles apply to wood 
fences as to wire fences in minimizing hindrance to wildlife 
movements. The top rail or pole of  a wooden fence should 
be kept low to allow mule deer to jump over and the bottom 
rail or post kept sufficiently high to allow the movement  
of  fawns. Andrew et al. (1997) designed an inexpensive rail 
fence using t-posts and rebar, which was totally effective in 
reducing access to water sources by feral asses and yet pro-
vided unimpeded access by mountain sheep and mule deer.

Rock Jacks
In many areas, soils are too shallow and rocky to allow steel 
fence posts to be easily driven into the ground (Hall 1985). 
At such sites, rock jacks are often constructed in the form 
of  wood-rail cribs or wire baskets. The cribs or baskets  
are filled with rocks and serve as anchors to which wire 
fences can be secured. Cover and dens for small mammals 
are provided if  the bottom rail of  a rock jack is kept 10–
15 cm above the ground (Hall 1985). Use of  rocks ≥30 cm in 
diameter also will provide crevasses suitable for use by small 
mammals (Maser et al. 1979b, Hall 1985).

Fences to Exclude Wildlife
Excluding selected wildlife species from certain areas may 
be desirable. Elk, mule deer, and other species often heavily 
depredate orchards, vineyards, and other crops; appropriate 
fence designs can help alleviate such problems. Highways 
can be hazardous to mule deer and other ungulates that 
need to reach critically important seasonal ranges. Fences 

Fig. 27.11. A simple fence, constructed of metal 
t-posts and rebar spaced at appropriate intervals, 
effectively excludes feral asses from water sources 
in desert ecosystems, yet allows passage by native 
ungulates. After Andrew et al. (1997).
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can be used to channel their movement to suitable under-
passes and minimize collisions with vehicles. Experimental 
plots used in research often require exclusion of  one or 
more species of  wildlife. Finally, fencing can be used as an 
alternative to other control measures in reducing predation 
on livestock.
 A 1.8-m upright net-wire fence, or one slanted at 45° to 
a total height of  about 1.3 m, can be used to exclude mule 
deer (Longhurst et al. 1962, Messner et al. 1973, Karsky 1988). 
Electric fences with 4–6 wires also discourage deer move-
ments (Karsky 1988).
 Fences can be used to reduce or eliminate the need for  
lethal control of  coyotes (Canis latrans), which can be excluded 
from pastures by either woven wire (Thompson 1979, de- 
Calesta and Cropsey 1978, Jepson et al. 1983) or electric 
fences (Gates et al. 1978, Dorrance and Bourne 1980, Kar-
sky 1988, Nass and Theade 1988). To be effective, a woven-
wire fence must be ≥170 cm high, have mesh openings no 
larger than 10 × 15 cm, and have an overhang to prevent 
jumping and an apron to prevent digging, each ≥40 cm wide 
(Thompson 1979). A 7-wire electric fence (4 hot wires alter-
nating with 3 ground wires) totaling 130 cm in height also 
can be used (Dorrance and Bourne 1980). Other electric 
fence designs are available to deter coyotes (Karsky 1988). In 
general, fencing to control coyotes is expensive, and proba-
bly justified only to protect small areas of  high production 
capacity, such as irrigated pastures.

SUMMARY

Management of  livestock on public rangelands has become 
a divisive and contentious issue. Land management agencies 
increasingly are criticized for failing to give appropriate con-
sideration to grazing issues that affect wildlife, or wildlife 
habitat, on public lands. The single greatest change influenc-
ing conservation of  wildlife on western rangelands during 
the 1990s has been the shift from an emphasis on competi-
tion of  livestock with big game to concern for biodiversity 
in general.
 We chose to not criticize current grazing practices, but 
to present a reasonable review of  contemporary issues re-
lated to livestock management on public lands. Further, we 
have attempted to (1) provide an overview of  rangeland 
management to benefit wildlife species and natural commu-
nities, with an emphasis on western North America, (2) iden-
tify some of  the topical issues and primary rangeland sys-
tems of  particular concern, and (3) describe some of  the 
methods for accommodating wildlife and wildlife-related is-
sues, including habitat enhancement techniques, on range-
lands. Students and others making use of  information in 
this chapter are encouraged to further explore the vast liter-
ature on management of  rangelands and livestock, and to 
use that information to ensure the persistence of  healthy 
and productive rangeland ecosystems, particularly as they 
relate to the issue of  wildlife conservation. 
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INTRODUCTION

THE SUCCESSFUL MA NAGEMENT of  wetlands is complex and chal-
lenging because it requires the correct application of  information from 
multiple disciplines on heterogeneous landscapes. The United States is a 

leader in the application of  wetland management strategies on public and private 
lands and has willingly invested huge amounts of  public and private monies in 
many different programs. The result has been the protection, restoration, and en-
hancement of  millions of  hectares of  wetlands through establishment of  National 
Wildlife Refuges and state wildlife management areas, the Wetland Reserve 
Program, and conservation easements established by nongovernmental organiza-
tions (e.g., Ducks Unlimited, The Nature Conservancy). In the National Wildlife 
Refuge System alone, >>500 National Wildlife Refuges and 203 Waterfowl Pro-
duction Areas protect >>12 million ha of wetlands (R. L. Fowler, Division of  Re-
alty, U.S. Fish and Wildlife Service, personal communication).
 Undoubtedly, wetland conservation efforts in the United States surpass those 
of  any other country. However, despite the monetary investments in wetlands pro-
tection and restoration, the potential benefits of  these activities have not been fully 
realized. Numerous refuges and other public lands are threatened by activities 
outside their borders that alter ecological processes within protected areas (Prin-
gle 2000). Further, as water becomes more limited, increasing conflicts are ex-
pected between human uses and wetland and wildlife conservation (Naiman and 
Turner 2000, Postel 2000).
 Within the conservation arena, most activities involve creation, enhancement, 
restoration, and manipulation of  habitats. However, many programs and projects 
have led to less than optimum results. In some cases, this has resulted because well-
defined habitat-based goals and objectives at different spatial and temporal scales 
have been lacking. As a result, it has been difficult to evaluate past actions because 
there often is little to measure other than number or size of  projects. Further, fund-
ing has focused more on project implementation rather than on planning and 
evaluation. Coupled with increasing societal demands on natural resources, the 
lack of  clearly articulated goals causes confusion and stimulates controversy 
among entities regarding the need and purpose of  acquiring and managing wet-
lands. Because of  increasing interest and investment in wetland protection, restora-
tion, and management, opportunities are increasing for employment as well as the 
correct and efficient use of  human and monetary resources to promote wetland 
benefits to society.

Managing Inland Wetlands  
for Wildlife
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 The goal of  this chapter is to describe an approach that 
leads to an improved process for wetland management 
and restoration decisions across multiple temporal and spa-
tial scales. Our approach emphasizes a multiscale decision-
making process rather than a comprehensive overview of  
techniques at the local scale because the decision process has 
been grossly underemphasized in the wetland-wildlife lit-
erature. Failure to develop and follow a well-defined decision-
making process frequently has led to limited project suc-
cess, often at great monetary expense. Individuals interested 
in wetland conservation and management must have a broad 
understanding of  many topics, including hydrology, geo-
morphology, soils, plant ecology and taxonomy, and wild-
life biology. In addition, a basic understanding of  policies, 
societal values, and economics regarding wetlands is be-
coming increasingly important. This chapter should be viewed 
as an introduction to management of wetland systems 
and we encourage biologists to explore the vast amount of  
literature regarding the ecology and management of  these 
unique and valuable systems.

HISTORY OF WETLAND ATTITUDES

Perception of the values and importance of  wetlands in the 
conterminous United States has varied dramatically through 
time, as evidenced by changes in federal regulations govern-
ing wetland protection and use. Regulations largely mirror 
public attitudes; therefore, a brief  synopsis of  policies and 
laws provide a convenient and suitable method of  illustrat-
ing changing perceptions. Further, regulations influence how 
wetlands are defined, classified, and managed. Thus, un-
derstanding current regulatory issues is important for man-
aging wetland resources today.
 Prior to the mid-1800s, wetlands were not regulated and 
were generally perceived negatively (Vileisis 1997). In 1849, 
the federal government passed the Swamp Lands Act, which 
granted swamps and overflow lands in Louisiana to the state 
for reclamation. In 1850, this act was applied to 12 other 
states and, in 1860, to 2 additional states (Shaw and Fredine 
1956). The 1850 act resulted in the transfer of  nearly 26 mil-
lion ha of  land that was considered wet and unfit for culti-
vation to the states (National Research Council 1995). This 
legislation clearly indicated the government promoted wet-
land drainage and reclamation (Dahl and Allord 1997). Fur-
ther, in 1899, the Rivers and Harbors Act granted the U.S. 
Army Corps of  Engineers authority to regulate certain ac-
tivities in navigable waters (Vileisis 1997). At this time, wet-
lands did not receive protection and the U.S. Army Corps of  
Engineers interpreted navigable waters narrowly (Silverberg 
and Dennison 1993). Consequently, the general nature of  
policies and land-use trends until the 1930s facilitated the re-
moval of  wetlands.
 The 1930s through the 1960s was a period of  competing 
government policies. Federal legislation was enacted that 

encouraged wetland preservation and restoration and also 
provided incentives to continue wetland drainage. For ex-
ample, the Migratory Bird Hunting Stamp Act of  1934 
was among the first legislative acts to initiate wetland acqui-
sition and restoration. In contrast, the government shared 
the cost of  draining wetlands for agricultural production in 
the 1940s (Burwell and Sugden 1964), the Water Protection 
and Flood Prevention Act of  1954 increased the drainage 
of  wetlands near flood control projects (Erickson et al. 1979), 
and the U.S. Department of  Agriculture subsidized or facili-
tated wetland losses through many public-works projects 
and technical practices (Erickson 1979).
 In 1972, amendments to Section 404, of  the Federal 
Water Pollution Control Act (a.k.a., Clean Water Act) were 
enacted and became a primary protection mechanism for 
wetlands in the United States, which remains important  
today. Anyone interested in dredging, filling, or affecting 
“waters of the United States” must apply for a permit 
from the U.S. Army Corps of Engineers. Normal farming, 
ranching, and silvicultural activities are exempt from the 
Clean Water Act; however, these activities must follow cer-
tain guidelines. The Clean Water Act does not specifically 
mention wetlands and early enforcement was focused on 
protecting only navigable waters. Court decisions in 1975, 
however, expanded the scope of  the Clean Water Act to in-
clude protection of  wetlands (Mitsch and Gosselink 2000). 
Originally, only wetlands adjacent to navigable waters were 
protected, but in 1977, the U.S. Army Corps of  Engineers 
adopted a regulation [33 CFR 328.3(a)] that protected in-
trastate wetlands and other water bodies that could affect 
interstate commerce. Later rulings by the U.S. Army Corps 
of  Engineers and the U.S. Environmental Protection Agency 
(Tiner et al. 2002) afforded protection for isolated wetlands 
(i.e., wetlands with no apparent surface water connection to 
perennial rivers, streams, estuaries, or the ocean). The basis 
for this ruling was that migratory birds use these wetlands 
and, therefore, interstate commerce associated with bird-
watching and waterfowl hunting would be affected. The  
interpretation of  these rulings became known as the “mi-
gratory bird rule.” The passage of  this new judicial inter-
pretation of  the act required the U.S. Army Corps of  Engi-
neers and U.S. Environmental Protection Agency to develop 
a regulatory definition of  a wetland.
 During the 1980s, several actions indicated increased rec-
ognition of  wetland values and functions. The loss of  wet-
lands to agricultural conversion was curtailed by the wetland 
conservation (Swampbuster) provision in the 1985 Food 
Security Act. This provision stated that farmers converting 
natural wetlands to croplands after December 1985 would 
not be eligible for federal program benefits (National Re-
search Council 1995). However, the effectiveness of  the 
provision was compromised because the dynamic nature of  
wetland functions was not recognized. Thus, in the years 
immediately following passage of  the act, the trend was to 
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capture all water in a watershed to create deepwater habi-
tat. During this period, additional policies were enacted that 
eliminated incentives to destroy wetlands and encouraged 
acquisition and protection of  wetlands. For example, the 
Emergency Wetland Resources Act of  1986 authorized the 
purchase of  wetlands and required establishment of  a Na-
tional Wetlands Priority Conservation Plan.
 By the mid-1990s, nearly every federal agency that ad-
ministered public lands had some form of  wetland restora-
tion and compensation program (Scodari 1997). For exam-
ple, the U.S. Fish and Wildlife Service and the U.S. Natural 
Resources Conservation Service established wetland resto-
ration programs in the 1990s. In addition, further wetland 
legislation was enacted, including the Water Resources De-
velopment Act of  1990. This act established a new interim 
goal for the water resources program of  “no overall net 
loss of  the Nation’s remaining wetland base as defined by 
acreage and function” and a long-term goal “to increase the 
quality and quantity of  the Nation’s wetlands” (http://
www.fws.gov/laws/lawsdigest/wat1990.html).
 Although recent federal legislation clearly advocates the 
importance of  wetlands, there is still no federal regulation 
specifically designed to govern wetland preservation and 
use (Gaddie and Regens 2000). Consequently, the fate of  
wetland resources is still not secure. This is exemplified in 
several court cases debating the “migratory bird rule” inter-
pretation of  the Clean Water Act. In the 2001 case titled 
“Solid Waste Agency of Northern Cook County (SW-
ANCC) vs. U.S. Army Corps of Engineers,” the Supreme 
Court ruled that the U.S. Army Corps of  Engineers did not 
have authority under Section 404 of  the Clean Water Act to 
regulate isolated wetlands solely because they provided mi-
gratory bird habitat. However, the effects of  this ruling re-
main unclear and additional cases involving interpretation 
of  the Clean Water Act have been brought before the Su-
preme Court. For example, in the 2006 cases titled “Rapa-
nos vs. United States” and “Carabell vs. United States,” 
the Supreme Court addressed where the federal govern-
ment can apply the Clean Water Act, specifically by deter-
mining whether a wetland or tributary is a “water of  the 
United States.” The justices issued 5 separate opinions in 
Rapanos, with no single opinion commanding a majority of  
the Court. Ultimately, the final determinations of  these and 
future cases can have severe ramifications because a large 
percentage of  wetlands in some areas of  the United States 
are isolated and provide unique resources that are critical to 
the long-term sustainability of  many species of  flora and 
fauna (Tiner et al. 2002). Isolated wetlands that may be 
particularly affected by these and future rulings include salt 
flats, channeled scabland wetlands, playas, prairie pot-
holes, Carolina bays, vernal pools, and Rainwater Basin 
wetlands (Tiner et al. 2002). Although certain isolated wet-
lands received some protection under various state statutes 
or the Swampbuster provisions of  the Food Security Act 

of 1985, protection is ineffective in many states and nonag-
ricultural areas (Petrie et al. 2001). Therefore, a ruling that 
allows widespread destruction or modification of  isolated 
wetlands would significantly affect the nation’s wetland 
resources.

DEFINING WETLANDS

The diversity of  wetland types makes it difficult to develop a 
single definition of  a wetland (National Research Council 
1992). Much of  the difficulty arises because factors influenc-
ing physiognomy of  wetlands are numerous and include cli-
mate, soils, topography, landscape position, hydrology, 
and water chemistry among others. These factors vary 
over a wide range of  temporal and spatial scales. Wetlands 
range from barely perceptible depressions that hold sur-
face water for, at most, a few weeks in some years, to large 
basins that are flooded to some extent every year. Wetlands 
can support plant communities ranging from small carnivo-
rous plants in northern bogs to baldcypress trees (Taxodium 
distichum) that are several meters in diameter in southern 
forested wetlands. Finally, wetlands occur along river sys-
tems with frequent overbank flooding, in regions of per-
mafrost where snowmelt is captured in depressions formed 
in frozen ground, and in arid regions where ecological con-
ditions are often driven by groundwater.
 Historically, wetlands were defined based on specific pur-
poses, such as individual research studies or general classifi-
cation and inventory. However, recognition that wetlands 
are a critical part of the nation’s social, cultural, and eco-
nomic network resulted in development of  federal statutes 
to protect and govern wetland uses. The diverse functions 
of  wetlands have complicated delineation and manage-
ment because public opinion regarding the fate of  a wet-
land often is based on specific attributes rather than the en-
tire suite of  functions. For example, the flood retention 
benefits associated with a given wetland may be favored 
more than benefits for wildlife. As a result, modifications 
or management to increase flood storage may be advocated 
even though this may decrease wildlife benefits. Conse-
quently, decisions regarding wetlands often occur within a 
strong political context (Hollis 1998). To help resolve such 
issues, the federal government established regulations to 
identify and protect certain wetland types. Enforcement of  
these regulations requires a clear and legally defensible 
definition of wetlands because regulation often is viewed 
as a form of  land use restriction imposed by the federal 
government on private landowners. Detailed definitions 
have been developed by the federal regulatory agencies re-
sponsible for wetland identification and delineation: U.S. En-
vironmental Protection Agency, U.S. Fish and Wildlife Ser-
vice, U.S. Department of  Agriculture, and the U.S. Army 
Corps of  Engineers. Each agency developed its definition 
based on laws and regulations that protected specific inter-
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ests (Federal Interagency Committee for Wetland Delinea-
tion 1989). Wetlands that meet these requirements are often 
termed jurisdictional wetlands to separate them from wet 
areas that may provide similar functions, but do not meet 
legal criteria. With the exception of  the U.S. Fish and Wild-
life Service definition, which incorporates nonvegetated  
areas (e.g., mudflats, gravel beaches), all 4 definitions are 
conceptually similar because they include 3 basic attributes 
for defining a wetland: (1) hydrology that results in surface 
saturation or inundation, (2) presence of  hydric soil, and 
(3) hydrophytic vegetation. However, even these definitions 
were too general to be used directly; thus, technical manu-
als were developed for identifying and delineating wetlands 
(Waterways Experiment Station 1987, Office of  Wetlands 
Protection 1988, Soil Conservation Service 1994). The tech-
nical guidance for interpreting these 3 basic wetland attri-
butes differed among manuals (reviewed by National Research 
Council 1995). This prompted an attempt to consolidate the 
manuals and adopt a uniform approach for delineating wet-
land boundaries by all federal agencies (Federal Interagency 
Committee for Wetland Delineation 1989). This manual 
was withdrawn due to criticism and each agency reverted to 
using their original manuals (National Research Council 
1995).
 Although beneficial, development of  legal definitions to 
protect wetlands is often problematic. First, according to 
definitions of  the U.S. Army Corps of  Engineers and U.S. 
Environmental Protection Agency, not all wetland types meet 
established legal criteria and, therefore, are not protected 
under existing laws. For example, in the arid West, wetlands 
may be completely dry for several years and the concept of 
average conditions is difficult to apply (National Research 
Council 1995). These intermittently flooded wetlands are 
not protected even though they support a distinct water- 
dependent biota (Kantrud et al. 1989) and can help maintain 
water quality ( Johnston et al. 1990). Also, many riparian 
zones are excluded from consideration as wetlands, espe-
cially in arid and semiarid western states ( Johnson et al. 1984, 
Kusler 1985, Lowe et al. 1986). These areas comprise 1% of  
the total land base in the western United States, but are 
used by more species of  breeding birds than any other habi-
tat in North America (Knopf  et al. 1988a). Second, delineat-
ing wetland boundaries can be difficult. Analysis of  vegeta-
tion is often used to identify boundaries (National Research 
Council 1995), but location of  hydrophytic vegetation may 
change due to variation in short- and long-term hydrology 
(van der Valk and Davis 1976, Weller 1981, Zedler 1987, 
Stromberg et al. 1991). Transitional areas between uplands 
and wetlands are critical to the flow of  energy and nutrients; 
therefore, incorrect boundary identification may jeopar-
dize the long-term health and sustainability of  some juris-
dictional wetlands. Finally, wetlands within a regulatory 
context are considered as discrete units independent of  the 
surrounding landscape. However, values of  wetlands are of-

ten dependent on conditions at larger scales. For example, 
the long-term sustainability of  many vertebrate populations 
(e.g., amphibians) depends on type and condition of  terres-
trial communities surrounding wetlands (Gibbs 1993, Burke 
and Gibbons 1995, Fischer and Fischenich 2000, Semlitsch 
2000a, Higgins et al. 2002, Saunders et al. 2002).
 In this chapter, we use the definition of wetlands pro-
vided by Cowardin et al. (1979): wetlands are transitional 
areas between terrestrial and aquatic systems where the  
water table is usually at or near the surface or the land is 
covered by shallow water. This definition is not regulatory, 
but it is used to report the status of  the nation’s wetlands  
to Congress (National Research Council 1995). Specifically, 
wetlands must have one or more of  the following 3 attri-
butes: (1) at least periodically, the land supports predomi-
nantly hydrophytes; (2) the substrate is predominantly un-
drained hydric soils; and (3) the substrate is nonsoil and is 
saturated with water or covered by shallow water at some 
time during the growing season each year. This definition is 
more inclusive because the temporal nature of  some wet-
lands is acknowledged by stating that hydrophytic vegeta-
tion and hydrologic indicators need only be present periodi-
cally (National Research Council 1992). In contrast, the U.S. 
Environmental Protection Agency and U.S. Army Corps of  
Engineers definitions require evidence of  all 3 attributes 
(hydrophytes, hydric soils, and hydrology). Thus, some ar-
eas considered wetlands by the Cowardin et al. (1979) defini-
tion might not be considered jurisdictional wetlands ac-
cording to federal statutes.
 The Cowardin et al. (1979) definition captures the dynamic 
nature of  wetlands and identifies the importance of  hydrol-
ogy. Hydrology is a key component because water modi-
fies and affects the substrates in wetlands, which together 
influence specific responses in water, soils, vegetation, in-
vertebrates, birds, and fish (Mitsch and Gosselink 1993). An-
other strength of  this definition is the reference to “systems,” 
a critical concept that should be considered in defining a 
wetland (National Research Council 1995). The term “tran-
sitional” also correctly implies that wetlands form a contin-
uum connecting terrestrial to aquatic ecotypes and are in-
fluenced by the type of  terrestrial (e.g., grass, forest) and 
aquatic (e.g., lake, ocean) environments of  which they are a 
part.

WETLAND CLASSIFICATION

The concept of  classifying wetlands has been in existence 
for over a century. Early attempts at classification largely 
were motivated by interest in converting wetlands for agri-
culture (Wright 1907) and used only a few general catego-
ries (e.g., river swamps, lake swamps, upland swamps) on the 
basis of  location. Other systems were related to the amount 
of  inundation and used terms such as permanent, wet, and 
periodically swampy (Dachnowski 1920). By the 1950s, the 
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need for classifying wetlands broadened to other purposes, 
including a need to differentiate wetlands from other land-
cover types for regional and national planning (Tiner 1997). 
However, most methods were developed for use by states.
 By 1974, >50 schemes had been developed, but only one 
was national in scope (Office of  Biological Services 1976). 
However, the need for a nationwide classification scheme 
became evident with the advent of  federal wetland regula-
tions, including passage of  the Emergency Wetland Re-
sources Act of  1986 that required the U.S. Fish and Wildlife 
Service to conduct wetland status and trend studies and 
report the results to Congress each decade. In addition, new 
approaches to management and scientific study (e.g., eco-
systems) required access to information that was consistent 
across political boundaries. Numerous large-scale wetland 
classification systems were devised to facilitate surveys and 
inventories for management and conservation purposes  
(reviewed by Finlayson and van der Valk 1995). Of  all the 
systems developed, the one developed by the U.S. Fish and 
Wildlife Service (Cowardin et al. 1979) is most useful and has 
become the national and international standard for identify-
ing and classifying wetlands (Gopal et al. 1982, Mader 1991). 
This system is based on ecological principles rather than 
attempting to satisfy the needs of  particular user groups 
(Cowardin and Golet 1995, Tiner 1997). It designates wet-
land types on the basis of  hydrology, vegetation, soils, geo-
morphic and chemical factors, and size. The system uses a 
hierarchal approach to group wetlands into ecologically 
similar categories at different levels of  resolution. There are 
5 systems, 8 subsystems, 11 classes, 28 subclasses, and a 
large number of  dominance types based on plants or sub-
strates. Thus, wetlands can be differentiated into 55 ecologi-
cally distinct types, providing uniformity in wetland termi-
nology. This system has been used by the National Wetland 
Inventory to map wetlands, special aquatic sites, and deep-
water habitats of  the United States for 3 decades.
 Brinson (1993) developed another classification system, 
known as the hydrogeomorphic method. This approach iden-
tifies the wetland classes present in each region, defines 
the functions that each class of  wetlands performs, and es-
tablishes reference sites to define the range of  functioning 
of  each wetland class. The 3 primary factors used to classify 
wetlands are geomorphic setting, water source, and hydro-
dynamics (Brinson 1995). Geomorphic setting is the land-
scape position of  the wetland, and categories include de-
pressional, slope–flat, peatland, riverine, and fringe. Water 
source may be precipitation, groundwater discharge, and 
surface or near-surface inflow. Hydrodynamics are differen-
tiated into 3 qualitative categories: vertical fluctuation of  
water table, unidirectional flow, and bidirectional flow. Fur-
ther groupings and classifications occur at regional and local 
levels.
 The hydrogeomorphic method is mentioned because it 
has been particularly valuable in restoration and mitigation 

activities. In fact, use of  functional assessments has been 
identified as the preferred option for evaluating performance 
of  wetland mitigation banks (Federal Register 1995). Al-
though numerous issues regarding use of  this system have 
arisen (Magee 1996, Brinson et al. 1997), it represents an im-
provement compared to using area assessments as the sole 
attribute in measuring restoration or mitigation success.  
Users must consider that wetland functions, even among 
wetlands of  similar vegetation structure, vary according to 
hydrologic characteristics and geomorphic settings. Guide-
lines have been established using the hydrogeomorphic 
method to assess wetland functions in the 404 Regulatory 
Program, as well as in other regulatory, planning, and man-
agement situations (Brinson et al. 1995). A benefit of  this 
approach is the ability to standardize the analysis of wet-
land functions to quantify gains and losses for compensa-
tory mitigation, compare project alternatives, identify the 
effects of  a proposed project, and assess mitigation require-
ments or success, as well as other applications (Smith et al. 
1995, Brinson and Rheinhardt 1996). Thus, a wetland being 
examined based on regulatory statutes can be compared to 
reference sites that have been extensively studied and func-
tionally evaluated. The amount of  wetland area needed to 
replace the lost functions can be calculated based upon the 
functional values of  the reference wetland. This informa-
tion can be used to establish ratios or indices to estimate 
how much mitigation is required. Similarly, comparisons of  
functional equivalency between reference wetlands and 
mitigation banks also can be used to identify the amount 
of  credit a mitigation bank should receive.

DISTRIBUTION AND STATUS

Wetland Loss
At the time of  colonial America (1600s), wetlands consti-
tuted 11% of the landscape (National Research Council 
1992) and encompassed an estimated 89.5 million ha in the 
conterminous United States (Dahl 1990). However, wetland 
drainage and modification began with colonial settlement 
and continued as the human population expanded westward.
 Consequently, <<40.1 million ha of  wetlands remained by 
the mid-1970s when federal regulations were enacted that 
protected some wetlands. However, between the mid-1970s 
and mid-1980s, wetlands continued to be lost at an annual 
rate of 117,360 ha (Dahl and Johnson 1991). By the mid-
1980s, wetlands constituted only 5% of the landscape and 
distribution had been severely altered (National Research 
Council 1992). For example, wetland losses exceeded 20% in 
all 48 conterminous states except New Hampshire (9%) by 
the mid-1980s. Further, wetland losses exceeded 85% in 6 
states and 50% in 22 states (Dahl 1990).
 The 2004 National Wetland Inventory revealed that fresh-
water and marine–estuarine wetlands comprised 94.7% 
(41.5 million ha) and 5.3% (2.1 million ha) of  the 43.6 mil-
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lion ha of  wetlands in the conterminous United States, re-
spectively (Dahl 2006). For the first time in >50 years there 
was a net gain in wetlands due to creation and restoration 
activities associated with regulatory actions and agricultural 
conservation programs; between 1998 and 2004 there was a 
77,630-ha increase in total wetland area (12,900 ha annu-
ally) and an increase of 89,140 ha in freshwater wetland 
area (Dahl 2006). However, wetland losses and gains were 
not distributed equally among habitat types. For example, 
freshwater emergent marshes decreased by 57,720 ha, but 
freshwater forested wetlands increased by 221,950 ha. It 
also is important to note that the area of  freshwater ponds 
increased 281,500 ha and without including ponds, wet-
land gains would not have exceeded wetland losses. Many 
ponds function differently from traditional wetland systems; 
therefore, the above statistics can be misleading (Dahl 
2006).

Wetland Alteration
Comprehensive data necessary to document trends in wet-
land alteration are not available. However, there are na-
tional reports and studies that indicate the majority of wet-
lands remaining in the lower 48 states have been altered. 
One of  the most comprehensive reports was developed by 
the H. John Heinz III Center for Science, Economics and 
the Environment (2002). According to this report: (1) of  140 
large river sites sampled, about 50% had phosphorus con-
centrations that exceeded EPA standards (600 ppb) for pre-
venting excess algal growth; (2) 60% of streams sampled 
(n = 867 sites) exhibited major changes in the magnitude of 
high or low flows, or the timing of  these flows; (3) approx-
imately 800 (20%) of 4,000 native animal species that de-
pend on streams, lakes, wetlands, or riparian areas are con-
sidered “imperiled” or “critically imperiled”; (4) 213 (61%) 
of 350 watersheds sampled contained 1–10 nonnative spe-
cies; (5) about 940 (60%) of the 1,560 wetland communi-
ties whose status is known are considered to be at risk; and 
(6) approximately 23% of streams and rivers have farm-
lands or urban development within 30 m of the water’s 
edge. Although these figures do not provide quantitative es-
timates of  wetland area affected, they indicate that aquatic 
environments ranging from rivers to reservoirs have been 
severely impacted in some manner (biologically, physically, 
and chemically) due to human activities.

Causes of Wetland Loss and Alteration
The causes of  wetland losses in the United States have re-
ceived much attention (Dahl and Allord 1997). Wetlands have 
been drained for various reasons, including disease preven-
tion, agricultural production, transportation and communi-
cation network development, natural products production, 
and urban development (Dahl and Allord 1997). From the 
mid-1950s to the mid-1970s, conversion of  wetlands for 
agricultural purposes was responsible for 87% of wetland 

losses in the United States (Frayer et al. 1983), with losses 
due to tile and open-ditch drainage averaging 222,580 ha an-
nually (Office of  Technology Assessment 1984). Between 
the mid-1970s and mid-1980s, agriculture remained a pri-
mary cause of  wetland loss, but losses decreased to 54%. 
This trend continued into the 1990s, with agriculture re-
sponsible for only 26% of  wetland losses from 1986 to 1997 
(Dahl 2000). From 1998 to 2004, 28,640 ha of  wetlands, or 
17% of  net wetland gains, were gained by converting agri-
cultural lands to wetlands, whereas urban and rural de-
velopment combined accounted for 61% of all freshwater 
wetland loss (Dahl 2006).
 The National Resources Inventory is another source of  
information to document conditions and trends in natural 
resources on nonfederal lands in the United States. The 
U.S. Department of  Agriculture’s Natural Resources Con-
servation Service, in cooperation with the Iowa State Uni-
versity Statistical Laboratory, conducts the National Re-
sources Inventory. Compiled at 5-year intervals beginning in 
1987, this inventory captures data on features such as land 
cover and use, soil erosion, wetlands, and habitat diversity at 
>800,000 scientifically selected sample sites. In 1997, federal 
and nonfederal land accounted for about 163 million and 
607 million ha of  land in the conterminous United States, 
respectively. Further, approximately 59% of wetlands oc-
curred on forestland and 16.5% on agricultural cropland, 
pasture, and land in the Conservation Reserve Program. On 
nonfederal land, annual average net loss of  wetlands was 
13,150 ha (Office of  Water, Wetlands, Oceans and Watersheds 
2000). Of  the total losses recorded during this period, devel-
opment was responsible for 49%, followed by agriculture 
(26%), silviculture (12%), and miscellaneous (13%).

Impacts of Wetland Loss and Alteration  
on Wildlife Resources
Impacts of  wetland loss on fish and wildlife resources are 
difficult to assess, but they have been severe. There are nu-
merous reports documenting the decrease in prairie breed-
ing habitats (Tiner 1984, Pederson et al. 1989) and the de-
mise of  waterfowl stopover and winter habitats (Korte and 
Fredrickson 1977, Frayer et al. 1989, Dahl and Johnson 1991). 
This information is supported by national and regional re-
ports on status and habitat conditions of  migratory birds, 
including wading birds, waterfowl, shorebirds, and Neo- 
tropical migrant songbird species. Of  the 50 shorebird spe-
cies considered in the United States Shorebird Conserva-
tion Plan, 5 (10%) are considered highly imperiled, 22 
(44%) are species of high concern, and 15 (30%) are of  
moderate concern at a national scale (Brown et al. 2001). 
Similarly, the North American Waterbird Conservation 
Plan provides a continental scale framework for the conser-
vation and management of  210 species, including seabirds, 
coastal waterbirds, wading birds, and marsh birds in 29 na-
tions (Kushlan et al. 2002). Of  the 166 species of colonial 
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waterbirds assessed in the plan, 12 (7%) are highly imper-
iled, 43 (26%) are of  high concern, and 52 (31%) are of  
moderate concern. Approximately 34% of  these species use 
freshwater wetlands for nesting and foraging.
 The U.S. Fish and Wildlife Service has produced a report 
that identifies migratory and nonmigratory birds of  the 
United States of  conservation concern (Division of  Migra-
tory Bird Management 2002). The species considered in this 
report are nongame birds, game birds without hunting  
seasons, subsistence-hunted nongame birds in Alaska, and  
species categorized as candidate, proposed, and recently del-
isted from the Endangered Species Act. Assessment scores 
used by the 3 major bird conservation plans (U.S. Shore-
bird Conservation Plan, North American Waterbird Conser-
vation Plan, and Partners In Flight) were used in assessing 
conservation status at 3 geographic scales: national, U.S. Fish 
and Wildlife Service regions, and Bird Conservation Regions. 
At the national level, this report considers 131 bird species 
(12% of  all native species) to be of  conservation concern. At 
the scale of  individual U.S. Fish and Wildlife Service regions 
(n = 8), the number of  species listed ranges from 28 to 87 
(x̄ = 45). The number of  species considered being of con-
servation concern within the 24 Bird Conservation Regions 
encompassing the lower 48 states ranges from 10 to 48 (x̄ = 
26). The North American Bird Conservation Initiative has 
endorsed Bird Conservation Regions as the basic ecologi-
cal units to be used in planning and evaluation of  all-bird 
conservation efforts (North American Bird Conservation 
Initiative Committee 2000a, b). Although not all of  the spe-
cies occurring in the lists are considered wetland dependent, 
palustrine and riparian wetlands often fill a crucial niche in 
the annual life cycle of  many species on these lists.
 A similar scenario is evident for amphibians and reptiles, 
but data are less complete compared to birds. Natural fluc-
tuations and local extinctions are common in both rep-
tiles and amphibians (Blaustein et al. 1994). Thus, although 
observed population trends of  many species have declined, 
determining whether these trends constitute natural fluc-
tuations or unnatural declines is difficult because most field 
studies have not been conducted for a sufficient period 
(Pechmann and Wilbur 1994). However, the number of  re-
ported declines and the documentation of  adverse effects 
suggest that amphibian declines represent a serious threat 
and reptiles appear to be in even greater danger of extinc-
tion (Gibbons et al. 2000). For example, 27 and 87 species 
of herpetofauna are listed as threatened and endangered, 
respectively, under the Endangered Species Act. This list 
includes 37 turtles (33 endangered, 4 threatened), 14 frogs 
and toads (9 endangered, 5 threatened), and 12 salamanders 
(8 endangered, 4 threatened). On a global scale, the World 
Conservation Union has assessed 6,260 amphibian species 
and lists 38 species as extinct, 1,276 species as critically en-
dangered (n = 489) or endangered (n = 787), and 715 species 
as exhibiting a high vulnerability to becoming endangered 

(International Union for the Conservation of  Nature 2009). 
There are many factors known or suspected to be associated 
with population declines of  amphibians and reptiles, includ-
ing habitat loss and modification, introduced invasive spe-
cies, disease, pollution, and global climate change (Gib-
bons and Stangel 1999). However, many scientists consider 
habitat loss and alteration to be the largest single factor con-
tributing to the declines of  many amphibians and semiaquatic 
reptiles (Alford and Richards 1999, see also Buhlmann 1995 
and Buhlmann and Gibbons 1997 for specific examples).

WETLAND FUNCTIONS AND VALUES

Wetland functions are diverse and include the biological, 
physical, and chemical processes that occur in, or are asso-
ciated with, wetlands. The most widely valued wetland 
function is providing habitat for wildlife and contribut-
ing to the maintenance of biodiversity (National Research 
Council 1992). The U.S. Fish and Wildlife Service estimates 
that up to 43% of  federally threatened and endangered 
species require wetland habitats during some part of  their 
annual cycle (Office of  Water, Wetlands, Oceans and Water-
sheds 2000), and >>50% of protected migratory birds rely 
on wetlands (Wharton et al. 1982, Office of  Water, Wet-
lands, Oceans and Watersheds 2001a). In addition, wetlands 
support 31% of the plant species occurring in the conter-
minous United States, even though wetlands comprise only 
5% of the land surface (Office of  Water, Wetlands, Oceans 
and Watersheds 2001a).
 Although the importance of  wetlands to wildlife is well 
known, wetlands also perform numerous other functions. In-
tact wetlands positioned at low topographic positions rela-
tive to uplands moderate flood events by storing and slowly 
releasing floodwaters. In addition, trees and other wetland 
vegetation slow flow velocity and distribute floodwaters over 
floodplains. In combination, these functions can decrease the 
frequency and intensity of  floods and reduce downstream 
erosion. In some cases, wetlands and other water retention 
facilities often provide a level of  flood protection otherwise 
provided by expensive dredging operations and levees.
 Wetlands also help reduce shoreline erosion, as well as 
maintain (e.g., groundwater recharge) and improve water 
quality (e.g., sediment accretion, nutrient uptake). As water 
passes through wetlands, excess nitrogen and phosphorus is 
processed, organic pollutants decompose, and suspended 
sediments are trapped. Wetlands may be capable of  remov-
ing between 70% and 90% of the nitrogen entering a sys-
tem (Gilliam 1994), whereas the estimated mean retention 
of phosphorus is 45% ( Johnston 1991). However, excessive 
additions of  nitrogen and phosphorus can cause the devel-
opment of  large algal blooms that consume oxygen and re-
sult in low oxygen concentrations (i.e., hypoxia) that can-
not be tolerated by many aquatic organisms (Office of  Water, 
Wetlands, Oceans and Watersheds 2001b).
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 Hypoxia can occur naturally, but human activities have 
undoubtedly increased the frequency, extent, and severity 
at which this condition occurs. In the conterminous United 
States, the largest known area of  hypoxia occurs off  the 
Louisiana coast, but other areas include Long Island Sound 
and Chesapeake Bay (Turner and Rabalais 2003). Wetlands 
also have been reported to remove 20–100% of metals, de-
pending on individual site characteristics and metal type 
(Taylor et al. 1990, Delfino and Odum 1993, Gambrell 1994). 
In terms of  quantity, sediment is the major pollutant of  
wetlands, lakes, estuaries, and reservoirs in the United States 
(Baker 1992). Sediment quality also is an environmental 
concern because it may act as both a sink and source for  
water-quality constituents. As with some nutrients, sedi-
mentation naturally occurs in many wetlands. However, 
excessive sedimentation can negatively impact aquatic plant 
and animal communities (Rybicki and Carter 1986, Dieter 
1991, Jurik et al. 1994, Walters et al. 1994, Gleason and Euliss 
1998). In some cases, sediment accrual can actually result in 
the loss of  all basin volume (Luo et al. 1997).
 Finally, many wetlands may be important in carbon se-
questration and reduction of  atmospheric concentrations 
of  greenhouse gases that are linked to climate change 
(Mitsch and Gosselink 1993). Although much attention has 
been focused on bogs, forested wetlands, and tidal marshes, 
restored prairie wetlands also have been recently identified 
as carbon sinks (U.S. Environmental Protection Agency 
2003). High primary productivity by plants that fix carbon 
through photosynthesis, high rates of  organic matter up-
take, and low decomposition rate of  organic matter are 
characteristics that result in the net storage of carbon in 
wetlands. For example, a study of  coastal marshes in Florida 
indicated that soils in high and low marshes contained 73% 
and 287% more organic carbon, respectively, than did nearby 
upland forest soils (Choi et al. 2001). Conversely, freshwater 
wetlands are considered to be among the ecosystems most 
vulnerable to climate change (Bates et al. 2008). This as-
sessment is due, in part, to the limited capacity of  wetlands 
systems to adapt to hydrologic changes. Climate change 
could alter recharge rates of  local and regional ground-
water systems, as well as modify direct precipitation and 
evaporation rates that could significantly alter wetland func-
tions (Winter and Woo 1990, Woo et al. 1993), particularly 
in regions where precipitation and evaporation are similar. 
Such changes, even if  relatively small, can significantly af-
fect wetland plants and animals (Burkett and Kusler 2000, 
Keddy 2000), and ultimately diminish many current wetland 
functions.
 Wetland values, which are based on functions, usually 
are associated with goods or services that society recog-
nizes as worthy, desirable, or useful to humans. The rea-
sons that wetlands are often legally protected are related 
to their societal values rather than ecological processes 

(Mitsch and Gosselink 1993). Thus, the value of  a wetland 
often depends on type and location as well as human per-
ception. Although it is difficult to determine the economic 
value of  individual wetlands or wetland systems, according 
to one assessment of  natural ecosystems, the economic 
value of  wetlands worldwide was estimated to be $14.9 tril-
lion (Costanza et al. 1997; all currency given in U.S. dollars). 
One of  the most consistently reported wetland values is the 
provision of  recreational opportunity. Ninety-seven percent 
of  all Americans >16 years of  age participate in some sort 
of  outdoor recreation, with 33% of  Americans reporting 
that they birdwatch (Cordell and Herbert 2002). Based on 
the National Survey of Fishing, Hunting, and Wildlife-
Associated Recreation, 87.5 million U.S. residents spent 
$122.3 billion to fish, hunt, or watch wildlife in 2006 (U.S. 
Fish and Wildlife Service and U.S. Census Bureau 2007). 
Sportspersons spent $76.7 billion in 2006, including $42.0 
billion on fishing, $22.9 billion on hunting, and $11.7 bil-
lion on equipment and other items related to fishing or 
hunting. A total of  71.1 million Americans watched wild-
life and spent $45.7 billion on items related to these activi-
ties in 2006. The number of  people participating in wildlife 
recreation increased by 6% in 2006 compared to 2001 (U.S. 
Fish and Wildlife Service and U.S. Census Bureau 2001, 2007), 
although the increase was primarily attributable to an 8% 
increase in wildlife watchers. Although the economic ben-
efits reported in these studies encompass all habitats, wet-
lands obviously contribute to the economic value of  out-
door recreation.
 The economic value that wetlands provide in relation to 
water purification and flood protection has been estimated 
in some regions. In South Carolina, for example, the Con-
garee Bottomland Hardwood Swamp annually removes 
pollutants that would require $5 million to remove using a 
wastewater treatment facility (Office of  Water, Wetlands, 
Oceans and Watersheds 2000). The U.S. Army Corps of  En-
gineers found that protecting wetlands along the Charles 
River in Massachusetts saved $17 million in potential 
flood damage (Thibodeau and Ostro 1981), the Minnesota 
Department of Natural Resources estimated that replac-
ing the natural floodwater storage function of  wetlands is 
$2,430/ha-m ($300/ac-ft) of  water (Rivers and Trails Con-
servation Assistance 1995), and in western Washington 
the value of  wetlands for flood protection ranged from 
$14,600/ha to $20,600/ha (Leschine et al. 1997). In contrast, 
drainage of  wetlands and diversion of  the Mississippi and 
Missouri rivers from their original floodplains were par-
tially responsible for the billions of  dollars in damage to 
businesses, homes, crops, and property that occurred due to 
the 1993 Mississippi River flood (Office of  Environmental 
Policy 1993, Parrnett et al. 1993).
 Wetlands also are commercially important sites for pro-
duction of natural products, including fish, shellfish, fur, 
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and timber. Landings of crab, shrimp, and salmon were 
valued at $1.17 billion in 2004 and the dockside value of fin 
fish and shellfish in the United States was $3.7 billion. In 
addition, the fishery processing business was valued at 
$7.2 billion and U.S. consumers spent an estimated $54.4 
billion for fishery products in 2000 (Office of  Water, Wet-
lands, Oceans and Watersheds 2006). Species dependent on 
wetlands for food or habitat comprise >75% of  the com-
mercial harvest (Feierabend and Zelazny 1987, Office of  
Water, Wetlands, Oceans and Watersheds 1994). The com-
mercial harvest of  fish and shellfish in Louisiana’s coastal 
marshes alone was worth $244 million in 1991 (Office of  
Water, Wetlands, Oceans and Watersheds 1995). Many mam-
mals and reptiles harvested for their skins are dependent 
on wetlands, including muskrat (Ondatra zibethicus), Ameri-
can beaver (Castor canadensis), mink (Mustela vison), north-
ern river otter (Lontra canadensis), and American alligator 
(Alligator mississippiensis). The nation’s harvest of  muskrat 
pelts was worth >>$124 million in 2004 (U.S. Environmental 
Protection Agency 2006). Finally, forested wetlands have the 
potential to provide a substantial amount of  wood products. 
The value of  bottomland hardwoods and cypress swamps 
in the southeastern United States alone has been estimated 
at about $8 billion ( Johnson 1979).
 Wetlands supply humans with a number of  important 
products (e.g., fish, timber, wildlife), but they also perform 
an unusually large number of  ecological functions that sup-
port economic activity (Barbier et al. 1997). However, not 
all wetlands perform every function, nor do wetlands per-
form all functions equally well. Factors that influence the 
kind of  functions a wetland performs include wetland type 
(palustrine, riverine), position in the landscape, type of land-
scape (e.g., agriculture, forest), size, soils, vegetation com-
position, residence time of  water, and the nutrient, sedi-
ment and chemical concentrations of  water (Novitzki 
et al. 1997). In addition, wetland functions have value at sev-
eral different spatial scales, including internal, local, regional, 
and global. For example, water storage functions and provi-
sion of  migratory bird resources are applicable at regional 
scales, whereas the effects of  wetlands on air quality (e.g., 
carbon and nitrogen cycles) are most appropriate to con-
sider at a global level. Finally, there are different methods 
available to measure the value of wetlands, including ecol-
ogy, sociology, and economics. Some products such as com-
mercial fish and timber harvest can be directly assigned 
monetary value, but it is difficult to calculate economic  
return on ecosystem services such as biodiversity, clean 
air and water, and floodwater attenuation (Barbier et al. 
1997). Consequently, there are a great number of  uncer-
tainties that must be considered when attempting to assign 
values to wetlands.
 Wetlands often provide public goods that are not priced 
the same as other services and goods; thus, many private in-

dividuals and firms make economic choices that affect the 
status of  wetlands on the basis of  costs and benefits that ne-
glect or undercount broader social issues (Leschine et al. 
1997). For example, lands enrolled in conservation pro-
grams administered by the U.S. Department of  Agriculture 
in the Prairie Pothole Region were estimated to reduce to-
tal soil loss by an average of  1,940,254 tons/year, sequester 
approximately 244,960 tons/year of  soil organic carbon, and 
store approximately 56,513 ha-m of  water in wetlands if  
they filled to maximum capacity (Gleason et al. 2008). It has 
been suggested that failure to adequately account for non-
market environmental values in development decisions is a 
major reason wetlands have been lost and converted to 
other uses (Barbier et al. 1997). However, there are increas-
ing efforts to conduct total wetland valuation studies that 
capture both direct and indirect values. A total valuation 
study of  Louisiana’s coastal wetlands resulted in an estimate 
of  $983/ha based on an 8% discount rate (Costanza et al. 
1989). Using a variety of  techniques, the authors calculated 
that commercial fishing and trapping, recreation, and storm 
protection services accounted for 19%, 2%, and 79% of  the 
total, respectively.
 Wetland management in today’s society requires strate-
gic planning and a diverse set of skills because decisions 
regarding the values of  wetlands must be based on many 
competing interests. Managers must also recognize and ad-
dress the increasing pressures being placed on wetlands as  
a result of  an increasing human population and economic 
wealth. Since 1950, there has been a 40% increase in per 
capita demand for grain, a 100% increase in fish, and 33% in 
timber (Watson 1999). In addition, decisions that were his-
torically made within fish and wildlife agencies are now 
made with citizen involvement. These pressures often form 
the basis for decisions regarding the fate of  individual wet-
lands and entire landscapes. In many cases, decisions are of-
ten biased in favor of  uses that have marketed products 
that result in conversion and exploitation of  environmen-
tal resources (Barbier et al. 1997). Uses with marketable 
products often are advocated because there is a belief  that 
technological advances will allow replacing the wetland func-
tions lost by modifying or destroying the wetland. However, 
functions and values lost often are not completely replaced, 
especially with regard to the abiotic and biotic processes 
necessary to support healthy and sustainable fish and wild-
life populations. Therefore, in addition to making decisions 
regarding how to manage land, managers must also create 
opportunities to inform public officials and interested in-
dividuals on the need to conserve or restore wetlands for a 
wide variety of  reasons, including value as wildlife habitat. 
This will require development of  new and interdisciplinary 
approaches to problem solving, including use of  informa-
tion from other disciplines (e.g., political, economic, and so-
cial) during the decision-making process.
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WETLAND CHARACTERISTICS

Traditionally, wetlands often have been created, restored, or 
managed without accounting for differences in structure 
and function affected by abiotic and biotic factors. One of  
the most common approaches has been to acquire a site, 
and implement a familiar development or management sce-
nario that has worked elsewhere, without considering envi-
ronmental conditions including geomorphic and current 
ecological processes (e.g., nutrient cycling). Such an approach 
often fails, because these processes are naturally variable in 
space and time. Consequently, wetlands often have been 
described as sieves that are continually modified and influ-
enced by myriad factors that affect both short- and long-
term productivity and values (Fig. 28.1). For example, the 
type and quantity of  nutrients that are imported and ex-
ported from a wetland varies among locations, seasons, and 
years (Hammer and Bastian 1989). Examples of  abiotic fac-
tors that influence wetland processes include hydroperiod, 
climate, soil, and disturbance (e.g., fire, herbivory) regimes 
(see Fig. 28.1). Biotic factors include those that are station-
ary within a wetland basin (e.g., plants) and those that oper-
ate at larger scales (e.g., waterbirds, pathogens). Failure to 
incorporate this information into the decision-making frame-
work prior to site acquisition, development, or manage-
ment often has resulted in the inability to sustain long-term 
productivity and, ultimately, the inability to reach desired 
goals and objectives. In this section we provide information 
on the primary abiotic and biotic factors, and their inter- 
relationships with wetland structure and function, because 
this information represents the cornerstone of effective 
management.
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Fig. 28.1. Factors influencing wetland characteristics, 
functions, and values.

Geomorphic Setting and Soils
Geomorphology is the study of  landforms and the processes 
that shape them. A basic understanding of  geomorphic pro-
cesses is critical because they are responsible for the forma-
tion of  many wetlands (Klimas et al. 2003). Furthermore, 
the geologic formation underlying wetlands and the geo-
morphic processes operating on those formations greatly 
influence hydrologic condition, water quality, and hence, 
vegetation structure and wildlife habitat quality (Bornette et al. 
1998, Hupp 2000, Johnson 2000, Batzer and Sharitz 2006).
 Landforms on the earth’s surface can be grouped into 4 
categories: structural, weathering, erosional, and depositional. 
Structural landforms (e.g., mountains, rift valleys) include 
those created by massive earth movements such as tectonic 
and volcanic activity. In contrast, weathering landforms 
(e.g., karst, patterned ground) are created by the physical or 
chemical decomposition of  rock. Erosional (e.g., river and 
glacial valleys) and depositional (e.g., deltas, floodplains) 
landforms are the result of  the erosion or deposition, re-
spectively, of  surface materials caused by wind, water, gla-
ciers, and gravity. Landforms that have been influenced by 
more than one of  the above processes are termed poly-
genetic, whereas landscapes that have undergone several cy-
cles of  development are termed polycyclic.
 Wetlands occur in all of  the above landforms and many 
are the result of  polygenetic and/or polycyclic processes 
(Fig. 28.2). For example, in the Rocky Mountains, wetlands 
occurring in mountain valleys often differ from those occur-
ring in intermountain basins due to distinctly different geo-
logic origins, weather, and resulting soil types (Windell 
et al. 1986). Mountain valleys were shaped by erosional forces 
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of  water and, at higher elevations, by glacial movements 
(Wright 1983). In contrast, intermountain basins were largely 
formed by ancient tectonic and volcanic events (Windell et al. 
1986). Depending on topographic position and underlying 
geologic material, the direct or indirect effects of glaciers 
in mountains have resulted in the formation of  many differ-
ent types of  palustrine wetlands, including cirque basins; 
spring, seep, and snowbed wetlands; tarns; kettles; and 
terminal or lateral moraine lakes.
 Wetland morphology and structure should not be viewed 
as static. Geomorphic processes continually influence wet-
land characteristics at both local and landscape scales. For 
example, tectonic activity continues to influence the rise and 
fall of  the earth’s surface, thereby affecting the presence, lo-
cation, and hydrological characteristics of  wetlands (Fors-
berg et al. 2000, Jain and Sinha 2005). Broad-scale events, 
such as the formation and eventual drainage of  Lake Bonn-
eville, occur on much longer time scales, but dramatically 
alter the wetland landscape (Oviatt 1997, Louderback and 
Rhode 2009). Smaller scale tectonic events, such as the con-
tinual uplift of  valley floors, can slowly alter morphological 
and hydrological characteristics of  wetlands. For example, 
in the Basin and Range province of  Idaho, faults are moving 
and pulling mountain ranges farther apart, thus making the 
valleys wider (Alt and Hyndman 1989). The effects of  these 
smaller scale events on wetland processes are difficult to dis-
cern because of  simultaneous anthropogenic and climatic 
effects, but changes are occurring.
 The integration of current and past geomorphic pro-
cesses also is evident in the Lower Mississippi River Allu-
vial Valley. Erosional and depositional events caused by gla-
ciations and fluvial geomorphic actions were the most 
important processes involved in the formation of  the Lower 
Mississippi River Alluvial Valley (Saucier 1994). Although  
levees and dams have altered rates, fluvial geomorphic pro-

cesses continue to influence wetland formation and location 
in the region (Saucier 1994). Saucier (1994) mapped the lo-
cation of  point bars, abandoned channels, natural levees, 
valley trains, backswamps, and other features from Cairo,  
Illinois to the Gulf  Coast. The results of  this study and oth-
ers illustrate that floodplains are comprised of  many differ-
ent soil types that often are intermixed and distributed in 
complex patterns depending on type of parent material, 
type of  erosional forces acting on the environment, and 
sediment deposition patterns and rates through time (Whar-
ton et al. 1982, Stanturf  and Schoenholtz 1998, Richardson 
2000). Current depositional environments overlay soils and 
landforms that were a result of  historical depositional envi-
ronments, thus creating a complex mixture of  soils and hydro-
logic environments that have important implications to the 
distribution and restoration of  wetland plant and animal 
communities (Klimas et al. 2009).
 Glaciation also was the dominant force creating pot-
hole wetlands in the Columbia Basin (Bretz 1923) and Prairie 
Pothole Region of  the northern Great Plains (Sloan 1972). 
However, south of  the Missouri River to about the Nebraska–
South Dakota boundary there is greater evidence of  erosion 
(Laubhan and Fredrickson 1997). Further south in the cen-
tral and southern Great Plains, wetlands exhibit a deposi-
tional rather than an erosional surface. In the central Great 
Plains, multiple hypotheses of  wetland genesis have been 
proposed, but all involve weathering or erosion. Wetlands in 
this region are thought to have formed due to deflation 
(i.e., removal of  loose fine-grained material by wind action), 
differential compaction of  unconsolidated materials, and 
solution of  soluble layers (Shimer 1972). For example, the 
numerous isolated wetlands in the Rainwater Basin (see Fig. 
28.2) of  south-central Nebraska typically developed in de-
pressions where leaching concentrated clay particles in the 
subsoil (Erickson and Leslie 1987). In contrast, the Sandhill 
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Region of Nebraska was formed as wind-blown sand accu-
mulated against low hills and ridges (Tiner 1984). In this re-
gion, wetland type and distribution is largely affected by the 
dynamics of  a large underground reservoir that is part of  
the Ogallala Aquifer (Bleed and Flowerday 1990). Playas, 
the dominant palustrine wetland type in the southern Great 
Plains, also are thought to have formed by deflation (Reeves 
1966).
 Wetlands in the Great Basin Region of  the Basin and 
Range Province formed due to different processes (Duffy 
and Al-Hassan 1988). First, alluvial fan deposits of  Quarter-
nary age occurred along the margin of  depressions and, in 
many cases, individual fans coalesced to form a piedmont 
plain or bajada. Second, the depression filled with deposits 
of  mixed fluvial and lacustrine origin. Third, extreme peri-
ods of  rainfall created pluvial lakes that inundated the area. 
As conditions became drier and warmer, pluvial lakes evap-
orated, resulting in saline lakes and playas. Notable water 
bodies include Walker and Pyramid lakes, which are rem-
nants of  Lake Lahontan, and the Great Salt and Utah lakes, 
which are remnants of  Lake Bonneville (Fiero 1986). Addi-
tional wetlands were formed as erosional material was trans-
ported by streams and deposited at the base of  mountains or 
farther out in depressions (Snyder 1962, Burkham 1988). An 
alluvial fan from one mountain may extend outward and 
merge with a fan from an adjacent range (Lamke and Moore 
1965), which typically results in a nearly flat area where fine-
grained deposits accumulate and surface flooding may oc-
cur during wet periods (Mabbutt 1979, Burkham 1988).
 Examples of  wetlands formed by weathering include tina-
jas, also called potholes or weathering pits. Tinajas are de-
pressional wetlands eroded from bedrock and are abundant 
on friable sandstones of  the Colorado Plateau, where they 
locally create a distinct dome-and-pit landscape (Spence and 
Henderson 1993). Most theories regarding formation of  
tinajas include a combination of  physical, chemical, and  
biological weathering processes that promote mineral de- 
composition, followed by removal of  the decomposed  
material by wind or water (Twidale and Bourne 1975, God-
frey 1980). The aridity of  the region also contributes to wet-
land development by limiting vegetation cover, which permits 
wind deflation, and by concentrating salts that facilitate 
rock disintegration (Goudie 1991).
 Wetlands that formed of similar processes may differ 
markedly depending on parent material, climate, and other 
factors. For example, depressional wetlands referred to as 
potholes occur in both the Columbia Basin and the north-
ern Great Plains. Potholes in both regions resulted from gla-
ciation and have many similar attributes, including size (8 ha 
in the Great Plains and from 1 to >32 ha in the Columbia 
Basin), location (typically in areas with a high water table), 
and isolation (Harris 1954, Johnsgard 1956, Sloan 1972, Stew-
art and Kantrud 1972, Laubhan and Fredrickson 1997, Tiner 
et al. 2002). However, glaciers in the Columbia Basin scoured 

basalt deposited by lava flows (Bretz 1923, Fenneman 1931), 
whereas the advance and retreat of  glaciers in the Great 
Plains deposited glacial drift, a general term that includes 
unsorted rock debris called till, sorted sand and gravel 
called outwash, and fine-grained sediments deposited in 
lakes (Sloan 1972). These differences in the composition of  
material underlying the potholes in each region can influ-
ence hydrology, soil and water chemistry (e.g., nutrients, 
pH), and other factors important in affecting the composi-
tion of  wetland flora and fauna. Thus, applying standard 
techniques across sites that appear similar may not be suc-
cessful due to differences in topographic position, soils, or 
hydroperiod (Stanturf  and Schoenholtz 1998).
 The importance of material that becomes the substrate 
of wetland basins due to geomorphic processes also is crit-
ical for understanding wetland structure and function. 
For example, glacial deposits vary in texture and chemical 
composition, which affects the quantity of  wetlands, their 
hydrologic connectivity, and water quality (Winter 1989). 
In contrast, different rock types, climate, and geomorphic 
processes (e.g., glaciation, erosion) have resulted in a com-
plex mosaic of  heterogeneous, discontinuous soil types in 
the Rocky Mountains (Retzer 1962, Price 1981). Relatively 
undeveloped soils are common in areas dominated by frag-
mented bedrock, talus, or recent glacial moraine deposits 
(Rink and Kiladis 1986). In comparison, tinajas in the Colo-
rado Plateau are covered with sandy sediments or alternat-
ing layers of  materials that vary in organic content (Netoff  
et al. 1995). The amount of  sediment deposited in the basin, 
in combination with hydrology, largely affects vegetation 
composition (Netoff  et al. 1995).
 Floodplain systems also exhibit differential patterns of 
sediment erosion and deposition that results in a diversity 
of wetland types and soil conditions (Leopold et al. 1964, 
Wharton et al. 1982, Stanturf  and Schoenholtz 1998, Rich-
ardson 2000). Geomorphic features, such as natural levees, 
point bars, backswamps, abandoned channels, oxbows, sloughs, 
and swales greatly influence abiotic conditions (e.g., hydro-
period, soil, and drainage characteristics). Natural levees ad-
jacent to a river are formed when heavier, coarse-grained 
sediments (e.g., sand) are deposited as the river overtops its 
bank during flood events and the water velocity is slowed by 
vegetation (Hupp 2000). In contrast, water is ponded for 
much longer periods in backswamps and fine sediments are 
filtered out, forming heavy clay soils. Such differences im-
pact hydrology, which influences the floristic and structural 
characteristics of  vegetation (Kellison et al. 1998, Ward 1998, 
Heitmeyer et al. 2002). The diversity of  these sites is impor-
tant for providing habitat for a wide range of  species, in-
cluding amphibians, reptiles, waterbirds, and fish (Bellrose 
et al. 1979, Burbrink et al. 1998, Hoover and Killgore 1998, 
Wigley and Lancia 1998). However, differences among flood-
plain wetlands often have been overlooked in many restora-
tion efforts because these features have not been recognized. 
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Hydrologic restoration of  sloughs and swales has been un-
deremphasized or ignored in many efforts. Further, improper 
site selection is a leading cause of failure in bottomland 
hardwood reforestation (Allen et al. 2001, Lower Mississippi 
Valley Joint Venture 2007) and management efforts (King 
and Fredrickson 1998). Development of  management units 
ringed by levees in areas where a natural levee or point- 
bar exists may lead to failure because sandy deposits may 
make it difficult to maintain water levels, particularly during 
drought conditions.
 Historically, forces that altered surface features and cre-
ated wetlands were the result of  natural events that influ-
enced large areas and occurred thousands of  years ago. How- 
ever, geomorphic processes continue to occur through time 
and act to alter wetland structure and function. These 
processes are now largely influenced by anthropogenic ac-
tivities, including agriculture, physical structures such as 
levees, and urban development. During the Mississippi River 
flood of  1993, deep scouring often occurred at sites where 
man had placed barriers (such as roads, railroads, or levees) 
in the floodplain. Thus, the distribution and connectivity of  
scour sites to the river was largely influenced by human  
development (Galat et al. 1998). Development of  reservoirs 
in the pothole area of  the Columbia Basin has elevated 
groundwater levels and has increased the hydroperiod 
and lowered salinities in many wetlands that are not actu-
ally submerged ( Johnsgard 1956). Repeated agricultural cul-
tivation has reduced the porosity of  the upper horizons, 
causing serious erosion of  loessal (i.e., wind-blown) soils 
(Daubenmire 1942, Busacca 1991). Excessive sedimentation 
can result in dramatic habitat alterations in a relatively short 
time (Bellrose et al. 1979, Kleiss 1996, Oswalt 2003). In addi-
tion, activities such as stream channelization (the process 
of  straightening streams and steepening their gradient) can 
alter hydrologic and geomorphic processes throughout an 
entire watershed, thus influencing vegetation communities 
and reducing habitat quality for a variety of  fish and wildlife 
(Fredrickson 1979, Shankman and Pugh 1992, Oswalt 2003). 
These influences must be considered when developing res-
toration and management plans because areas properly de-
signed based on local site conditions may still fail because of  
offsite conditions. Thus, restoration plans must often be de-
veloped for larger scale landscapes and involve all affected 
stakeholders (National Research Council 1999).

Hydrology and Climate
The hydroperiod, or the timing, depth, duration, and fre-
quency of  flooding, is the single most important factor con-
trolling the establishment and maintenance of  specific 
wetlands and wetland processes (Mitsch and Gosselink 2000). 
In fact, the hydrological regime separates wetlands systems 
from true terrestrial and aquatic systems. The hydroperiod 
influences chemical and physical properties of  wetlands, and 
ultimately affects the biota (see Fig. 28.1).

 Components influencing hydroperiod include those that 
affect the amount of  water entering and leaving a wetland 
(Marble 1992, Batzer and Sharitz 2006). Precipitation, 
groundwater, surface water, and tidal fluctuations repre-
sent important inflow components. Possible outflow com-
ponents include evaporation, transpiration, groundwater 
and surface water discharge, and tidal fluctuations. These 
components are often placed in an equation, termed a water 
budget, to express the relationship between inflow and out-
flow. This equation is based on the premise that the amount 
of  water in a wetland is equal to the water that enters a wet-
land minus the amount of  water discharged from the wetland. 
A generalized form of  this equation is

water volume = precipitation + surface water inflow  
+ groundwater inflow – evaporation – transpiration  

– surface water outflow – groundwater outflow.

 The relative importance of  parameters in the equation 
varies depending on several factors, including geomorphic 
setting, landscape position, and climate. Tidal fluctuations 
are a primary determinant of  hydroperiod in coastal wet-
lands, whereas changes in surface water are a controlling in-
fluence in riparian wetlands. Palustrine wetlands also exhibit 
wide variability relative to the importance of  inflow and out- 
flow parameters. All Physiographic Provinces composing 
the Intermountain West (Columbia Plateau, Colorado Plateau, 
Basin and Range, Rocky Mountains) exhibit either semiarid 
or arid climates (Bailey 1995) and, with the exception of  
high-elevation wetlands in the Rocky Mountains, experience 
negative annual precipitation/evapotranspiration ratios 
(Nelson and Tiernan 1983, Hidy and Klieforth 1990, Bailey 
1995). Because of  the general aridity and high evapotranspi-
ration rates of  the region, temporary hydroperiods are wide- 
spread, and permanently flooded palustrine wetlands are 
few (Williams 1985). However, differences in abiotic features 
within and among provinces alter the contribution of  vari-
ous input and output parameters that determine hydrologic 
cycles. In the Columbia Basin portion of  the Columbia Pla-
teau, the hydroperiod of  many remnant natural wetlands is 
affected primarily by precipitation and evaporation cycles; 
however, larger lakes and permanently flooded potholes 
also receive water from springs and have surface outlets 
to streams (Whittaker and Fairbanks 1958). Precipitation 
also is of  primary importance in the hydroperiods of  natu-
ral wetlands of  the Basin and Range Province, but factors 
such as elevation, aspect, slope, climate, and soil proper-
ties also are important (Snyder 1962, Beatley 1974, Eakin 
et al. 1976, Ehleringer 1985, Duffy and Al-Hassan 1988). In 
general, spring months represent the primary, and often the 
only, soil-moisture recharge period (Caldwell 1985, Ehleringer 
et al. 1991).
 External drainage plays a prominent role in the hydro-
period of  wetlands in the Colorado Plateau. Surface waters 
entering wetlands connected to rivers are exported via riv-
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ers, with approximately 90% of  the region drained by the 
Colorado River and its tributaries (Thornbury 1965). Sur-
face water availability is further influenced by local climatic 
conditions that vary considerably depending on elevation, 
landscape position, and aspect (Comstock and Ehleringer 
1992). Consequently, although natural marshes are common 
in the Basin and Range Province, they are an uncommon 
feature of  the Colorado Plateau (Harper et al. 1994). In Ari-
zona, most natural marshes are largely seasonal, the hydrol-
ogy being dependent on summer precipitation and snow-
melt rather than groundwater (Brown 1985).
 Wetland hydrology in the Rockies is complex because 
the relative contribution of  surface (direct and indirect) and 
groundwater components varies depending on numerous 
physical and climatic factors. The majority of  water inflow 
to wetlands results from indirect precipitation occurring in 
the watershed. In contrast, direct precipitation is probably 
the least significant source of  water (Knud-Hansen 1986), 
except in terrain depressions where snow has accumulated 
(Willard 1979) and in bogs (Cooper 1986).
 Historically, most wetland managers focused solely on 
surface water and ignored the dynamics of  groundwater, 
including its quality, volume, and seasonality. However, 
given the current and future human demands for water 
(Postel 2000), understanding groundwater conditions will 
be increasingly important for successful wetland manage-
ment. Groundwater processes are affected by geology, 
watershed topography, soil characteristics, and season 
(Rink and Kiladis 1986). In the Rockies, snowmelt at higher 
elevations supplies a large volume of  water that can contrib-
ute to groundwater dynamics. Heterogeneous, coarse-textured 
soils create complex groundwater flow-paths that result in 
groundwater seep areas at lower elevations. In the Inter-
mountain West and the Prairie Potholes of  the northern 
Great Plains, groundwater can be a critical water source and 
influence wetland geochemistry (Winter and Rosenberry 
1995). Because of  complex geomorphologic features and 

differences in groundwater connectivity, wetlands immedi-
ately adjacent to each other can have very different salinities 
and mineral content. In many river systems, during certain 
times of  the year or along certain stretches of  river, the 
aquifer is recharged by stream flow. During low flow periods, 
however, groundwater may be the primary source of  water 
for both the river and associated floodplain wetlands.
 The influence of  groundwater is often more evident in geo-
graphic regions that have a negative precipitation/evaporation 
ratio because groundwater flow often allows plants with low 
salinity tolerance to exist among plants with high salinity 
tolerance. The influence of  groundwater on wetland hydrol-
ogy is more difficult to identify in areas where precipitation 
exceeds evapotranspiration because groundwater constitu-
ents are diluted by precipitation. However, in some systems, 
groundwater may be more important than precipitation or 
surface flooding at particular times of  the year.
 Depletion of aquifers due to withdrawal for agricultural 
irrigation and drinking water is an increasing problem, but 
the impact on wetlands depends on the connectivity between 
wetlands and groundwater (Postel 2000). Perched wetlands, 
which have an impervious layer between the wetland and 
the groundwater table (Mitsch and Gosselink 2000), are dis-
connected from the aquifer and groundwater effects are mini-
mal. However, groundwater is an important hydrologic com-
ponent of  recharge, flow-through, and discharge wetlands 
(Fig. 28.3). Flow-through wetlands have both surface and 
groundwater flow and discharge some water into the ground. 
Discharge wetlands typically occur at low topographic posi-
tions and receive some surface flow, but groundwater dis-
charging into the wetland influences the geochemistry. Al-
though this classification may seem straightforward, a given 
wetland may change status. For example, if  a local aquifer 
becomes depleted, a discharge wetland may shift to a re-
charge wetland (Richardson et al. 2001). Thus, water depth 
and duration may decline in the wetland, resulting in eco-
logical and functional changes.

Fig. 28.3. The influence of groundwater and 
surface water, relative to discharge, flow-through, 
and recharge wetlands.
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 Short- and long-term hydrologic conditions affect many 
abiotic factors. Water fluxes affect nutrient cycling in wet-
land basins by influencing the type and quantity of  nutrients 
that enter and exit wetlands, and decomposition rates (Liv-
ingston and Loucks 1979). Hydroperiod and water source 
(e.g., groundwater versus surface water) also affects water 
quality, nutrient cycling, and soil conditions (Gambrell and 
Patrick 1978, Wharton et al. 1982, Mitsch and Gosselink 2000). 
These abiotic conditions in turn influence biotic compo-
nents of  wetlands, including composition, distribution, and 
productivity of  wetland vegetation (Bedinger 1979, van der 
Valk and Welling 1988, Squires and van der Valk 1992) and 
invertebrate community composition and structure (Eakin 
et al. 1976, Kadlec 1982, Duffy and Al-Hassan 1988, Dobro-
wolski et al. 1990, Williams et al. 1990, Comstock and 
Ehleringer 1992). Ultimately, vertebrate use of  wetlands is 
indirectly and directly affected by the hydrologic regime 
(Table 28.1). Hydroperiod indirectly affects vertebrates by 
affecting vegetation composition and structure as well as 
food resources for waterbirds (Weller and Spatcher 1965, 
Weller and Fredrickson 1974, Kaminski and Prince 1981, Ball 
and Nudds 1989, Weller 1999).
 Similar interactions occur with respect to herpetofauna 
that often spend only short periods in wetlands. For exam-
ple, many species of  amphibians require vegetation for at-
tachment of  egg masses, and both adults and larval forms 
require invertebrates for food. Therefore, wetland vegeta-
tion is extremely important for amphibians because com-

position affects (1) type, quantity, and nutritive quality of  
plant foods available (Table 28.2); (2) distribution, density, 
and structure that provides cover and egg attachment sites; 
and (3) quantity and type of  substrate for invertebrates.  
Hydrologic regime also directly influences wildlife use because 
time of  flooding relative to the life-history cycle of  the or-
ganism, duration of  flooding, and water depth affect avail-
ability of  resources (e.g., foods, cover) for waterbirds (Laub-
han and Roelle 2001). For example, many waterbirds (e.g., 
dabbling ducks, shorebirds) require shallow water depths to 
forage efficiently (White and James 1978, Reid et al. 1989; 
Fig. 28.4). Foods and cover in wetlands that are flooded too 
deep are largely unavailable to these species. In addition, suc-
cessful recruitment of  many amphibian species is enhanced 
in wetlands that dry seasonally because this prevents fish 
and invertebrate predators from becoming established (Pech- 
mann et al. 1989, Semlitsch 2000b).

Algae
Historically, biologists have focused on the structure and 
biomass of  emergent plants in wetland systems, but have 
overlooked the importance of  algae. However, algal bio-
mass can equal that of submersed macrophytes (Golds-
borough 2001). Further, algae can be important sources of 
primary production and dissolved oxygen as they trans-
form and retain nutrients, serve as habitat for other or-
ganisms, and often form the base of wetland food webs 
(Murkin 1989, Stevens et al. 1989, Murkin et al. 1992, Brow- 
der et al. 1994, MacIntyre et al. 1996, Wetzel 1996, Robinson 
et al. 2000, Stevenson 2001). In saline systems, the algal bio-
mass within a wetland often exceeds the biomass of  macro-
phytes (Zedler 1980) and is of  critical importance for inver-
tebrate fauna. In freshwater systems, algae are important in 
the decomposition process and provide important nutrition 
for invertebrates. Epiphytic algae are an important food  
for many macroinvertebrate grazers (Allanson 1973). Algae 
readily respond to available nutrients in the water column 
and may form massive blooms, particularly when water 
temperatures are warm. During slow drainage of  a wet-
land, algae are retained within a basin because they tend to 
attach to vegetation or other substrates, thus preventing the 
export of  important nutrients. However, algae are sensitive 
to many physical and chemical factors, including human ac-
tivities (Pan and Stevenson 1996, Stevenson et al. 1999). Fer-
tilizer runoff  can result in excessive addition of  some nutri-
ents (e.g., phosphorous) that can stimulate extensive algal 
blooms that deplete dissolved oxygen concentrations and 
cause fish mortality, or reduce light penetration below thresh-
olds required for growth of  some aquatic plant species.

Vascular Vegetation
Wetland vascular plants can be divided into 4 life forms: 
(1) submergent, (2) emergent, (3) floating leaf, and (4) float-
ing. Submergent plants are rooted in substrate, but the 

Table 28.1. Representative vertebrates that use 7 wetland 
typesa classed as palustrineb

  Flood 
Wetland  duration 
type Description (month) Vertebrate use

I Ephemeral ponds 1 Dabbling ducks,  
    shorebirds
II Temporary ponds 1 Dabbling ducks,  
    shorebirds, waders
III Seasonal ponds and 2–4 Dabbling ducks, diving  
  lakes   ducks, frogs, rails,  
    shorebirds, waders
IV Semipermanent 11–12 Dabbling ducks, diving  
  ponds and lakes    ducks, frogs, grebes,  
    rails, terns, turtles,  
    waders
V Permanent ponds  12 Dabbling ducks, diving 
  and lakes   ducks, fish, turtles
VI Alkali ponds and 6–12 Dabbling ducks, diving  
  lakes   ducks, shorebirds
VII Fen ponds 12 Blackbirds, chickadees,  
    frogs, jays, kingbirds,  
    snakes, sparrows

a From Stewart and Kantrud (1971).

b From Cowardin et al. (1979).
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stems and leaves are mostly, if  not entirely, in water. Emer-
gent plants grow with their roots in wet soil part or all of  
their life, but stems and leaves extend through the water col-
umn to above the water surface. Floating-leaf plants are 
rooted in substrate, but extend broad, floating leaves to the 
surface. Floating plants are not rooted and usually remain 
on the surface of  the water.
 The composition, distribution, and productivity of  vege-
tation within a wetland are dependent on both biotic and 
abiotic factors (Whittaker and Niering 1975, Grubb 1977, 
Bedinger 1979, van der Valk and Welling 1988). Species that 
potentially occur within a basin are dependent on 2 primary 
factors. First, colonization can occur via dispersal of  re-
productive propagules (e.g., seeds, tubers) from outlying ar-
eas into the basin. There are many natural dispersal mecha-
nisms that facilitate movement of  seeds to new areas. Species 
such as overcup oak (Quercus lyrata) have floating seeds that 
are easily dispersed by water, whereas willow (Salix spp.) 

and cottonwood (Populus spp.) seeds are light and dispersed 
via both wind and water (Cronk and Fennessy 2001). In con-
trast, seeds of  other species often attach to, or are digested 
by, mammals or birds and can be transported great distances 
from the original source (Collon and Velasquez 1989, Vivian-
Smith and Stiles 1994, Mueller and van der Valk 2002).
 There also are numerous human activities that facili-
tate spread of  plant propagules, including automobiles, boats, 
and farm machinery (Cronk and Fennessy 2001). Human- 
facilitated dispersal is often cited as the vector responsible 
for the spread of  many invasive species, including zebra 
mussels (Dreissena polymorpha; Johnson and Padilla 1996) 
and purple loosestrife (Lythrum salicaria; Thompson 1989). 
The other primary source of  plant propagules occurs on or 
beneath the surface of  the soil in the wetland basin. Com-
monly referred to as the seed bank, these propagules in-
clude tubers, corms, and other reproductive parts as well as 
seeds that dispersed into or were produced within the wet-
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Fig. 28.4. Foraging depths of 
some common bird species that 
use wetland habitats. Information 
based on review of the scientific 
literature.

Table 28.2. Chemical composition of selected annual seeds and row crops

  Gross energy 
Common name Scientific name (kcal/g) Fat Protein NFEa Ashb

Barnyardgrass Echinochloa crusgalli 3.9 2.4 8.3 40.5 18.0
Chufa flatsedge Cyperus esculentus 4.3 6.9 6.7 55.4 2.5
Corn Zea mays 4.4 3.8 10.8 79.8 1.5
Fall panicum Panicum dichotomiflorum 4.0 3.1 12.3 50.1 16.1
Milo Sorghum bicolor 4.2 3.1 10.2 72.2 3.5
Rice cutgrass Leersia oryzoides 4.0 2.0 12.0 57.8 9.5
Beggarticks Bidens frondosa 5.2 15.0 25.0 27.5 7.2

a Nitrogen-free extract: a measure of  highly digestible carbohydrates.

b Ash: a measure of  mineral content.



m a n a g i n g i n l a n d w e t l a n d s f o r w i l d l i f e   111

land basin. The persistence of seeds in the seed bank var-
ies by species in relation to complex physiological require-
ments involving the interaction of  temperature, light, 
moisture, and the gaseous environment, as well as seed 
size (Baskin and Baskin 1989, Murdoch and Ellis 1992). The 
soil seed bank rarely reflects the composition of  the stand-
ing vegetation (Thompson 1992).
 Of  the potential suite of  plant species, abiotic condi-
tions act as a sieve, affecting types and densities of  species 
that germinate and survive to maturity (van der Valk 1981). 
Recruitment from the seed bank is partially dependent on 
the depth propagules are buried; only seeds in the upper 
portion of  the soil profile (termed the “active” seed bank) 
are capable of  germination (Simpson et al. 1989). Other 
abiotic factors influencing recruitment are soil tempera-
ture, moisture, and oxygen concentrations; photoperiod; 
quality and quantity of  light; and soil and water chemistry 
(Simpson et al. 1989, Cronk and Fennessy 2001). Submer-
gent plants germinate under flooded conditions, whereas 
most emergents germinate during drawdown conditions. 
In addition, requirements or tolerances exist among differ-
ent propagules of  the same species. Cattail (Typha spp.) can 
reproduce by seed or vegetatively by rhizomes. Optimum 
seed germination occurs in shallow (~1.25 cm) water or ex-
posed mudflats (van der Valk and Davis 1978, Sojda and Sol-
berg 1993) at soil temperatures ranging from 25° C to 35° C 
(Bonnewell et al. 1983). Following germination, however, 
cattail establishment may occur when conditions range from 
saturated to 15 cm of  standing water (Bedish 1967).
 In many cases, factors influencing germination of  a spe-
cies are interrelated. Soil temperatures tend to increase with 
increasing day length, whereas soil oxygen content decreases 
as soil moisture increases. Likewise, soil temperatures are 
higher when the surface color is dark rather than light or 
when there is no residual vegetation. The relationships be-
tween other factors are subtler, yet still important. For ex-
ample, the amount of  light that reaches the basin substrate 

decreases as turbidity or the amount of  residual vegetation 
increases.
 Some common wetland plants are naturalized (Table 
28.3), but their presence has not significantly compromised 
wetland values. Annuals such as curltop ladysthumb (Polygo-
num lapathifolium) and common barnyardgrass (Echinochloa 
crusgalli) are abundant in seasonal wetlands managed for 
moist-soil plants and are considered desirable by most 
managers, yet both species are naturalized. Common millet 
(Setaria italica), another naturalized species, is often planted 
in wetlands managed for wildlife. In contrast, some native 
plants such as chufa flatsedge (Cyperus esculentus) are classed 
as noxious by agriculturists, but are important food for wild-
life in wetlands.
 Unfortunately, numerous plant species with invasive 
characteristics have been introduced into wetlands, particu-
larly during the past 50 years (Table 28.4). For example, in 
Hawaii about 55% of plants in wetlands are exotics (Stem-
mermann 1981). In some cases, invasive plants have expanded 
rapidly into wetlands after a major perturbation such as a 
flood. This appears to have been the case with the spread of  
tall whitetop (Lepidium latifolium) on Ouray National Wild-
life Refuge on the Green River in Utah and reed canarygrass 
(Phalaris arundinacea) in floodplain habitats throughout the 
Upper Mississippi Drainage Basin following the 1993 flood.
 Aggressive exotic plants have compromised manage-
ment because they alter wetland functions and processes. 
Managers often lack adequate information on effective and 
reliable techniques to control many invasive species and 
costs associated with known control techniques can be pro-
hibitive. For example, the distribution and density of  salt- 
cedar (Tamarisk spp.) throughout the southwestern United 
States is so extensive that wetland functions and values are 
compromised, but control and restoration are extremely 
costly (e.g., nearly $1,480/ha on Bosque del Apache Na-
tional Wildlife Refuge in NM). In monotypic stands of  salt-
cedar, the selection of  sites for conversion to native species 

Table 28.3. Common wetland plants naturalized in wetlands of the conterminous states of the United States with value 
(“+” indicates relative value) of seeds for ducks (Seeds) and quality of plant structure to support invertebrates (Quality)

 Value

Common name Scientific name Origin Seeds Quality

Curly dock Rumex crispus Europe + +
Water pepper Polygonum hydropiper Eurasia + +++
Lady’s thumb P. persicaria Europe + +++
Curltop ladysthumb P. lapathifolium Europe +++ +++
Jungle rice barnyardgrass Echinochloa colona Old World +++ +
Japanese millet E. frumentacea Asia +++ +
Common barnyardgrass E. crusgalli Old World +++ +
Common millet Setaria italica Eurasia +++ +
Green foxtail S. viridis Eurasia + +
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is based on the potential to duplicate a more natural hydro-
period. Once a site is selected, an application of  Garlon or 
Arsenal is applied, and then 2 years are allowed to pass to as-
sure chemical translocation to the roots. Following the her-
bicide treatments heavy equipment with experienced opera-
tors is required to break trees from their root crown and to 
remove standing undesirable material. Multiple passes with 
a root rake removes as much belowground biomass as pos-
sible. The uprooted woody debris is pushed into piles and 
burned. Where riparian restoration is the objective, a water 
delivery and drainage system is developed to create a hydro-
logic regime that favors the establishment of  native plants 
over exotics during drawdowns. Spot treatments with soil 
disturbance or herbicides may be used to reduce the area of  
exotic plant response.
 Often, the purpose of  implementing management strate-
gies is to manipulate abiotic conditions to favor germination 
and survival of  desirable plant communities or to inhibit ex-
otic and invasive plant species development. In many cases, 
desirable is defined based on cover and food values for tar-
get organisms. Regardless of  the definition, understanding 
plant germination and growth requirements, as well as 
other processes of plant community dynamics, are criti-
cal for successful wetland management. Time and rate 
of drawdown not only directly affect the presence or ab-
sence of  mudflats, but also influence soil temperature and 
oxygen concentrations. However, many abiotic factors (e.g., 
time and amount of  rainfall, temperature) that directly or 
indirectly influence propagule establishment vary among 
years at the same site. Therefore, implementing the same 
management action among years often will result in the 
establishment of  different plant communities. Thus, the 
calendar date on which an activity is implemented is not an 

appropriate benchmark on which to base management ac-
tions. Rather, the time and type of management activity 
must be based on the specific conditions necessary for plant 
germination, seedling establishment, and growth, as well as 
existing conditions at the site relative to the organisms of   
interest (e.g., presence of  mudflat during least sandpiper 
[Calidris minutilla] migration). Several handbooks and mod-
els that relate common activities (e.g., drawdown time and 
date) to germination requirements of  plant groups com-
mon in seasonally flooded wetlands have been developed to 
provide managers with general guidelines (Fredrickson and 
Taylor 1982, Fredrickson 1991). However, guidelines are not 
available for all wetland types or geographic regions. Also, 
our understanding of  factors that influence the establish-
ment and spread of  invasive species is limited. Thus, the 
best option is to develop a monitoring program to collect 
site-specific information necessary to construct relationships 
between management activities and plant response.
 Van der Valk (1981) developed a model of  wetland plant 
succession for prairie marshes. The interactions between 
plant life-history characteristics and abiotic factors are com-
mon to virtually all prairie wetlands and similar models 
could be developed for other wetland types using the same 
criteria. In this model, wetland plants are divided into groups 
based on life span (annual, perennial with limited life, 
perennial with unlimited life), propagule longevity (short, 
long), and requirements for propagule establishment (draw-
down, surface water). Species can further be classified into 
shade intolerant or shade tolerant.
 Annual plants generally have long-lived propagules in the 
seed bank and, following a drawdown, production of  seeds 
can be large. However, if  the wetland remains saturated or 
flooded for more than a year, the abundance of  annuals typ-

Table 28.4. Examples of invasive plants that may compromise wetland management potential and successful control options

 Control options

Common name Scientific name Geographic location Biological Chemical Mechanical

Saltcedar Tamarisk spp. Southwest  X X
Chinese tallow tree Triadica sebifera Gulf  Coast  X X
Pepper tree Schinus terebinthifolius Florida   X
Purple loosestrife Lythrum salicaria Northeast, North central X
Reed canarygrass Phalaris arundinacea Northeast, North, Northwest  X X
Alligator weed Alternanthera spp. Southeast  X X
Water chestnut Trapa natans Northeast, Southeast X
Hydrilla Hydrilla verticillata Southeast  X
Tall whitetop Lepidium latifolium West, Northeast  X X
Eurasian milfoil Myriophyllum spicatum United States  X
Giant salvinia Salvinia spp. Southeast, Hawaii  X
California grass Urochloa mutica Hawaii  X X
Water hemp Amaranthus rudis Southeast, Southwest  X
Joint vetch Sesbania spp. Southeast  X X
Water hyacinth Eichhornia spp. Southeast  X
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ically decreases because they are incapable of  germinating 
in water. In contrast, abundance of  perennial vegetation tends 
to increase because these species propagate by rhizomes as 
well as seeds, and they can tolerate deeper water. Through 
time, particularly under stable water regimes, perennial 
plants (e.g., cattail, bulrush [Scirpus spp.]) capable of  repro-
ducing vegetatively begin to dominate the wetland plant 
community. In many cases, dense, monotypic stands of  ro-
bust vegetation develop throughout the basin and a decline 
in biodiversity occurs. In coastal and north temperate wet-
lands, feeding and house-building activities of  herbivores 
such as muskrats and beaver are extremely important at  
this stage in the cycle. These activities, in conjunction with 
water level fluctuations, function to create openings in the 
marsh and facilitate the production of  annuals when the 
next drawdown occurs.
 This model illustrates an important facet of  wetlands: 
abiotic factors controlling germination are dynamic and 
result in vegetation changes that influence vertebrate use. 
Plant communities dominated by annuals normally produce 
abundant seeds that contain important sources of  carbo- 
hydrates, vitamins, minerals, and essential amino acids for 
waterbirds (see Table 28.2). In addition, drawdowns often 
result in fish mortality; thus, amphibian survival should im-
prove the year following a drawdown due to the absence of  
predators. In comparison, seed production will decrease 
as vegetation shifts to perennial species, but the stems of  
perennials provide vertical and horizontal cover for seclu-
sion of  waterbird pairs and broods, sites for nest attach-
ment, food for herbivorous mammals, and egg attachment 
sites for amphibians. In addition, succulent new growth and 
rhizomes serve as browse for geese. However, continued 
flooding for long periods would result in the development 
of  dense, monotypic stands of  perennial vegetation through-
out the basin. This would likely facilitate development of  a 
fish population, but cause a decline in waterbird diversity 

and amphibian survival and breeding success (Weller and 
Spatcher 1965, Weller and Fredrickson 1974, Werner and 
McPeek 1994).
 Changes in vegetation composition represent an impor-
tant component of  natural wetland function. These changes 
dramatically influence habitat suitability for different verte-
brate species. Attempts to consistently provide the same 
vegetation distribution and composition during consecutive 
years require implementing management activities to con-
strain abiotic factors that are inherently dynamic. For exam-
ple, consistently promoting the growth of  specific annuals 
requires drawdowns to be conducted at roughly similar 
times (e.g., early spring) every year (Table 28.5). Although 
this hydroperiod occurs naturally in some wetland types in 
certain regions, it represents an extreme variation from nat-
ural hydroperiods of  other wetland types in many regions. 
In these latter wetlands, implementing this strategy over 
consecutive years often leads to disrupted wetland function, 
which can be costly and time-consuming to correct. In these 
cases, short-term habitat objectives to benefit target or-
ganisms must be balanced with long-term objectives of  
sustainable productivity.

Macroinvertebrates and Plant Decomposition
Our understanding of  wetland invertebrates has advanced 
considerably in the past decade (Batzer et al. 1999). Wetlands 
provide many habitat niches for invertebrates, which are im-
portant foods for waterbirds, amphibians, reptiles, and fish 
(Mott et al. 1972, Swanson and Meyer 1973, Weller 1988, El-
dridge 1990). Many invertebrates are extremely small (1 mm), 
and their use as food is restricted to a few vertebrates with 
specialized foraging mechanisms and to large invertebrates. 
Thus, our focus is on macroinvertebrate communities typi-
cally associated with different wetland types.
 Differences in invertebrate composition and distribution 
among wetland types are driven by hydrologic regimes, 

Table 28.5. Effect of drawdown date and rate on soil drying and germination of selected moist-soil plants on Mingo National 
Wildlife Refuge, Missouri

Drawdown  Ambient 
datea Rateb temperaturec Daylightd Rate of  soil dryinge Representative plant germination

Early Slow Low Short Slow Smartweed, spikerush, barnyardgrass
 Fast Low Short Medium-slow Barnyardgrass, willow, chufa
Midseason Slow Intermediate Intermediate Medium-slow Rice cutgrass, burhead, barnyardgrass, chufa
 Fast Intermediate Intermediate Medium Beggarticks, ragweed, panic grass
Late Slow High Long Medium Redroot flatsedge, toothcup
 Fast High Long Fast Cocklebur, aster, crabgrass morning glory

a Early: prior to 15 May; Midseason: 16 May–1 Jul; Late: after 1 Jul.

b Slow: >14 days; Fast: <7 days.

c Low: <16° C; Intermediate: between 16° C and 27° C; High: >27° C.

d Short: ≤10 hr; Intermediate: 10–2 hr; Long: ≥12 hr.

e Slow: similar moisture for ≥1 week; Medium-slow: similar moisture for 5–7 days; Medium: similar moisture for 3–5 days; Fast: similar moisture for <2 days.
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water chemistry, and vegetation structure (Murkin et al. 
1992). The life-history strategies of  wetland macroinverte-
brates have been shaped by long-term hydrologic cycles, 
particularly the type (e.g., backwater, headwater, etc.) tim-
ing (e.g., vernal, autumnal), and depth of  flooding. Among 
the most important are morphological or behavioral adap-
tations to tolerate or avoid drought. Adaptations that have 
evolved due to long-term hydrologic cycles include ≥1 of  
the following: (1) ability to withstand drought in the egg, 
pupal, or larval state, (2) rapid growth, (3) ability to produce 
numerous offspring, (4) ability to complete the life cycle 
within 1 year, and (5) high mobility (Wiggins et al. 1982). Sev-
eral invertebrate groups, including flatworms (order Turbel-
laria); fairy, clam, and seed shrimp (orders Anostraca, Con-
chostraca, and Ostracoda); water fleas (order Cladocera); 
mayflies (order Ephemeroptera); and mosquitoes and phan-
tom midges (order Diptera) have resistant egg stages that 
help prevent drought-induced mortality. Aquatic earthworms 
(order Oligochaeta) may use mucosal secretions to survive 
drought, whereas bloodworm larvae aestivate in cocoons 
and fingernail clams (order Telecytoda) burrow into the wet 
litter layer and rely on their shell to avoid desiccation. Gas-
tropods develop a seal over the opercal and can survive bur-
ied in mud for decades. In contrast, aquatic sowbugs (order 
Isopoda) and sideswimmers (order Amphipoda) have no 
morphological adaptations to resist drought, but adults aes-
tivate and survive dry seasons by locating suitable condi-
tions in the deeper litter layers.
 Many macroinvertebrates that exploit wetlands also have 
adaptations that enable them to thrive in specific habitats or 
vegetation types (Euliss et al. 2002). Macroinvertebrate com-
munities can be grouped based on habitat association into 
those that occur primarily in (1) benthic substrates, (2) sub-
mergent vegetation, (3) perennial herbaceous vegetation, 
(4) annual herbaceous vegetation, and (5) leaf litter. Spe-
cies that compose each group have life-history strategies 
that allow them to exploit a particular hydrologic regime 
(Table 28.6). A wetland invertebrate fauna often exists in the 
dry substrates of  an ephemeral or intermittently flooded 
wetland. When such sites are flooded, invertebrates initiate 
life-cycle responses that may result in large numbers and 
biomass of  invertebrates in the flooded basin (Batema 1987, 
Severson 1987, Fredrickson and Reid 1988a). Further, habi-
tat requirements of  some invertebrates change depending 
on life-cycle stage (Pennak 1978). One habitat may be im-
portant for egg laying, whereas a different habitat may be 
required for feeding.
 Although long-term hydrologic cycles and habitat type 
influence adaptive strategies of  macroinvertebrates, other 
factors affect the spatial and temporal occurrence, abun-
dance, growth rate, and reproduction of  individual species. 
Among the most important are the short-term water re-
gime and physical, chemical, and biological factors (Pennak 
1978, Wiggins et al. 1982, Pinder 1986). In wetlands that ex-

hibit dynamic, short-term flooding regimes, macroinverte-
brates that exhibit rapid growth during periods of  adequate 
water and nutrient availability have an advantage. Further-
more, producing large numbers of  young and completing 
the life cycle in 1 year allow for greater success. When water 
levels decline, species that cannot tolerate drought must 
avoid dry conditions. Those most successful often are highly 
mobile and capable of  immigrating to suitable sites. Beetles 
(order Coleoptera) and water boatmen (order Hemiptera, 
Sigara spp.), in particular, respond to drawdowns by aerial 
dispersal to available wetlands.
 Another important factor affecting invertebrate abun-
dance and diversity is litter type and availability that forms 
when plants senesce. Forms of  herbaceous litter include 
stems, leaves, and flower structures, whereas leaves are the 
primary litter from woody vegetation. Nutrients and or-
ganic matter rapidly leach from litter upon initial contact 
with water and concentrate in the water column (Peter- 
son and Cummins 1974, Yates and Day 1983, Wylie 1985). 
Fungi, bacteria, and microinvertebrates associated with lit-
ter accelerate decomposition and release additional energy 
and nutrients (Fig. 28.5). Macroinvertebrates also feed on lit-
ter conditioned by bacteria and fungi, further assisting in  
litter decomposition and nutrient cycling. Because they are 
readily consumed as food, macroinvertebrates are an im-
portant functional link in the transfer of nutrients from 
detritus to waterbirds, herptiles, and fish (Batema et al. 
2003).
 Decomposition rate is governed by several factors in-
cluding litter type, lignin and nutrient content of the lit-
ter, hydrologic condition, and temperature (Webster and 
Benfield 1986, Middleton et al. 1992). Under a given set of  
environmental conditions, herbaceous litter generally de-
composes faster than woody vegetation (Fig. 28.6). Robust 

Table 28.6. Invertebrates associated with different flooding 
regimes in seasonally flooded impoundments

Flooding regime Invertebrates

Late drawdown Mosquito
 Pond snail
 Water boatman (Sigara spp.)
 Chironomid
Early drawdown Mosquito
 Pond snail
 Water boatman
Autumn–winter Mosquito
 Water boatman
 Chironomid
Long vernal flooding Fairy shrimp (order Anostraca)
 Mosquito
 Water boatman
Short vernal flooding Fairy shrimp
 Mosquito
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litter types. Data from Boyd (1970), 
Yates and Day (1983), Wylie (1985).

emergents often decompose slower than submergent plants 
because they contain greater lignin content. Regardless of  
litter type, decomposition rates generally increase when lit-
ter is shallowly flooded and temperatures increase. Deep 
flooding may result in anaerobic conditions that restrict the 
faunal community actively associated with the decomposi-
tion process (Suthers and Gee 1986). The decomposition pro-
cess may cause anaerobic conditions, resulting in subsequent 

elimination of  invertebrate communities. Factors control-
ling decomposition are changing constantly; therefore, peaks 
in macroinvertebrate abundance often are dramatic and 
short lived. This cycle or “pulsing” of  macroinvertebrate 
populations, although variable among years and habitat 
types, is typical of  invertebrates that exploit nutrient-rich, 
detrital-based systems that are in a constant state of  hydro-
logic flux.
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Vertebrates
Vertebrates have a myriad of  life-history strategies that re-
flect adaptations to the dynamic nature of  wetlands. Under-
standing the temporal and spatial scale of  vertebrate use  
is becoming increasingly important because contemporary 
managers are challenged to provide suitable habitat for an 
increasing array of wildlife within highly modified land-
scapes. With this growing responsibility, the need to sum-
marize information related to life-cycle requirements of  ver-
tebrates is increasing. Species abundance, chronology and 
duration of  stay, mobility, habitat and nutritional require-
ments, and sensitivity to disturbance are important aspects 
to consider when evaluating management options. Unfortu-
nately, detailed scientific information does not exist for many 
species. Further, there has been little effort to integrate spe-
cies requirements with general wetland ecology principles 
(Laubhan and Roelle 2001). Consequently, our ability to pro-
vide long-term benefits for multiple vertebrate species is 
constrained (Fredrickson and Laubhan 1994). However, ex-
perimentation and monitoring, personal observations, dis-
cussions with local experts, and literature review can often 
be beneficial.
 Our intent in this section is to (1) provide a broad over-
view of  the complexities of  life-history strategies of  differ-
ent groups of  species, (2) identify important linkages among 
life-history strategies and wetland habitat dynamics, and  
(3) emphasize the importance of  providing necessary habi-
tat resources at the appropriate time and spatial scale for the 
target organism. Thus, we do not provide an exhaustive anal-
ysis of  all species or taxonomic groups. Mammals and fish 
are not considered in this chapter, but they are important 
components of  wetland ecosystems and should be consid-
ered in management decisions.

Waterbirds
Waterbirds are a diverse group that includes waterfowl 
(swans, geese, and ducks), loons, pelicans, grebes, cranes, 
rails, shorebirds, and wading birds among others (Weller 
1999). Although not considered waterbirds, many songbirds 
also are dependent upon wetland resources for breeding, 
wintering, and migration (Greenberg 1988, Grover and Bal-
dassarre 1995, Yong et al. 1998, Weller 1999, Shutler et al. 
2000). Some species, such as willow flycatchers (Empidonax 
traillii), are considered facultative wetland birds and spend 
as much time foraging in uplands as around wetlands (Weller 
1999). Others, such as prothonotary warblers (Protonotaria 
citrea) and swamp sparrows (Melospiza georgiana), are obligate 
wetland species that depend upon wetlands for their entire 
life cycle (Mowbray 1997, Petit 1999, Hoover 2009). These 
latter species are not considered further, but information on 
habitat requirements is available and should be considered 
in the development and management of  wetland habitats.
 There are 43 species of  waterfowl (Bellrose 1980) and 
>70 species of  other waterbirds that breed, migrate, winter, 

or are resident in North America (Laubhan and Roelle 2001). 
This group of  species is probably the most extensively stud-
ied of  wetland-dependent vertebrates. Numerous books on 
waterbird ecology and management are available (e.g., Bell-
rose 1980, Richards 1988, Weller 1999, Kushlan and Hafner 
2000, Baldassarre and Bolen 2006, Weller 2009). In addition, 
the North American Bird Conservation Initiative has com-
piled regional and national summaries of  population status 
and trends for many waterbird species, as well as identified 
critical wetland resources for protection. Examples of  these 
initiatives include the United States Shorebird Conservation 
Plan (Brown et al. 2001) and Waterbird Conservation for the 
Americas (Kushlan et al. 2002).
 Use of  wetlands by foraging waterbirds largely is affected 
by type, quality, distribution, and availability of  suitable foods 
and cover. Considerable research has been conducted on the 
food habits of  waterbirds. This information has been syn-
thesized and published for many taxonomic groups, includ-
ing breeding waterfowl (Krapu and Reinecke 1992); shore-
birds (Skagen and Oman 1996); and herons, rails, and grebes 
(Laubhan and Roelle 2001). In addition, the Birds of North 
America species accounts provide detailed lists of  food 
items for individual species (Poole et al. 1992–2003). In gen-
eral, diet varies greatly among species and includes amphib-
ians, reptiles, fish, invertebrates, mammals, and plant foods 
(e.g., seeds, stems, leaves, tubers).
 Waterfowl consume a wide variety of  plant and animal 
foods, including reproductive parts (e.g., tubers, seeds), 
stems, and leaves of  plants, as well as invertebrates and ver-
tebrates, especially fish. However, the proportion of  each 
item consumed varies among species and annual cycle 
events (Krapu and Reinecke 1992). For example, diets of 
diving ducks contain a larger proportion of animal foods 
than diets of dabbling ducks (Sedinger 1992) and mergan-
sers eat mostly fish (Krapu and Reinecke 1992). The diet of  
other waterbirds also is diverse. Grebes and herons con-
sume mostly fish, but also forage on invertebrates, reptiles, 
and amphibians (Laubhan and Roelle 2001). Shorebirds con-
sume primarily invertebrates during all phases of  the annual 
cycle (Helmers 1992), but seeds also contribute to the diet 
(Skagen and Oman 1996). Rails also consume varied amounts 
of  seeds and invertebrates, but seeds generally constitute a 
greater proportion of  the diet during autumn and winter 
(Rundle and Sayre 1983, Meanley 1992). Finally, cranes, geese, 
and some dabbling ducks often consume foods (e.g., agri-
cultural grains) in terrestrial habitats (Tacha et al. 1994).
 Food selection also varies within many species (e.g.,  
waterfowl) during different portions of  the annual cycle 
(Fredrickson and Heitmeyer 1988, Plissner et al. 2000). Dietary 
shifts largely are correlated with different annual cycle events 
(e.g., migration, breeding) that require different nutrients to 
complete. Flight requires large amounts of  energy, whereas 
protein is required for feather molt and egg production. 
Therefore, nutritional requirements vary among annual life-
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cycle events and many species shift food types to meet these 
demands (Fig. 28.7). In most cases, dietary changes occur in 
the relative proportion of  proteins and carbohydrates rather 
than specific food items. Prefledging waterfowl and females 
of  most species increase protein intake by foraging on in- 
vertebrates during the prebreeding and breeding periods 
(Krapu and Reinecke 1992, Sedinger 1992). In contrast, seeds 
and other plant foods high in carbohydrates are consumed 
during migration (Drobney and Fredrickson 1979, Fredrick-
son and Heitmeyer 1988). Although some waterbirds tend 
to consume certain food types during specific annual cycle 
events, most species exhibit considerable dietary breadth. 
For example, >400 genera of  invertebrate prey are consumed 
by 43 species of  shorebirds in the western hemisphere (Ska-
gen and Oman 1996); white-faced ibis (Plegadis chihi) con-
sume invertebrates from 13 orders, and Virginia rails (Rallus 
limicola) consume seeds belonging to 14 different families 
(Laubhan and Roelle 2001).
 Dietary differences among species often can be related 
to differences in morphology or modes of foraging. Spe-
cies with large bodies and long necks (e.g., swans) can ac-
quire foods at deeper depths than species with smaller bod-
ies and shorter necks (e.g., dabbling ducks). In comparison, 
diving ducks have short bodies, legs that are positioned to-
ward the rear of  the body, and large, lobed feet that enable 
these species to acquire foods at deeper depths than dab-
bling ducks. Bill morphology also is important. Swans and 
snow geese (Chen caerulescens) have powerful mandibles 
that can be used to dislodge roots and tubers not accessible 
to ducks. In contrast, ruddy ducks (Oxyura jamaicensis) and 
northern shovelers (Anas clypeata) have mandibles with closely 
spaced lamellae that enable consumption of  plankton and 
microinvertebrates (Krapu and Reinecke 1992).
 Factors influencing availability of foods and foraging 
efficiency include water depth, vegetation structure, and 

vegetation distribution (Elphick and Oring 1998, Weller 1999, 
Bancroft et al. 2002). Many species, including rails, shorebirds, 
herons, and ibises, forage by standing on a substrate; thus, 
foraging locations are constrained by water depth (see Fig. 
28.4). As a result, leg length (i.e., metatarsus) may affect 
available foraging habitat for these species. Small water-
birds, such as shorebirds and rails, require shallow flooded 
habitats; whereas herons are capable of  capturing foods in 
deeper water (see Fig. 28.4). Species capable of  swimming 
also are constrained by water depth. Waterfowl are frequently 
observed in deep aquatic habitats (e.g., lakes, reservoirs); 
however, foods must be accessible within the constraints of  
their body and bill morphology. Water depths must be less 
than the neck length of  swans or dabbling ducks for foods 
(tubers, benthic invertebrates) to be available for these spe-
cies. In contrast, grebes are capable of  foraging at depths to 
6 m because they forage while diving (Storer and Nuechter-
lein 1992).
 Foraging requires expenditure of  energy because individ-
uals must search for and capture food items before consum-
ing them. At a minimum, sufficient foods must be obtained 
to offset these costs. Therefore, factors that hinder the loca-
tion and capture of  food items can influence foraging location. 
Subtle differences in foraging habitats used exist among spe-
cies in the same taxonomic group, but some general man-
agement rules apply. Optimum foraging habitat for most 
shorebirds is characterized by 25% cover of  short vegeta-
tion (notable exceptions include common snipe [Gallinago 
gallinago] and pectoral sandpipers [Calidris melanotos] that 
forage in denser vegetation; Helmers 1992, Holmes and 
Pitelka 1998). Cranes, herons, and ibises also forage in these 
habitats, but herons and ibises are capable of  foraging in 
habitats with taller and denser vegetation (Kushlan and Bild-
stein 1992). Most waterfowl species are capable of  exploit-
ing food resources in a wide range of  vegetative conditions. In 
contrast, bitterns prefer to forage in marshes with densely 
vegetated habitats that provide concealment (Gibbs et al. 
1992a, b) and rails prefer dense emergent cover interspersed 
with openings (Meanley 1992).
 Water volume also influences foraging efficiency (items 
consumed per unit time), particularly when prey is highly 
mobile. Locating and capturing fish or nektonic invertebrates 
is more difficult as water volume (depth and surface area) 
increases. Thus, foraging efficiency of  wading birds increases 
when wetlands are dewatered and food items (fish, macro- 
invertebrates) become concentrated (Kushlan 2000).
 Breeding requirements of  waterbirds are complex due to 
the myriad of  activities that occur during this portion of  the 
annual cycle. Suitable nest sites must be located, sufficient 
foods of  adequate quality must be obtained to lay and incu-
bate eggs and, following hatching, suitable foraging habitat 
must be available for young to survive. Further, many of  
these activities occur simultaneously. Similar to foraging habi-
tats, hydroperiod and vegetation are important components 

Fig. 28.7. Changes in diets of wintering (Oct–Mar) female 
mallards undergoing 7 important life-history stages) in the 
southern United States.
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affecting suitability and quality of breeding habitats 
(Weller and Spatcher 1965, Weller and Fredrickson 1974, 
Kaminski and Prince 1981, Ball and Nudds 1989). However, 
numerous factors directly or indirectly influence selection 
and use of  different habitats by individual species. Examples 
include weather, predation, food type and availability, 
and competition. Relationships among these factors often 
affect success or failure of  individual breeding attempts and, 
ultimately, population size of  a species. However, they often 
are subtle and may change among years. Waterfowl nesting 
success often is dramatically different between wet and 
drought years. Although nest site selection of  individuals 
may not have changed, other factors important in affecting 
breeding success of  the entire population may be different, 
including amount of  wetland habitat available, abundance 
of  predators, or the ability of  predators to find nests (Batt et 
al. 1992).
 The primary requisites of  breeding habitat for water-
birds include an appropriate interspersion of  suitable nest-
ing, brood-rearing, and foraging areas (Laubhan and Roelle 
2001). Of  the 13 species of  shorebirds that breed in the con-
terminous states, all nest on the ground, typically on ele-
vated areas near water (Helmers 1992). Nest sites are in ar-
eas ranging from bare sand and gravel beaches (e.g., piping 
plover [Charadrius melodus]) to vegetation of  moderate 
height and density (Fig. 28.8). If  invertebrates are available, 

areas suitable for nesting also provide suitable brood habitat 
(Laubhan and Roelle 2001).
 Dabbling ducks also typically nest on the ground. 
However, these species nest in vegetation that provides con-
cealment. Most studies indicate nest densities and nesting 
success increase with increasing availability of  dense grass, 
forbs, and shrubs (Duebbert and Lokemoen 1976, Loke-
moen et al. 1984, Sugden and Beyersbergen 1987). For ex-
ample, visual obstruction readings (VOR) of  vegetation at 
nest sites of  mallards (Anas platyrhychos) and gadwalls (A. 
strepera) range from about 20 cm to 45 cm, whereas blue-
winged teal (A. discors) and northern shoveler nests are in 
vegetation that typically ranges from 10 cm to 20 cm VOR 
(see Fig. 28.8). A notable exception is the northern pintail 
(A. acuta), which tends to nest in sparser cover than other 
dabbling ducks (Duncan 1987). After eggs hatch, females 
typically move young to wetlands with abundant inverte-
brates and emergent vegetation that provides concealment 
from predators (Courcelles and Bedard 1979, Pehrsson 1979, 
Monda and Ratti 1988). Thus, juxtaposition between suit-
able ground vegetation and water is important and most 
species tend to nest within 100 m of  water (Bellrose 1980).
 Grebes, American coots (Fulica americana), and most 
diving ducks generally nest over water. Grebes nest in 
stands of  emergent cover or on mats of  submerged aquatic 
vegetation (Terres 1980) surrounded by large expanses of  
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Fig. 28.8. A range of visual obstruction 
readings (VOR) at nest sites of breeding 
birds that use wetland habitats, based on 
reports in the published literature. 
Minimum and maximum values may 
represent mean values, and some 
measurements were obtained from 
grasslands adjacent to wetland habitats.
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open water (Storer and Nuechterlein 1992). If  emergent 
vegetation is selected, stem densities must be sufficient to 
support nests. However, there is considerable variability in 
vegetation characteristics at nest sites within and among 
species (Glover 1953, Burger 1985). In comparison, nests of  
diving ducks are restricted to emergent vegetation. Nest site 
selection and nest success have been shown to correlate pos-
itively with amount of  vegetative concealment (Hines 1977, 
Kaminski and Weller 1992). Wetlands used by broods of  
diving ducks contain a suitable type and abundance of  in-
vertebrates (Minot 1980, Talent et al. 1983, Wright and 
Street 1985). Diving ducks usually move relatively short dis-
tances (usually ≤1 km) between nest site and brood habitat 
(Ringelman and Longcore 1982). Further, broods tend to 
use deeper water than dabbling ducks and are more likely to 
forage near submerged aquatic vegetation (Monda and Ratti 
1988).
 Rails and bitterns also nest in flooded areas character-
ized by tall, dense, emergent cover interspersed with 
sparsely vegetated sites (see Fig. 28.8). However, least bit-
terns (Ixobrychus exilis; Weller 1961) and clapper rails (Rallus 
longirostris; Eddleman and Conway 1998) also nest in shrubs. 
Nests are placed in dense vegetation, while young use areas 
that are more open as foraging sites as compared to those 
used by adults ( Johnson and Dinsmore 1985, Davidson 
1992, Eddleman and Conway 1998). Water depth at nests 
range from saturated soil to 46 cm for rails (Bookhout 
1995), whereas American (Botaurus lentiginosus) and least bit-
terns nest in areas flooded from 5 cm to 20 cm and 8 cm to 
96 cm, respectively (Gibbs et al. 1992a, b). Most individuals 
nest in elevated areas with vegetation capable of  supporting 
nests and providing concealment (Laubhan and Roelle 
2001).
 Other members of  the Ardeidae (herons) nest in a vari-
ety of  habitats, including trees, shrubs, and occasionally 
emergent vegetation or on the ground. Site selection de-
pends on geographic area and available substrate (Butler 
1992, Davis and Kushlan 1994). Nests often occur in single- 
or mixed-species colonies near or over water; however, spe-
cific locations often are influenced by distribution of  forag-
ing habitats and predators (Davis and Kushlan 1994). 
Parents feed young in the nest for a short time following 
hatching; thus, special habitat requirements for broods are 
not required.
 Most, but not all, members of  waterfowl, herons, ibises, 
cranes, and rails that breed in temperate North America ei-
ther reside in breeding areas all year or migrate to the 
southern United States during winter (Ehrlich et al. 1988). 
In contrast, only a few shorebirds occur in the contermi-
nous United States during winter (Hayman et al. 1986). 
Many species wintering in the United States exhibit greater 
flexibility in selection of winter habitats compared to 
breeding habitat. For example, factors important in habitat 
selection during the breeding season (e.g., location of  nest 

sites relative to foraging sites and brood habitat) do not con-
strain use of  winter habitats. However, annual cycle events 
that impact breeding success occur during the winter in 
some species, including courtship, pair formation, and molt. 
These activities often require specific habitats and food re-
sources. Other important parameters of  winter habitats in-
clude suitable roosting areas and habitats that provide pro-
tection from extremes in climatic conditions (Laubhan and 
Roelle 2001). These resources are provided by a variety of  
habitats, including flooded forests, emergent marshes, scrub 
shrub, and agricultural fields.
 Collectively, waterbirds are highly mobile and many spe-
cies are migratory. Thus, habitat selection must be consid-
ered from a macro- to microhabitat scale (Soulé 1991b, 
Kaminski and Weller 1992) to identify temporal and spatial 
variability in factors involved (Wiens 1985). Although exten-
sive variability exists among species, a single wetland usu-
ally cannot provide all the habitat needs of a single spe-
cies, nor can a single wetland provide habitat for all 
species simultaneously (Fredrickson and Laubhan 1994). 
For example, waterfowl in the Prairie Pothole Region re-
quire ephemeral, semipermanent, and permanent wetlands 
in close proximity to nesting areas to successfully complete 
brood rearing (Afton and Paulus 1992).
 Wetland complexes are generally needed to provide 
necessary resources within and among seasons (Plissner 
et al. 2000, Haig et al. 2002). However, even at the scale of  a 
single wetland complex, numerous factors influence avian 
use, including size, topographic complexity, and dominant 
vegetation of  individual wetlands (Laubhan and Roelle 
2001). Reductions in wetland density or size can influence 
avian richness and abundance (Shutler et al. 2000), and re-
duce nest density and success of  many species (Brown and 
Dinsmore 1986, Hunter et al. 1993, Grover and Baldassarre 
1995). In addition, changes in land use surrounding wet-
lands also are important. Floodplain forests typically sup-
port a diversity of  habitats in close juxtaposition, including 
vernal pools, seasonally flooded forests and scrub shrub 
habitats, and permanently flooded oxbows and sloughs. The 
juxtaposition of  forested habitat to wetlands also is impor-
tant for many amphibian species that breed in wetlands, but 
spend the remainder of  their annual cycle in the forest. Co-
lonial waterbirds often nest in scrub shrub or forested habi-
tats, but may forage in nearby oxbows, sloughs, and flooded 
swales (Huner et al. 2002). Trees and shrubs also provide se-
clusion for mated pairs of  waterfowl and thermal cover for 
waterbirds during periods of  inclement weather (Magee 
1996). Mast (e.g., acorns, samaras) produced in flooded tim-
ber also is a source of  carbohydrates, and a distinct macroin-
vertebrate community often develops after leaf-fall (Batema 
et al. 2003).
 Vertebrates requiring tree cavities also rely extensively on 
forested habitat. Cavities in large trees that occur in or adja-
cent to wetlands are particularly important as nest sites for 
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wood ducks (Aix sponsa) and hooded mergansers (Lophodytes 
cucullatus), and also serve as den sites for raccoons (Procyon 
lotor), squirrels, and other mammals (Soulliére 1990). Cavi-
ties in smaller trees are important for a host of  smaller birds 
and mammals such as prothonotary warblers and golden 
mice (Ochrotomys nuttalli).
 Issues of  scale are complex, but the types and intersper-
sion of wetland habitats are extremely relevant to devel-
opment and management activities. Considering existing 
wetland features within a landscape context is valuable for 
identifying missing or degraded wetland types and can assist 
in prioritizing land acquisitions. This information can be 
used to identify and develop strategies to correct altered 
wetland processes caused by past land uses.

Amphibians
Amphibians represent a diverse group of  species that have 
received increased attention during the past decade due to 
reported population declines (Barinaga 1990). Current evi-
dence suggests many species may be experiencing popula-
tion declines, range constriction, or extinctions at scales 
ranging from local to possibly global (Wake 1998, Alford 
and Richards 1999, Gibbons et al. 2000). Potential factors re-
lated to suspected declines include disease, invasive spe-
cies, chemical contamination, and commercial trade; 
however, most biologists agree that habitat destruction at 
local scales is a major factor.
 Conservation of  amphibians is important not only to 
preserve biodiversity, but also because they are an integral 
component affecting wetland functions and processes. Am-
phibians occupy a variety of  positions in the food web and 
can differentially affect energy flow in wetland systems. 
During the larval stage, amphibians may regulate primary 
production through suspension feeding (Dickman 1968, 
Seale 1980). As adults, they are both predators and a high-
quality food source for predators and may heavily influence 
invertebrate populations, thereby indirectly affecting litter 
decomposition (Burton and Likens 1975).
 Amphibians have complex life cycles (Wilbur 1980). 
Many species are biphasic, spending most of  their adult life 
in terrestrial habitats and using aquatic environments only 
for mating, oviposition, and larval development. In addition, 
population sizes naturally undergo wide fluctuations (Sem-
litsch et al. 1996, Pechmann et al. 2001). Thus, persistence 
of  a species is dependent on the production of  large num-
bers of  metamorphs during favorable years, rather than 
consistently producing some metamorphs every year (Pech-
mann et al. 1989, Berven 1990).
 Breeding adults of  some species (e.g., spadefoot toads 
[Scaphiopus holbrooki], wood frogs [Lithobates sylvatica]) 
spend only 1–2 days in aquatic environments, whereas oth-
ers (e.g., green frogs [L. clamitans], gray treefrogs [Hyla versi-
color]) spend several weeks or months (Semlitsch 2000a). 
Similarly, the time aquatic larvae spend in wetland habitats 

also varies, ranging from 21 days for spadefoot toads to 1–2 
years for bullfrogs (L. catesbeiana; Semlitsch 2000a). Abiotic 
(e.g., temperature, hydroperiod) and biotic (e.g., vegeta-
tion, predation) factors, as well as interactions between 
these factors, influence the rate and success of  larval 
growth and development (Wilbur and Collins 1973, Carey 
et al. 1999, Semlitsch 2000a). Further, these interactions 
constantly change due to the dynamic nature of  wetlands.
 Hydroperiod is often considered among the most criti-
cal factors associated with habitat conditions for amphibi-
ans because it directly or indirectly affects other factors 
known to influence amphibian populations. Hydroperiod 
affects floristic composition and structure, the likelihood of  
larvae achieving metamorphosis, and influences the distri-
bution and abundance of  predators that feed on amphibian 
eggs and larvae (Schneider and Frost 1996, Wellborn et al. 
1996). If  wetlands dry prior to metamorphosis, larvae die. 
Likewise, increased water permanence can also negatively 
affect larval amphibians by enhancing survival of  predators 
such as fish and salamanders (Morin 1981, Werner and 
McPeek 1994, Skelly 1995, Wellborn et al. 1996). Conse-
quently, most amphibians occupy wetlands during only a 
portion of  the entire hydrologic cycle (e.g., temporary to 
permanent; Skelly 1997). Some studies indicate that wet-
lands with hydroperiods <30 days or >1 year are used by 
fewer species than wetlands with intermediate hydroperiods 
(Heyer et al. 1975, Wilbur 1980). Consequently, amphibians 
are sensitive to altered hydroperiod (Semlitsch 2000a, Paton 
and Crouch 2002). Filling or draining wetlands, develop-
ments to increase water permanency, and urbanization, all 
can have significant effects on local populations (Orser and 
Shure 1972, Semlitsch 2000a).
 Amphibians are sensitive to changes in temperature and 
moisture because their skin has a thin epidermal layer. 
Changes in climatic events (e.g., rain, drought) have been 
associated with changes in behavior (e.g., Burke et al. 1994, 
Semlitsch 2000a). Water chemistry also is important in re-
gions with acid or oligotrophic waters, which are avoided 
by many anurans (Strijbosch 1979). Although some amphib-
ians are able to successfully breed at low pH levels, acid tol-
erance varies among species (Dale et al. 1985). Negative 
correlations also have been reported between amphibian 
species richness and chloride, conductivity, magnesium, to-
tal hardness, and turbidity (Hecnar and McCloskey 1996a).
 Vegetation characteristics can affect local environmental 
conditions (e.g., temperature [Tester et al. 1965]), as well as 
the availability of  resources required by amphibians. Wood 
frogs commonly use wooded wetlands, while northern 
leopard frogs (L. pipiens) use deeper wetlands with more 
open surroundings (DeBenedictis 1974). In Minnesota, 
wood frogs did not use a recently flooded site because it did 
not provide appropriate vegetation for egg mass attachment 
(Fishbeck 1968). Strijbosch (1979) reported differences in 
breeding site selection among anurans based on underwater 



m a n a g i n g i n l a n d w e t l a n d s f o r w i l d l i f e   121

structure of  plants. Finally, the proportion of  wetland sup-
porting vegetation cover affected the occurrence of  anurans 
in seasonal and semipermanent wetlands (Fischer 1998).
 Vegetation structure of terrestrial habitats also is im-
portant. Leopard frogs frequently inhabited short grass (15–
30 cm) adjacent to wetlands, but avoided heavily wooded 
and sandy areas that were either bare or had short, sparse 
vegetation (Merrell 1977). Anurans that are more terrestrial 
overwinter beneath leaf  litter in moist terrestrial habitats 
(Schmid 1982).
 There have been mixed reports on the effects of  habitat 
size and shape on amphibians. A study evaluating the rela-
tionships among isolated wetland size, hydroperiod, and 
amphibian species richness found no relationship between 
species richness and wetland size, but hydroperiod was ex-
tremely important (Snodgrass et al. 2000). In another study, 
streamside zones 30–95 m in width contained a higher 
abundance of  species than widths 25 m (Rudolph and Dick-
son 1990).
 An extremely important consideration in conservation 
and management of  amphibians is metapopulation struc-
ture (Marsh and Trenham 2001). A metapopulation is a set 
of  local populations among which gene flow, extinction, 
and colonization may occur. Two primary factors influence 
metapopulation dynamics: (1) the number of  individuals 
dispersing among ponds, and (2) the dispersal distances and 
probability of  successfully reaching ponds (Gibbs 1993, 
Semlitsch 2000a). Most pond-breeding amphibians reside in 
terrestrial habitats that are usually within 200 m of  wetlands 
during the nonbreeding season (Madison 1997). Most indi-
vidual amphibians cannot migrate for >200–300 m due to 
physiological constraints, such as desiccation (Schmid 1965, 
Grover 2000, Semlitsch 2000a). Thus, suitable terrestrial and 
aquatic habitat, including connecting corridors between 
wetlands, must be provided over relatively small spatial 
scales to ensure population persistence (Semlitsch 1998). 
Distance between wetlands is important because it directly 
affects the probability of  recolonization and, therefore, the 
chance of  preventing isolated local populations from extinc-
tion (Skelly et al. 1999, Semlitsch 2000a). As wetlands are ac-
tively drained or dry naturally in drought years, the required 
travel distance between suitable habitats may increase so 
that dispersal to other wetlands becomes impossible. Thus, 
the understanding of  amphibian life-cycle characteristics 
and needs has important implications for management 
that differ from those of  more mobile avifauna.

Reptiles
Snakes, turtles, crocodilians, and other reptiles are impor-
tant components of  wetland systems, but they have received 
relatively little attention. Reptiles may be experiencing 
even greater global declines than amphibians (Gibbons et 
al. 2000). The U.S. Fish and Wildlife Service listed 70 species 
of  reptiles as endangered and another 18 species as threat-

ened (Gibbons et al. 2000). In contrast, only 17 species of  
amphibians were listed as endangered and 9 species were 
listed as threatened. Ernst et al. (1994) suggested that if  cur-
rent trends continue, all turtle species in North America 
would be threatened with extinction in the 21st century.
 Factors involved with declines in reptiles are similar to 
those for amphibians. Habitat loss and degradation, includ-
ing loss and degradation of  wetlands and adjacent uplands, 
are considered to be major factors affecting declines of  rep-
tiles (Gibbons et al. 2000). Invasive species, global climate 
change, disease, pollution, and unsustainable use are other 
factors that have reduced reptile populations (Gibbons et al. 
2000). Although most threats can be placed into these cate-
gories, a different suite of  problems may affect each species 
depending upon its life-history needs. Thus, conservation 
and management efforts must be developed for individ-
ual species (Ernst et al. 1994).
 Wetland-dependent reptiles have diverse life-history 
strategies and habitat needs. Some species complete their 
entire life cycle in wetlands, sometimes in a single wetland, 
whereas other species require a diversity of  wetland and/or 
upland environments to complete their annual cycle (Siegel 
1986, Ernst et al. 1994, Rowe 2003). Bodie and Semlitsch 
(2000) found that habitat use of  false map turtles (Graptemys 
pseudogeographica) and slider turtles (Trachemys scripta) dif-
fered among seasons, gender, and age, but a diversity of  
habitats, including uplands, were heavily used. In Missouri, 
the endangered eastern massasauga (Sistrurus catenatus cate-
natus) uses crayfish burrows in prairie areas for hibernation, 
but is more common in old fields and upland forests later in 
the growing season (Siegel 1986).
 The protection of hibernacula for both snakes and tur-
tles is important for survival of  these species. Many species 
of  turtles overwinter in mud of  wetlands and snakes often 
use crayfish burrows or other burrows and stump holes 
near wetlands to overwinter (Carpenter 1953, Ernst et al. 
1994, Kingsbury and Coppola 2000). In northern climates, 
water near the ground surface in burrows is critical for over-
wintering snakes because it provides protection from freez-
ing (Maple and Orr 1968). Some snakes overwinter singly 
(Kingsbury and Coppola 2000), whereas others overwinter 
in dense aggregations that can include multiple species of  
snakes as well as other vertebrate taxa (Carpenter 1953). Hi-
bernacula are not necessarily protected by wetland regula-
tions or by wetland management activities. Burke and Gib-
bons (1995) found that wetland regulations would not 
protect any of  93 nest sites of  mud turtles (Kinosternon sub-
rubrum), Florida cooters (Pseudemys concinna floridana), and 
slider turtles. Wetland regulations also would not protect 
any of  the hibernation burrows of  24 mud turtles. Kings-
bury and Coppola (2000) noted that clearing of  uplands to 
the edge of  wetland hibernacula would have devastating  
effects on copperbelly water snakes (Nerodia erythrogaster 
neglecta).
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 Reptiles are particularly susceptible to road kill (Ernst et 
al. 1994), and new road construction near wetlands or be-
tween wetlands and upland habitats should be avoided. Clos-
ing roads on refuges during periods of  pronounced move-
ments can also reduce impacts to these species (Siegel 1986). 
As with amphibians, waterbirds, and other wetland-dependent 
wildlife, effective conservation and management requires 
an understanding of  the life-history needs of  the organism 
to provide the necessary habitat resources at the appropri-
ate time and at an acceptable spatial scale.

WETLAND PLANNING

Proper planning is critical to maximizing long-term natural 
resource production regardless of  whether activities involve 
acquisition, protection, creation, restoration, enhancement, 
or annual management. Unfortunately, planning often is  
approached as an obstacle that must be overcome to either  
secure funds or obtain permission to implement actions, 
rather than as an integral and necessary component of 
achieving success. Consequently, planning often is ignored, 
completed in haste, or used to validate selected decisions 
based on subjective information or the desires of  a few indi-
viduals. In cases where an objective approach to planning is 
used, common mistakes include making decisions prior to 
acquiring and synthesizing information from all relevant 
disciplines and failure to consider the overarching reasons 
for wetland activities at multiple landscape scales.
 Recognizing the different values (positive and negative) 
associated with wetland resources is important because de-
cisions that historically were made within fish and wildlife 
agencies years ago are now made with input from citizens 
that view natural resources from many different, and often 
competing, interests. In many cases, decisions are often bi-
ased in favor of  uses that have marketed outputs that results 
in conversion and exploitation of  environmental resources 
(Barbier et al. 1997). Favoring uses with market output often 
are advocated because there is a belief  that technological ad-
vances will allow replacing the wetland functions that will 
be lost by modifying or destroying the wetland. However, 
the functions and values lost often are not completely re-
placed through mitigation procedures, especially with regard 
to the abiotic and biotic processes necessary to support healthy 
and sustainable fish and wildlife populations. Therefore, in 
addition to making traditional land-management decisions, 
wetland professionals also must create opportunities to edu-
cate public officials and lay individuals in order to conserve 
or restore wetlands for a wide variety of  reasons, including 
value as wildlife habitat. This will require the development 
of  new and interdisciplinary approaches to problem solving, 
including the use of  information from other disciplines (e.g., 
political, economic, and social) during the decision-making 
process.

 The lack, or inappropriate use, of planning is a funda-
mental cause of highly variable results of  many wetland 
projects because factors (e.g., soils, hydrologic condition, 
and social perspectives) that may affect management poten-
tial and success are not considered when making deci-
sions. Consequently, projects may fail even after considerable 
resources in time and money have been invested, or require 
further development and management costs after comple-
tion because original designs were based on incorrect as-
sumptions. This has prompted many agencies to establish 
policies that require resource management planning based 
on science. The 1997 National Wildlife Refuge System Im-
provement Act mandates that management decisions be 
consistent with the principles of  sound fish and wildlife 
management and available science. In addition, several gov-
ernmental (U.S. Fish and Wildlife Service, U.S. Geological 
Survey, Western Governors Association, Association of  Fish 
and Wildlife Agencies) and nongovernmental entities 
(American Wind and Wildlife Institute, American Wind En-
ergy Association, The Nature Conservancy, Ducks Unlim-
ited) are currently advocating development of  new initia-
tives to stimulate science-based conservation planning at re-
gional scales. A primary reason for many of  these initiatives 
is the recognition that current threats to fish and wildlife 
habitat are increasing and often are regional, national, or 
global in scope (e.g., alternative energy development, climate 
change). In this section we provide an overview of  impor-
tant considerations that lead to better decisions that are eco-
logically based and sensitive to wetland processes.

Planning Approaches
There are numerous approaches to planning. A common 
feature of  most approaches is a hierarchical framework 
that provides an increasing level of  detail regarding specific 
attributes that will be used to measure success (Table 28.7). 
Each tier within the framework is usually denoted by a key-
word, such as mission, purpose, goals, objectives, and strat-
egies. Agency missions are typically broad statements (e.g., 
ecosystem integrity), goals are open ended and provide gen-
eral management guidance (e.g., wetlands to support water-
birds), and objectives are detailed statements that include 
specific, quantifiable information (e.g., seasonally flooded 
wetlands with food resources necessary to support foraging 
shorebirds). The goal is achieved if  all objectives pertaining 
to the goal are achieved. The term strategy is most often 
used to denote specific actions that will be implemented to 
achieve objectives. A primary value of  this approach in wet-
land management is that the intent of  a project becomes 
more refined in each successive tier and, ultimately, develop-
ment and management approaches selected are less likely to 
conflict with the ecological potential of  the site. Also, both 
abiotic and biotic factors influencing wetlands can be incor-
porated at the level of  objectives. Interrelationships among 
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and within these factors are important because they form 
the foundation of  effective management.
 Use of  a hierarchical approach also is important in wet-
land management because no wetland can maximize all 
potential functions. A given wetland often provides differ-
ent functions and has different values depending on scale. 
Thus, the spatial distribution and types of  wetlands neces-
sary to support one taxonomic group or wetland function 
may not be sufficient to support another taxonomic group 
or wetland function. Migratory avifauna link individual wet-
lands within a defined flyway, wetlands within a floodplain 
are linked with respect to floodwater storage or sediment 
retention, and pond-breeding amphibians may link isolated 
wetlands within a watershed. Thus, conservation efforts 
designed for waterfowl may be insufficient to ensure 
floodwater storage functions of  wetlands or to conserve 
amphibians and isolated wetlands. Therefore, goals and 
objectives must be articulated in a manner that avoids con-
fusion regarding the spatial, temporal, and taxonomic 
scales being considered. Identifying the scale is critical 
because specific habitat-based objectives must reflect the 
habitats required and the life-history needs of  the species as-
sociated with those habitats.

Need and Purpose
A primary reason for planning is to establish specific crite-
ria that will be used to (1) define success, (2) identify activ-
ities (e.g., acquisition, restoration, creation) and management 
procedures (e.g., levees, roads, water-control structures) 
that are best suited for achieving success, and (3) develop 
monitoring protocols to evaluate progress. The necessity 
of  defining success in explicit terms may seem obvious, but 
planning often focuses only on broad goals that focus on de-

fining desirable outcomes (i.e., values) that do not directly 
incorporate knowledge of  wetland functions and the need 
for long-term productivity. Often, this occurs because wet-
land projects are linked to agency or programmatic mis-
sions that encompass large geographic areas. These types of  
goals are valuable for prioritizing resources and determining 
appropriate types and distributions of  wetlands necessary to 
sustain or enhance certain wetland values (e.g., bird popula-
tions, floodwater storage along a river) at large spatial scales. 
However, success at landscape and continental scales is 
driven by success at local scales. Therefore, more specific 
goals and objectives also must be developed at local scales 
because the biotic and abiotic conditions of  individual 
wetlands and their temporal availability are critical for 
achieving overall conservation success. For example, strate-
gic acquisition of  wetland areas throughout a flyway may 
be a critical component of  migratory bird conservation. 
However, if  individual wetlands targeted for purchase within 
the flyway are severely altered with respect to fundamental 
processes (e.g., hydrology, nutrient cycling), large-scale con-
servation efforts will fail or be severely hampered. Thus, at 
local and landscape scales, a more appropriate definition of 
success may be total functional area rather than simply 
the amount of area acquired, managed, or restored.
 After success has been defined, activities (e.g., acquisi-
tion, restoration, creation) and management strategies that 
involve development (e.g., levees, water-control structures, 
roads) or applications (water management, fire, herbivory) 
must be identified that are best suited for achieving success. 
This requires gathering a diversity of  information from vari-
ous scientific disciplines and conducting detailed field evalu-
ations. Often, the information necessary to make decisions 
varies depending on the intended outcome of  the proposed 

Table 28.7. A tiered framework illustrating an increasing level of detail during the planning process, based on U.S. Fish and 
Wildlife Service guidelines

Framework General description Example

Purpose Specified or derived from law, proclamation, executive order,  Migratory Bird Conservation Act, for use as an inviolate sanctuary, or for 
  or other legal document establishing, authorizing, or   other management purposes, for migratory birds. 
  expanding a refuge. 
Vision Statement of  what the planning unit should be based  Area is managed to benefit the diversity of  plants and wildlife native to the 
  primarily on the mission, purpose, or other mandates.  Rocky Mountains.
Goal Descriptive, open-ended, and often broad statement of   Provide and manage natural and man-made wetlands to provide habitat for 
  desired future conditions that conveys a purpose, but   migratory waterfowl, shorebirds, wading birds, and associated wetland- 
  does not define measurable units.  dependent wildlife.
Objective Concise statement that is specific, measurable, achievable,  Manage 40–70% of  available wetland area for dense (>70% distribution)
  results-oriented, and time-fixed.   seed-producing plants flooded 30 cm to maximize seed availability for 

foraging of  autumn (Sep–Oct) migrating dabbling ducks (teal, pintail, 
mallard).

Strategy A specific action or technique, or combination of  actions or  Water-level manipulations (e.g., drawdown), fire, herbivory, mechanical 
  techniques, used to meet an objective.  actions (e.g., disk).

From U.S. Fish and Wildlife Service (2003).
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project; thus, information searches should be conducted for 
individual projects.
 Another important consideration is to document both 
historic and current abiotic and biotic conditions as thor-
oughly as possible (Table 28.8). Comparing historic and 
current conditions can be helpful in identifying impor-
tant physical changes to the landscape and how wetland 
processes have been modified. This information can be 
used to determine management options most likely to con-
tribute to project success. However, care should be exer-
cised in how this information is used because there is a 
threshold beyond which technology and engineering will 
not be effective in restoring wetland functions and pro-
cesses. For example, in some cases success is defined as em-
ulating “historic” conditions. The definition of  historic should 
be clearly defined, because many ecological communities 
have been extensively disrupted in the 48 contiguous states. 
Depending on the degree of  disruption, it may not be possi-
ble to emulate conditions that occurred 100 years ago, or 
even 15 years ago. In these cases, decisions may be based on 
restoring specific attributes that may or may not be repre-
sentative of  historic conditions, but will contribute to suc-
cess of  the project. Therefore, regardless of  the definition 
of  success, realistic decisions must be made regarding the 
ability to use “management” to achieve desired results. Sources 
of  historical data include long-term climate and hydrologic 
data, explorer notes, general land office records, public land 
survey notes, historic aerial photographs, digital soil maps, 
digital elevation models of  the project site, and analyses 
conducted by paleobotantists and anthropologists on plants 
and activities prior to human settlement, respectively.
 Finally, social, cultural, economic, and political factors 
should be considered when evaluating acquisition, restora-
tion, management and other activities (see Table 28.8). For 

example, it often is important to provide information on 
how a wetland project potentially will impact the types and 
amount of  recreational and economic (e.g., jobs, land use) 
opportunities in the surrounding area. Given the increasing 
and diverse demands placed on remaining wetlands by soci-
ety, this information is becoming necessary to gain public 
support for proposed project design and implementation. 
Thus, managers must maintain credibility with the gen-
eral public by integrating their concerns and priorities into 
management decisions. Managers must also guard against 
false or exaggerated benefits of  particular projects; other-
wise, long-term support for wetland conservation and 
management activities may be jeopardized.
 The use of  scientific information to evaluate the ability 
to meet project criteria and select appropriate activities and 
strategies will undoubtedly improve success of  wetland proj-
ects. However, much remains to be known regarding wet-
land processes and how wildlife responds to changing con-
ditions caused by natural and anthropogenic agents, both 
within and outside public land boundaries. Consequently, it 
is impossible to guarantee that decisions made during plan-
ning will result in project success. Thus, monitoring schemes 
must be developed and implemented to periodically check 
progress and adjust management approaches to unexpected 
problems or changing conditions (i.e., adaptive resource 
management). In addition, proper monitoring permits an 
objective review of  past actions and greatly improves the 
ability to make better decisions on future projects.
 Monitoring often requires considerable time and funds. 
In the past, these resources often were considered to be bet-
ter spent implementing additional projects. This attitude has 
changed as more interest has been focused on the long-term 
sustainable productivity of  wetlands. However, resources re-
main limited; therefore, technical guidance should be sought 

Table 28.8. Factors important to consider in wetland planning

Category Factor Examples

Biological
 Historic Geomorphology Formative process, parent material, soils
 Climate Precipitation, temp, growing season length, evapotranspiration
 Hydrology Frequency, time, duration, amount, source (groundwater, surface water), annual and long-term variations 
 Plants Composition and distribution
 Animals Composition and distribution
 Current Hydrology Variation from historic conditions (type and extent of  modification and related effects on wetland processes)
 Plants Changes in composition and distribution from historic (e.g., endangered species, nonnatives), life-history  
   requirements (e.g., soil moisture and salinity tolerances for germination)
 Animals Changes in composition and distribution from historic (e.g., endangered species, nonnatives), life-history  
   requirements (e.g., vegetation composition and structure needed for breeding and migration)
Social Public use groups Effects of  management on hunters, fishermen, hikers, photographers, birdwatchers
 Local community Potential changes in farming and ranching practices, time and amount of  water use
Economic Local and regional Potential effects of  management relative to number of  jobs, access to land, fees and restrictions associated  
   with use of  land for economic gain (e.g., ranching, agriculture)
Legal  Hydrology (e.g., water rights or drainage issues), legal mandates related to land unit (e.g., land purchased under  
   Endangered Species Act, Migratory Bird Conservation Act)
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in the design, selection of  methods, and implementation of  
monitoring programs. This will ensure that time and money 
is used efficiently without sacrificing the types and value of  
information necessary to implement adaptive resource man-
agement (Holling 1978, Walters 1986).

WETLAND MANAGEMENT

Individual wetlands should be evaluated using a hierarchical 
planning approach to ensure that values at different spatial 
scales are identified prior to making decisions and initiating 
management. However, pristine wetlands that have retained 
their inherent hydrologic characteristics and functions should 
be protected and passively managed (Errington 1963, Weller 
1988, Fredrickson and Reid 1990). Unfortunately, only a 
small percentage of  wetlands in the conterminous United 
States and Hawaii have remained unaltered by human activ-
ity. In contrast, the hydrologic condition of  many wetlands 
in Alaska and northern Canada remains largely unchanged 
from historic conditions. Developing a better understanding 
and protecting the natural hydrologic regimes and land use 
in northern areas should be a primary management goal.
 Wetlands that have been modified or impacted often 
must be actively managed to ensure long-term sustainable 
productivity, including consistent provision of  resources to 
wetland wildlife (Fredrickson and Reid 1990). Success often 
depends on implementing activities that can be broadly cat-
egorized as restoration, enhancement, or creation. The goals 
and objectives of  these activities often differ. Wetland res-
toration is defined as returning a disturbed ecosystem to a 
close approximation of  its prior condition (National Re-
search Council 1992). If  the site originally was a wetland 
and the objective is to specifically enhance a selected wet-
land function(s) that produced a value that originally ex-
isted, the most appropriate term describing wetland activi-
ties is enhancement (Natural Resources Conservation Service 
1999c). According to this definition, some functions may re-
main unchanged while others may be degraded. In contrast, 
implementing a wetland project on a site that historically 
was not a wetland, or on a site that currently is a wetland 
that will be converted to a different hydrologic regime, veg-
etation type, or function than originally occurred on the 
site, is termed wetland creation (Natural Resources Con-
servation Service 1999b).
 Many of  the same techniques are used regardless of  
whether the project meets the definition of restoration, 
enhancement, or creation. Designs that allow wetlands 
to become self-regulating and do not require management 
are often considered ideal (Mitsch and Wilson 1996). How-
ever, some type of management will normally be neces-
sary to achieve wildlife habitat objectives. Therefore, 
design and management considerations are presented col-
lectively in the following section. However, design, loca-
tion, specifications, and purpose for constructing physi-

cal features, as well as management strategies, often dif-
fer due to differences in criteria used to define success. We 
present 3 case studies to illustrate how information in this 
chapter can be used to make decisions and increase the 
probability that management will be successful.

Design and Management Considerations
The ability to sustain wetland productivity requires an ap-
propriate design based on emulating wetland processes 
necessary to promote desirable habitat conditions needed 
by wetland wildlife to survive and reproduce. A primary 
challenge often is to emulate important hydrological pa-
rameters (Weller et al. 1991). A successfully managed wet-
land contains foods and cover of  a type, quality, and distri-
bution that are the same or functionally similar to those 
found in natural, unmanaged wetlands. Management should 
provide resources that meet the physiological and behav-
ioral needs of  wildlife while simultaneously ensuring long-
term productivity.
 Restoring important hydrological parameters often re-
quires construction and/or installation of physical struc-
tures (e.g., levees, water control structures, water supply 
and discharge systems, and pumping systems) that facilitate 
control of water inflow, distribution, and discharge. Water 
management is necessary to create soil and water condi-
tions suitable for germination and growth of  desirable 
plant communities, control problem vegetation, stimulate 
invertebrate production, and make resources available 
for target species (Fredrickson 1991). Water control is par-
ticularly critical for providing habitat conditions required 
by foraging waterbirds (see Fig. 28.4). For example, of  81 
species of  waterbirds using wetlands in the southwestern 
United States, only 19 successfully forage in water >25 cm 
in depth, but 10 of  these readily use water ≤25 cm. Twice as 
many species (38) forage in water ≤10 cm deep (Fredrickson 
and Reid 1986).
 Capital investments to achieve hydrologic control can 
be large. However, costs can be reduced appreciably and 
wildlife benefits maximized if  developments are designed 
to complement existing topographic and geomorphic 
features. Highways, dirt roads, ditches, and even fencerows 
often disrupt sheetflow of  water across the landscape into 
wetlands. Removing a fence, adding culverts in strategic ar-
eas, plugging a ditch, or lowering gravel roadbeds can be  
inexpensive and simple measures to restore surface water 
movement. For groundwater-fed wetlands, locating and 
breaking drainage tiles can be a relatively inexpensive and 
effective technique for restoring hydrologic conditions. In 
some cases, however, the costs can be large. For example, 
the U.S. Army Corps of  Engineers is currently working to 
restore the Kissimmee River in Florida, which they channel-
ized several decades ago (Toth et al. 1993, 1995, 1998). Fol-
lowing channelization, two-thirds of  the floodplain wetlands 
were eliminated and waterfowl use of  these wetlands de-
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creased by 92% (Perrin et al. 1982). Large-scale restoration 
projects require involvement by numerous stakeholders, 
policy-makers, and political groups and can be long-term, 
slow-moving efforts (National Research Council 1999). The 
ability to conduct some activities can be limited by outside 
considerations, including social and economic constraints. 
In the Lower Mississippi Alluvial Valley, removal of  flood 
control levees, reconstructing meanders in channelized 
streams and rivers, eliminating drainage ditches, and refor-
esting the floodplain would be necessary to achieve hydro-
logic restoration. These activities are not likely (King and 
Keeland 1999). First, this system has been degraded to the 
extent that current technology and engineering tools avail-
able are not capable of  restoring historic hydrologic regimes. 
Second, existing levees are necessary to prevent flooding of  
urban areas and productive farmland. Thus, levee removal is 
neither economically nor socially acceptable.

Wetland Configuration
Prior to implementing development or management ac-
tivities, a prospective area should be assessed to determine 
potential wildlife use. Food and cover requirements of  tar-
get species, including migration corridors and connecting 
habitats, should be considered in relation to existing site 
conditions within the local area to identify habitats in short 
supply. In the Prairie Pothole region, extensive loss and frag-
mentation of  grassland habitats adjacent to wetlands has re-
sulted in an increased concentration of  predators and low 
rates of  waterfowl nest success because of  high rates of  nest 
predation (Greenwood et al. 1987, Sargeant and Raveling 
1992). In fact, Beauchamp et al. (1996) noted that waterfowl 
nest success had declined from about 33% in 1935 to 10% in 
1992. Nest success of  15–20% is needed to sustain many 
dabbling duck populations (Cowardin et al. 1985, Klett et al. 
1988). Trapping of  predators is an option, but trapping is 
costly, difficult to implement over a large scale, and may be 
ineffective in many landscapes (Sargeant et al. 1995). Thus, 
to achieve a goal of  improved waterfowl nesting success, 
restoration projects must address both grassland and wet-
land habitats. One alternative strategy that has been imple-
mented is to integrate grassland and wetland restoration 
over large scales, thus improving landscape structure and 
reducing the effects of  predators on nest success (Reynolds 
et al. 2001). Estimated nest success was 46% higher and re-
cruitment rates were 30% higher for 5 species of  dabbling 
ducks following large-scale grassland restoration (1.9 mil-
lion ha) associated with the Conservation Reserve Pro-
gram in the Prairie Pothole region (Reynolds et al. 2001).
 Similar consideration must be incorporated when con-
sidering habitat suitability for amphibians. Wetland amphib-
ians are not as vagile as waterbirds, but some species move 
between wetlands in close proximity. Semlitsch (1998) esti-
mated that 6 species of  salamanders were capable of  mov-

ing an average of  only 164 m, with some individuals travel-
ing 450–625 m. Because amphibians are sensitive to desic- 
cation, many plant communities and land-use types (e.g., 
agriculture, clearcuts) may be unsuitable for movements by 
some amphibian species. Thus, the extent and type of  use a 
wetland receives by wildlife is influenced not only by habi-
tat conditions in that wetland, but also by the condition of 
adjacent wetland and terrestrial habitats. Generally, pro-
vision and management of  a complex of  different wetland 
types in a localized area often increases overall diversity and 
density of  wildlife species (Fredrickson and Reid 1988b). Wet-
lands ranging in size from <<1 ha to 1,000 ha can be impor-
tant for wildlife if  they are managed as a complex.
 If  possible within the constraints of  existing abiotic and 
biotic factors, management should be directed toward pro-
viding the most limiting habitats that historically were 
present in a physiographic region. Engineering and biologi-
cal technology exists for creating or rehabilitating most 
wetland types, but successful long-term operation and wild-
life use of  a wetland will occur only if  the wetland type is 
correctly matched with local site conditions. Further, types 
of  wildlife use desired must match the geographic location 
of  the area. For example, habitat for breeding birds often is 
the focus of  management, but the site may be best suited 
for migrating or wintering birds.

Levees
Levees are an integral component of  many degraded, al-
tered, or created wetlands because they permit control of 
water levels and affect the maximum managed water depth. 
They also may enable water transfer to and from designated 
wetlands. Although levee dimensions vary depending on 
wetland type and proposed function (Fig. 28.9), levees should 
be constructed along natural contours to prevent further 
disrupting surface water flows (Fig. 28.10). Contour levees 
also assure the wetland can be completely dewatered if  nec-
essary to favor growth of  desirable vegetation communities 
(e.g., annuals adapted to germinate on moist soil), control 
problem vegetation (e.g., drying, flooding, disking, mowing), 
reduce the incidence of  disease outbreaks, and conform to 
legal statutes (e.g., mosquito abatement policies).
 In contrast, levees placed perpendicular to natural slopes 
tend to impede water discharge and may result in surface 
water that cannot be removed unless lateral ditches are con-
structed into the interior of  the wetland. Although lateral 
ditches enable complete dewatering of  a basin, they increase 
development costs, require periodic maintenance, and often 
reduce the area that can be effectively managed. Decisions 
concerning the contour interval on which to establish 
levees should be balanced among construction costs, det-
rimental effects to existing habitats, and maximizing the 
area flooded to desired depths. Construction of  levees on 
30-cm contours to create a green-tree reservoir may result 
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in optimum water control, but also may require removal of  
numerous mast-bearing trees and increase habitat fragmen-
tation. The contour interval selected should maximize the 
area flooded to desired depths while minimizing removal of  
valuable bottomland hardwoods (King and Fredrickson 1998).
 Levees can be constructed using a variety of  methods. 
The choice often depends on the objective as well as soil 
type, availability of  equipment, and imagination of  the 
technical staff. Commonly used equipment includes laser-
controlled dirt scoops, bulldozers, motor graders, rice dike 
plows, and fire plows. Regardless of  construction method, 
dimensions should be based on engineering criteria. Physi-
cal and chemical properties (e.g., organic matter content, 
texture) of  soils influence compactibility and shear strength, 
and ultimately will dictate the required dimensions neces-
sary to assure long-term levee stability. However, within ac-
ceptable engineering standards, levees also should permit 
accomplishment of  normal management operations.
 Levees should be capable of supporting machinery (e.g., 
tractor, mower, and disk) necessary to maintain them and 
manage vegetation. Further, levee side slopes should be 
gradual to deter potential damage by erosion and burrow-
ing mammals (see Fig. 28.10). Constructing levees with 4-m 
crowns and minimum side slopes of  3:1 normally can satisfy 
these objectives. Most agencies have recognized the value of  
constructing levees with slopes of  ≥4:1 for ease of  mowing, 

deterring burrowing animals, and to reduce erosion associ-
ated with wave action. In extreme cases, slopes as great as 
10:1 have been used for specific purposes. Levees with more 
gradual side slopes require an increased volume of  material 
and also impact more wetland habitat, but they may be 
needed to satisfy ecological or engineering requirements.
 Levee height depends on the size of  the impoundment 
and expected depth of  flooding. Levees in large wetlands 
(e.g., >32 ha) or wetlands constructed to simulate perma-
nently flooded habitats are susceptible to wave action and 
erosion. Consequently, large or deeply flooded wetlands re-
quire more substantial levees than seasonally flooded wet-
lands (see Fig. 28.10). Levee height should be a minimum 
of 1 m above the predicted annual maximum flooding 
depth. If  this is not possible, levee height should be uniform 
or spillways should be incorporated into the design to per-
mit exchange and equalization of  floodwater on both sides 
of  the levee to minimize damage during high water.

        Levees constructed

     on contours

       Levees constructed 

      across contours

   100% effective

    management

    45% effective

     management

Optimal water depth

Excessive water depth

Dry
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Fig. 28.9. A schematic depicting the importance of levee 
placement on contours.
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Fig. 28.10. The base specifications of levee types to facilitate 
wetland management activities.
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Water Control Structures
Annual, seasonal, and even daily changes in hydrologic pa-
rameters (e.g., depth) are common in most functional wet-
lands. In modified wetlands, emulation of  natural hydrologic 
regimes commonly requires the installation of  permanent 
water control structures that allow precise water level 
manipulation, including the complete removal of water 
from the basin (Fredrickson 1991). Therefore, selecting the 
appropriate type and proper location of  water control struc-
tures with the potential to discharge storm flows is important.
 The proper locations of intake and discharge struc-
tures are the highest and lowest elevations within the 
wetland, respectively (King and Fredrickson 1998). Further, 
the same structure should never be used for intake and 
discharge (Fredrickson 1991). In areas with high salinities, 
multiple inlet structures at the highest elevations and multi-
ple drains at the lowest elevations provide the best manage-
ment options. This design enables complete water discharge 
necessary to control plant community establishment and 
permits optimum flooding necessary to make resources avail-
able to waterbirds. Additionally, correct placement of  water 
control structures maximizes water circulation within a wet- 
land, which prevents accumulation of  soil salts, reduces the 
risk of  disease outbreaks, and facilitates nutrient cycling.
 In most situations, stop-log water control structures 
can be used to regulate water input and are ideal for con-
trolling water discharge in increments as small as 5 cm (Fig. 
28.11). These structures require less frequent monitoring 
because stop-logs can be preset at the desired elevation and 
additional water that enters the wetland is removed from 
the surface via gravity flow. In contrast, screwgates (i.e., 
sluice gates) require more monitoring because water trans-
fer occurs from the bottom of  the wetlands (see Fig. 28.11). 
Screwgates are frequently used as intake structures, but are 
not favored as discharge structures because they must be 
checked and adjusted frequently when manipulating water 
levels (Fredrickson 1991).

Water-Level Management
Historically, many palustrine wetlands outside of  flood-
plains were flooded as a result of  precipitation, ground- 
water, or a combination of  both. Small, localized precipita-
tion events saturated the soil, whereas larger events resulted 
in surface runoff  of  water from adjacent uplands that filled 
wetlands. In arid locations with a deep capillary fringe, rain-
fall of  only 84 mm (0.25 in) may result in extensive flooding. 
In these systems, all wetlands types were not necessarily 
flooded every year, but some habitats were available in most 
years. Maintaining these conditions is especially important 
for species with limited mobility because they must survive 
between wet and dry cycles at the site. This is an increasing 
challenge because runoff from rainfall, in many regions of  
the United States, is diverted for agricultural or urban uses 
and does not reach wetland sites. In addition, climate change 

scenarios predict significant changes that will severely af-
fect the hydroperiod of  wetlands, including a high confi-
dence of  major changes in ecosystem structure and func-
tion, and the resilience of  many ecosystems is likely to be 
exceeded this century (Intergovernmental Panel on Climate 
Change 2007).
 In contrast, off-channel floodplain wetlands were histori-
cally inundated during flood events. Channelization and di-
version of  river flows and associated tributaries has resulted 
in serious hydrologic alterations in many of  these systems. 
Depending on wetland type and location, the effects of  
these modifications may be manifest in either severe flood-
ing (Belt 1975, Galat et al. 1998) or an almost complete lack of  
floodwater (Reinecke et al. 1988). In either situation, water-
bird use often is limited. Sediments or toxicants also degrade 
water quality in many rivers (Longcore et al. 1987, Grue et al. 
1989).
 Wetland development and management must often rely 
on alternative sources of water because hydroperiods have 
been severely altered across the entire conterminous United 
States. Common solutions include obtaining water from 

Water flow

    Water flow

             Stop-log water-control structure

           Screwgate water-control structure     

 Top view                                                  Side view

Side view     Front view

Fig. 28.11. Examples of stop-log and screwgate water-control 
structures.
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ditches and rivers, use of  wells to transport groundwater  
to the surface, and construction of  reservoirs to capture pre-
cipitation and runoff  for later use (Reid et al. 1989). Ground-
water and reservoirs are more reliable sources of  good-
quality water, but construction of  expensive levee or pump 
systems may be required to accomplish water transport to 
managed sites. Reservoirs also are disadvantageous because 
a considerable amount of  area often must be converted to 
deepwater habitats to store sufficient water, and siltation 
frequently limits reservoir life. Long- and short-term costs 
associated with using groundwater vary, depending on type 
of  pump and power unit and distance to the water table.
 It also is important to recognize that water quality var-
ies among sources. Thus, use of  water from sources that 
differ from those occurring historically can potentially influ-
ence some wetland processes. Groundwater often contains 
more salts than rainwater. If  salinity of  groundwater is suffi-
ciently high, or salts are allowed to accumulate in the basin 
over numerous years, a shift in vegetation composition is 
possible. Thus, types of  alternative solutions to obtaining 
water should be evaluated not only based on costs, but also 
on the potential to affect project success.
 Obtaining water is frequently considered the most im-
portant issue in wetland management. However complete 
discharge of water at appropriate times during the an-
nual cycle also is essential. It may seem counterproductive 
to enhance drainage in managed wetlands, but creating con-
ditions necessary for annual plant germination and the abil-
ity to control problem vegetation using water or mechanical 
equipment requires timely and complete removal of  surface 
water.

Case Studies
Intensively managed wetland sites are often concentrated in 
floodplains. Floodplains are highly variable, thus necessitat-
ing a wide range of  management approaches. Success of  
any given approach is dictated by well-defined objectives, 
a thorough understanding of the biotic and abiotic pro-
cesses (including their variability) in the system, appropri-
ate infrastructure, and well-conceived adaptive manage-
ment plans. Case studies of  3 U.S. Fish and Wildlife Service 
refuges provide insights into how managers have developed 
wetland management strategies within floodplains.

Mississippi Alluvial Valley
Bald Knob National Wildlife Refuge is in central Arkansas 
along the Red River near its confluence with the White 
River. When first acquired, the 6,000-ha refuge consisted of  
about 4,047 ha of  rice cropland and about 1,820 ha of  ma-
ture forested wetlands. At times, the refuge supported as 
many as 200,000 northern pintails and >400,000 total water-
fowl. In addition, rice management on the area provided im-
portant habitat for migrating and wintering shorebirds and 
year-round habitat for wading birds. The original farm was 

ideal for rice agriculture because of  the lack of  topographic 
relief, a reliable water supply, and infrequent overbank flood-
ing from the river, which enabled water to be managed reli-
ably in most years. The area immediately surrounding Bald 
Knob was largely nonforested, although an extensively for-
ested wildlife management area, Hurricane Lake, was within 
16 km of  the refuge.
 Bald Knob was a high priority acquisition to help the U.S. 
Fish and Wildlife Service meet the goals established by the 
Lower Mississippi River Valley Joint Venture. The site was 
acquired in the 1990s and planning efforts to define long-
term goals and objectives were initiated. Decisions regard-
ing development and management were driven by the land-
scape setting, local biotic and abiotic conditions, and the 
existing infrastructure.
 It was decided that management was best suited to ben-
efit waterfowl because of  the tradition of  Bald Knob Na-
tional Wildlife Refuge as a wintering ground for large con-
centrations of  waterfowl and an existing water management 
infrastructure for rice production that was considered suit-
able for intensive management of emergent wetlands. 
The lack of  forested cover on surrounding lands made refor-
estation a less desirable option because benefits to forest-in-
terior nesting songbirds would be minimal without other 
large-scale acquisitions. Thus, specific objectives regarding 
the amount of  habitat provided and when it would be avail-
able were developed first for waterfowl, second for other 
waterbirds, and finally for Neotropical migrant songbirds.

Middle Rio Grande Valley
The 23,140-ha Bosque del Apache National Wildlife Ref-
uge is located in the Middle Rio Grande Valley 157 km 
south of  Albuquerque, New Mexico. Some 2,763 ha of  the 
3,683 ha of  this avulsive floodplain are intensively managed 
for breeding, migrating, and wintering wetland-dependent 
species. The refuge was established in 1939, but the infra-
structure developed by the Civilian Conservation Corps was 
in disrepair by the 1980s. In addition the small staff  had di-
lapidated equipment and the management focus was to 
draw down units early (Feb) to promote plant germination. 
Few desirable plants responded, but these plant communi-
ties were mowed in the autumn and then flooded, with lit-
tle variation in treatments among years. There were exten-
sive invasions of the exotic saltcedar, but there was neither 
the understanding nor the equipment or staff  to restore the 
historic riparian woody community.
 By the mid-1980s, biological efforts focused on under-
standing the herbaceous vegetation response within each unit. 
This resulted in the identification of topographic, hydro-
logic, geomorphic, and other conditions associated with 
the establishment of each plant community. This infor-
mation was helpful in redesigning the infrastructure to en-
hance plant management. For example, maintaining salt 
grass communities required identifying sites with seasonally 
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variable groundwater, shallow depth to groundwater, lim-
ited seasonal flooding with minimal flow-through water in 
combination with drying by evaporation. With new man-
agement direction, the infrastructure was gradually upgraded. 
Some units were subdivided and others had improvements 
in the location and size of  inlets or outlets. A major renova-
tion upgraded the drainage and supply of  water so that in-
puts were from higher elevations through multiple inlets 
and drainage was improved by providing multiple outlet 
structures at the lowest elevation on each unit. The refuge 
staff  also learned that the floodplain had a diverse and via-
ble seed bank of  annuals and some perennials. Management 
success required creating suitable conditions for plant ger-
mination and establishment. For example, bare mineral soil 
with the appropriate soil moisture and temperature was 
particularly important for germination of  many plant spe-
cies. Identifying soil conductivity helped predict another 
layer of  management complexity, where one suite of  ripar-
ian plants proliferated on one site yet another suite domi-
nated on a similar site with slightly different conductivity. As 
the understanding of  each management unit improved, the 
refuge staff  developed confidence to establish objectives for 
each unit in terms of  amount and type of  foods produced as 
well as the number of  each waterbird species that could be 
accommodated.
 As herbaceous plant management was refined, there was 
a management expansion to address the degradation of  the 
woody plant community. Refuge management gradually 
shifted toward a systems approach. After initial plantings 
of  cottonwoods, refuge staff  learned that the abiotic condi-
tions necessary for successful establishment of  seedlings in-
cluded appropriate depth to groundwater, soil stratigraphy, 
and soil salinities. Water management could create suitable 
establishment conditions for planted seedlings, as well  
as conditions necessary for natural regeneration. Thus, 
planting was no longer necessary. Repetitive observations 
of  annual events provided further insight into the establish-
ment requirements of  riparian tree communities. While 
cottonwood, willow, and saltcedar all have light, aerially dis-
persed seeds and require bare soil for germination, their 
conditions for establishment differ and can be controlled to 
some degree by appropriate infrastructure and management. 
The removal of  dense saltcedar stands and the maintenance 
of  appropriate soil moisture conditions were critical mea-
sures to restore native plant communities.
 Concurrent with the enhancement of  biological under-
standing, the implementation of  management required a 
skilled maintenance staff that understood how equipment 
could be used or modified to meet biological objectives. 
Cooperation between the biological and maintenance 
staff  was essential to success because it led to new innova-
tions, including water management refinement, modern-
ized efficient water-control structures, evaluation of  tradi-
tional methods and the evolution of  more efficient methods 

for saltcedar removal, the addition of  new and more power-
ful equipment, equipment modifications to meet manage-
ment objectives, the refinement of  grantsmanship to acquire 
funding for restoration, enhancement, and management, the 
establishment of  a dynamic refuge support group (Friends of  
Bosque del Apache), and a well-conceived and well-utilized 
volunteer program. The concept of  teamwork and the shar-
ing of  ideas among refuge staff  with different skills, intellects, 
and interests were critical to achieve these goals. The new rec-
ognition of  the importance of  local geomorphic, hydrologic, 
and soil chemistry conditions to predict potential plant com-
munities would not have been possible without input from 
biologists, managers, and equipment operators and an appre-
ciation of  the unique skills and experiences that each group 
provides. This collaborative effort improved management 
success within the refuge as well as outside the refuge bound-
ary within the Middle Rio Grande Valley, and for sites from 
Colorado to the highlands of  Mexico.

Hawaiian Floodplain
The small (371 ha) Hanalei National Wildlife Refuge on 
Kauai, Hawaii, has many of  the management challenges 
common to floodplain wetlands. The geomorphologic set-
ting of  the island is unique; Kauai is of  volcanic origin and 
has distinct, wedge-shaped watersheds that transport sur-
face water from high, mountainous, interior elevations to 
the ocean. The porous volcanic rock surrounding the valley 
also transports water below the surface (i.e., groundwater). 
Drainages are well developed, and the Hanalei River (length 
= 25.7 km) is one of  the larger river systems in the state. 
This river, which drains a 49.5-km2 area, is on the north 
shore of  Kauai and exhibits features typical of  a riverine sys-
tem (e.g., natural levees, cut banks, point bars, abandoned 
channels, crevasse splays, and backswamps) as it enters the 
broad, low valley and begins to meander within the flood-
plain (Fig. 28.12). Near the ocean, the river cuts through old 
beach ridges. The lower 3.2 km of  the river flows through 
the refuge and 2 large private land holdings and past taro 
(Colocasia esculenta) farms, small businesses, and residences 
before emptying into Hanalei Bay. Backswamps and aban-
doned channels have fine-textured materials, while coarse 
materials dominate natural levees, point bars, crevasse splays, 
and old beach ridges. A veneer of  fine-textured material 
with variable thickness is common within the valley. This 
veneer thins on the buried beach ridges and as one gets 
closer to the ocean.
 Hanalei National Wildlife Refuge is one of  the most im-
portant sites in Hawaii for 4 endangered Hawaiian water-
birds including the Hawaiian coot (Fulica alai), moorhen 
(Gallinula chloropus sandvicensis), stilt (Himantopus mexicanus 
knudseni), and Koloa or Hawaiian duck (Anas wyvilliana). In 
addition, the endangered Hawaiian goose or Nene (Branta 
sandvicensis) currently nests on the refuge, and there may be 
the potential to reintroduce the Laysan duck (A. laysanensis).
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 Thus, Hanalei National Wildlife Refuge has the typical 
suite of  physical disruptions related to agriculture and 
flood control including roads, a channelized stream, an in-
cised stream, levees, ditches (supply and drainage), disrup-
tion of  surface deposits, and irrigation infrastructure. These 
physical disruptions also influence natural processes by 
changing hydrologic conditions, topography, and the 
amount of river water in the lower floodplain.
 Agricultural activities in the Hanalei River Valley have 
been present for 1,300 years (Schilt 1980). Thus, this site has 
a long history of  agricultural development, including the in-
frastructure required for crops that require flooded condi-
tions. Flooded conditions associated with these agricultural 
practices also attract waterbirds.
 The U.S. Fish and Wildlife Service continued to develop 
wetlands after the refuge was established, but objectives 
changed from agricultural to conservation. New levees, 
drains, and water control structures provided opportuni-
ties for hydrologic manipulations required to produce the 
food and cover for meeting the life-history needs of  all 5 
endangered waterbirds on about 36 ha. These new develop-

ments recognized the need to have similar soil textures 
within each unit, to have the potential to quickly export ex-
cessive rainfall from units, to have independent water deliv-
ery and discharge, and to have nesting and foraging sites  
in close proximity. The suite of  conditions at Hanelei Na-
tional Wildlife Refuge requires managers to address multi-
ple problems:

•   A  floodplain  with  physical  disruptions  to  the  natural 
flow of  water.

•   Changes  in  the  river  channel  that  compromise  water 
intake.

•   Alteration  of   natural  process  because  of   physical  dis-
ruption, changes in water use, and presence of  exotic 
plants and animals.

•   A poorly sited infrastructure in relation to geomorphic 
and hydrologic conditions.

•   An infrastructure with inadequate supply, control, and 
discharge of  water.

•   Poor understanding of  water use on taro and wetland 
impoundments.

N
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Fig. 28.12. Wetland development within the Hanalei River floodplain in Kauai, Hawaii, in relation to selected geomorphic features.
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•   Cultural issues associated with taro, a food source with 
nutritional and ceremonial value to native Hawaiians.

•   Endangered  species,  including  4  wetland-dependent 
birds, about which there is limited knowledge.

•   Inadequate  knowledge  of   native  plants  and  their  life- 
history requirements, especially the abiotic condi-
tions that stimulate germination, growth, and seed 
production.

•  Predation and disease potential.
•  Permits required to change the infrastructure.
•   Funds  to  implement  changes  to  the  infrastructure, 

management, and research.

 Intensive wetland management was preferred over res-
toration because of  the extensive abiotic and biotic disrup-
tions, the limited wetland area remaining on Kauai, and the 
need to recover these species. Restoration of  a sufficiently 
large area to support endangered waterbirds was not practi-
cal; thus, intensive management was a logical choice. Al-
though Hanalei National Wildlife Refuge was considered an 
important site for all of  the endangered waterbirds, surveys 
indicated limited use by coots, stilts, and moorhens, and 
counts of  Koloa rarely exceeded 25 birds from the time of  
refuge establishment in 1973 through 2007. Five months af-
ter renovation, numbers of  Hawaiian stilt approached 200 
and Koloa approached 300. During the summer of  2009 
numbers of  Koloa exceeded 500 and Hawaiian moorhen 
numbers reached 256. Based on these immediate responses 
by endangered waterbirds, the manipulation of soil and 
water was most effective when abiotic conditions were 
used to determine the type and location of  the manage-
ment infrastructure.

SUMMARY

Wetlands are dynamic habitats that provide many benefits 
to wetland-dependent wildlife as well as to society. Under-
standing wetlands and their benefits is complex and requires 
information on their abiotic and biotic characteristics. Un-
fortunately, many societal benefits were not well recognized 
historically and, as a result, vast areas of  wetland habitats 
were lost or modified in the lower 48 states and Hawaii fol-
lowing European settlement. Many wetlands were either 
converted to other uses such as agriculture or were influ-
enced by anthropomorphic changes that modified the phys-
ical condition or disrupted wetland processes. These changes 
in wetland area and functions resulted in legislation that led 
to state and federal programs for wetland management and 
protection that benefit wildlife and society. Some wetland 
programs are especially important for wildlife because wet-
lands provide valuable habitat for a wide suite of  species, 
many of  which are either endangered or species of  regional 
or national concern. Thus, management or protection of  
remnant wetlands is critical to maintain viable populations 
of  many wetland-dependent species. Historically wetland 
management techniques were applied without recognition 
of  the temporal or landscape setting that characterized a 
site, and the focus was on migratory birds, especially water-
fowl. We describe an approach that identifies the importance 
of  understanding geomorphic setting, climatic conditions, 
and life-history strategies of  plants and animals (including 
birds other than waterfowl), as well as cold-blooded verte-
brates, as the basis for wetland decision-making. Case histo-
ries provide insights into the contemporary challenges of  
making decisions in highly modified environments.



john a. nyman and 
 robert h. chabreck

29

INTRODUCTION

Description of Coastal Wetlands

COASTAL WETLANDS  DIFFER greatly from those inland primarily 
because of  seawater stresses on vegetation and tidal action that make water 
levels more dynamic. Most coastal wetlands in the United States are marshes 

(i.e., dominated by emergent herbaceous vegetation) rather than swamps (i.e., 
dominated by trees or shrubs), because there are no trees that can tolerate flood-
ing, freezing, and even moderate salinity. Mangroves (flood- and salt-tolerant trees) 
are limited to parts of  Texas, Louisiana, and Florida and are rarely managed for 
wildlife. In contrast, coastal marshes have been managed for wildlife, particularly 
waterfowl, since the early 1900s. Understanding of  the relationships among coastal 
wetlands, wildlife, and fish has evolved slowly from trial-and-error efforts to attract 
waterfowl to more sophisticated application of  scientific methods and ecological 
theories to accommodate multiple wildlife and fish species in the face of  global sea-
level rise and climate change. In this chapter, we summarize the form, function, 
ecological relationships, wildlife value, and management of  coastal wetlands of  the 
United States outside of  Alaska and Hawaii.

Regional Variation
Physical features of  a coastal region influence development of  coastal wetlands. 
Regions bordered by a broad, flat coastal plain onshore and a gently sloping conti-
nental shelf  offshore, such as the southeastern United States, contain the greatest 
expanse of  coastal wetlands. Wetlands form along the shoreline when sediment de-
posited by rivers or the sea fill shallow waters and extend seaward as shoals that 
gradually accrete from the water bottom to elevations suitable for plant growth 
(Coleman 1988). Coastlines bordered by mountainous terrain, such as the north-
western United States, usually contain deep water near shore and produce condi-
tions unfavorable for wetland development (Seliskar and Gallagher 1983). Near 
mountainous coasts, the continental shelf  is narrow and steep, curtailing sediment 
accumulation and accretion necessary for extensive wetland formation; therefore, 
wetlands develop along the fringes of  rivers or shallow bays.
 Coastal wetlands comprise approximately 24,380 km2 in the United States out-
side of  Alaska, Hawaii, and the Great Lakes (Alexander et al. 1986). For perspective, 
this area is larger than New Hampshire, but smaller than Vermont. Most are along 
the shorelines of  the Gulf  of  Mexico and the South Atlantic, and are associated 
with extensive coastal plains and drowned river valleys. Much of  the New England 

Managing Coastal Wetlands  
for Wildlife
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and Pacific coasts have rocky coastlines and contain wetlands 
only in protected bays.

Gulf Coast
The Gulf  of  Mexico coastal region contains approximately 
14,190 km2 of  wetland, an area that is larger than Connecti-
cut, but smaller than Hawaii, or equivalent to 58% of  the 
total coastal wetlands (Alexander et al. 1986). Much of  this 
(approx. 9,840 km2) occurs in Louisiana and developed as 
deltaic deposits and Chenier Plain deposits of  the Missis-
sippi River (West 1977, Penland and Sutter 1989). Marshes 
border the entire coastline of  Louisiana and extend inland 
up to 80 km in the eastern half  of  the state, which contains 
the Mississippi River Deltaic Plain (Chabreck 1988). Tidal 
swamps are common further inland. Because of  the extent 
of  these marshes, waters range from highly saline to fresh, 
with broad transitional bands in between (O’Neil 1949, Cha-
breck 1972). In recent decades, mangroves have been ex-
panding into and replacing salt marshes in Louisiana (Perry 
and Mendelssohn 2009), Florida (K. Krauss, National Wet-
lands Research Center, United States Geological Survey 
[USGS], personal communication), and Texas (T. Stehn, United 
States Fish and Wildlife Service [USFWS], Department of  
Interior [DOI], Aransas National Wildlife Refuge, personal 
communication).
 The Texas coastline contains approximately 1,915 km2 
of  marsh in a narrow band (Alexander et al. 1986), with most 
located east of  Galveston Bay, representing a westward con-
tinuation of  the Chenier Plain of  the Mississippi River. 
Marshes of  the region display the gradual transition from 
saline to fresh and provide wide habitat diversity (Stutzen-
baker and Weller 1989). Westward, along the Texas coast to 
the Rio Grande River, small marshes fringe lagoons where 
water salinity reaches 55 parts per thousand (ppt; Buller 
1964, McMahan 1968, West 1977). Here too, mangroves ap-
pear to be expanding into marshes.
 Mississippi, Alabama, and the Gulf  Coast of  Florida con-
tain approximately 2,435 km2 of  coastal marsh (Alexander 
et al. 1986). Marshes along the west coast are nourished by 
freshwater and sediments from the Pearl River. Elsewhere 
along the coasts of  Mississippi, Alabama, and northern Flor-
ida, marshes are limited to alluvial pockets along shorelines 
of  protected bays and rivers. The western coast of  Florida 
contains extensive lowlands and large areas of  coastal marsh. 
South of  Tampa Bay, however, mangroves dominate coastal 
lowlands, and marsh occurs only in isolated openings among 
stands of  these shrubs and trees.

Atlantic Coast
The Atlantic Coast contains approximately 9,815 km2 of  
marsh (Alexander et al. 1986), an area that is larger than 
Delaware, but smaller than Connecticut. Three-fourths of  
the marsh is south of  Maryland, principally in North Caro-
lina, South Carolina, and Georgia (Shaw and Fredine 1954, 

Reimold 1977). Broad, flat coastal plains slope gently to the 
shoreline in these states and produce vast lowlands near sea 
level.
 In Virginia and Maryland, coastal marshes are largely as-
sociated with Chesapeake Bay and tidal creeks and rivers 
draining into the bay. In the 1930s, mosquito control agen-
cies dug extensive ditches in many of  these marshes (Hind-
man and Stotts 1989). Delaware and New Jersey contain  
sizable areas of  marsh associated with Delaware Bay. Also, 
scattered marshes occur as fringes along seashores protected 
by barrier islands. In South Carolina, many coastal marshes 
were impounded to grow rice in the 1800s, but most of  those 
impoundments are now managed for wintering waterfowl 
(Landers et al. 1976). Marshes in New York lie principally 
along tidal creeks leading inland into Long Island. Most tidal 
marshes along the east coast of  Florida border large rivers 
and extend inland for great distances, such as along the St. 
John’s River.
 Much of  the New England coastline is rugged with rock 
outcroppings. Marshes along the coast are relatively small 
(combined they occupy approx. 555 km2) and subjected to 
larger tidal fluctuation (4 m) than most other coastal marshes 
in the United States (Nixon and Oviatt 1973). They border 
tidal creeks, bay shores, and other protected waters. Jorde  
et al. (1989) noted coastal marshes in the northern Atlantic 
states are threatened by common reed (Phragmites australis) 
as well as purple loosestrife (Lythrum salicaria).

Pacific Coast
The Pacific Coast lacks a broad coastal plain; instead, steep 
mountains parallel the shoreline and slope abruptly to the 
ocean (Inman and Nordstrom 1971). The continental shelf  
is narrow and steep, restricting formation of  barrier islands 
and spits; consequently, coastal marshes have developed only 
in protected bays and fringing the borders of  rivers that 
empty into the Pacific Ocean. Smooth cordgrass (Spartina 
alterniflora), introduced into many of  these marshes during 
the 1970s, now threatens native plant communities (Calla-
way and Josselyn 1992).
 The Pacific Coast outside of  Alaska contains only ap-
proximately 375 km2 of  coastal marsh (Alexander et al. 
1986), much of  which is associated with San Francisco Bay. 
Other significant marshes are associated with Puget Sound, 
Gray’s Harbor, and Willapa Bay in Washington and Tilla-
mook and Coos bays in Oregon. Marshes elsewhere consist 
mainly of  fringe zones along bay shores or in the mouths of  
rivers containing sandbars that minimize wave action (Sand-
erson and Bellrose 1969).

Types of Wetlands
Coastal wetlands can be classified based on water salinity, el-
evation, flooding, plant species, or a combination of  these 
variables. A classification system based on water salinity 
by Cowardin et al. (1979) is commonly used nationwide. 
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Cowardin et al. (1979) noted the number of  years of  data 
needed to estimate average salinity are not commonly col-
lected, and suggested that managers instead use plant spe-
cies or associations to indicate broad salinity classes. Thus, 
in practice, the Cowardin et al. (1979) system of  classifying 
marshes by average water salinity has been based on obser-
vations of emergent vegetation rather than measurement 
of  water salinity. Classification systems based on elevation 
are common within several regions of  the United States 
(Mitsch and Gosselink 2000). Classifying marshes by eleva-
tion also has been based on emergent vegetation rather than 
elevation measurements. These systems complicate com-
munication among regions because different terms are used 
for similar habitats. For instance, areas dominated by smooth 
cordgrass that is stunted by flooding can be classified as 
high marsh in coastal New England, but as low marsh on 
the Atlantic Coast of  the southern United States. Classifica-
tion systems directly based on emergent vegetation are more 
straightforward, but still can complicate communication 
among regions. For instance, areas dominated by marshhay 
cordgrass (S. patens) occur in coastal New England and on 
the Gulf  Coast; however, they are known as salt marshes in 
New England and brackish marshes on the Gulf  Coast. 
Managers and researchers must be familiar with all of  the 
differing classification systems. Species of  emergent vegeta-
tion are the key to converting classification between sys-
tems, and to communicating with managers and research-
ers from other regions. Regardless of  the variable used as 
the basis of  classification, the boundaries between classes 
are arbitrary because water salinity, elevation, and plant spe-
cies form gradients.
 Common plant associations have been identified for 
many regions (Chabreck 1970, Nixon 1982, Zedler 1982, Jos-
selyn 1983, Seliskar and Gallagher 1983, Odum et al. 1984, 
Teal 1986, Weigert and Freeman 1990). Recently, statistical 
analyses have been used to identify common plant associa-
tions that are more detailed than earlier classification 
schemes (Visser et al. 2000). For broad descriptive purposes, 
marsh types often are known as salt (polyhaline), brackish 
(mesohaline), intermediate (oligohaline), or fresh, reflect-
ing the amount of  contact with seawater. These types gen-
erally occur in bands paralleling the shoreline. In small riv-
ers the bands can be tens of  meters wide and some may not 
occur, but, because of  the great width of  marsh along the 
Louisiana coast, all marsh types are well represented (salt = 
21%, brackish = 31%, intermediate = 11%, fresh = 31%), 
and the bands exceed 20 km in some areas (Chabreck and 
Linscombe 1978).
 Botanical nomenclature follows the Integrated Taxonomic 
Information System (ITIS 2003), but nomenclature changes. 
Recent changes create potential confusion because one of  
the most important species to wildlife managers was referred 
to in many publications as Scirpus, following the nomencla-
ture of  Radford et al. (1968) and Godfrey and Wooten (1979): 

recent publications often refer to this species as Schoenoplec-
tus, following ITIS (2003).

Mangrove Swamp
Mangroves (i.e., salt-tolerant wetland trees and shrubs) form 
extensive swamps only in southern Florida, where killing 
freezes are infrequent. Florida has ≥4 species: black man-
grove (Avicennia germinans), buttonwood (Conocarpus erectus), 
white mangrove (Laguncularia rhizophora), and red man-
grove (Rhizophora mangle). Mangroves also occur in Texas 
and Louisiana, but Texas has only black mangrove and red 
mangrove and Louisiana only has black mangrove. Man-
groves are replacing salt marshes in all 3 states, presumably 
because of  a recent lack of  killing freezes. Since the 1930s, 
34% of  the salt marshes in 10,000 Islands National Wildlife 
Refuge, in southern Florida, have converted to mangrove 
swamps (Howard et al. 2009). In Louisiana, the number of  
saline marsh sites with black mangroves doubled between 
2001 and 2005 and tree heights exceeded 4 m by 2003 (Michot 
et al. 2009). Mangrove swamps are not addressed further be-
cause they are rarely managed for wildlife, but that situation 
may change as mangroves continue to replace salt marshes 
in Florida, Louisiana, and Texas.

Salt Marsh
Salt marsh has the greatest tidal fluctuation of  all marsh 
types and contains a well-developed drainage system. In 
Louisiana, water salinity averages 18.0 ppt (range = 8.1–
29.4 ppt) and soils have a lower organic content (x̄ = 17.5%) 
than types farther inland (Chabreck 1972). On the Gulf  
Coast, vegetation within this type is salt tolerant and is 
dominated by smooth cordgrass, seashore saltgrass (Distich-
lis spicata), and needlegrass rush (Juncus roemerianus). Man-
groves do not dominate because of  occasional killing freezes, 
but provide valuable wildlife habitat, especially for colonial 
nesting waterbirds, such as the brown pelican (Pelecanus occi-
dentalis). On the Pacific Coast, the most saline marshes con-
tain plants such as Virginia glasswort (Salicornia virginica), 
arrowgrass (Triglochin maritimum), and native California cord-
grass (Spartina foliosa) or the nonnative smooth cordgrass 
(Seliskar and Gallagher 1983, Callaway and Josselyn 1992, 
Zedler et al. 1999).

Brackish Marsh
Brackish marsh lies inland and farther removed from the 
influence of  saline waters than the salt marsh type, but is 
still affected by daily tidal action. Average water depth ex-
ceeds that of  salt marsh. In Louisiana, soils contain higher 
organic content (x̄ = 31.2%), and water salinity averages 
8.2 ppt (range = 1.0–18.4 ppt; Chabreck 1972).
 Brackish marsh contains greater plant diversity than salt 
marsh and, in Louisiana, is dominated by 2 perennial grasses, 
marshhay cordgrass and seashore saltgrass. An important 
wildlife food plant of  brackish marsh of  the Atlantic and 



  john a .  nyman and robert h.  chabreck

Gulf  coasts, Olney bulrush (Schoenoplectus americanus), grows 
best in tidal marsh free from excessive flooding, prolonged 
drought, and drastic salinity changes. Olney bulrush is, how-
ever, crowded out by marshhay cordgrass unless stands (of  
Olney bulrush) are periodically burned (Chabreck 1981). 
Widgeongrass (Ruppia maritima), the dominant submerged 
aquatic plant of  brackish marsh, is a preferred food of  ducks 
and American coot (Fulica americana). On the Pacific Coast, 
brackish marsh contains short and tall forms of  Lyngbye’s 
sedge (Carex lyngbyei), which appears to be an ecological an-
alog of  smooth cordgrass (Seliskar and Gallagher 1983).

Intermediate Marsh
The intermediate marsh type lies inland from brackish 
marsh. Intermediate marsh receives some influence from 
tides. In Louisiana, water salinity averages 3.3 ppt (range = 
0.5–8.3 ppt), water levels are slightly higher than in brackish 
marsh and soil organic content averages 33.9% (Chabreck 
1972). Plant species diversity is higher than in brackish or sa-
line marsh, and the intermediate marsh contains both halo-
phytes and freshwater species used as food by a wide variety 
of  herbivores. In Louisiana, marshhay cordgrass dominates 
intermediate marsh as it does brackish marsh, but to a lesser 
extent. Other common marsh plants in intermediate zones 
are common reed, bulltongue (Sagittaria lancifolia), and coastal 
waterhyssop (Bacopa monnieri). This type also contains an 
abundance of  submerged aquatic plants that are important 
foods for ducks and American coot (Chabreck 1972). Use of  
“intermediate marsh” is uncommon outside the Gulf  Coast, 
perhaps because this type is rare or because it is known as 
tidal freshwater marsh. Even in Louisiana (Chabreck 1972), 
intermediate marsh is the smallest type and occupies only 
approximately 2,523 km2, of  which approximately 1,533 km2 
are emergent wetlands and the remainder is open water 
(ponds, lakes, etc.).

Fresh Marsh
Fresh marsh occupies the zone between the intermediate 
marsh and uplands or forested wetlands in the alluvial plain 
of  major river systems. Tidal fresh marsh is normally free 
from salinity, but periodic periods of  salinity prevent conver-
sion to swamps. Water levels can be only slightly affected by 
tides, as on the Gulf  Coast where high tide slows river dis-
charge more than it raises water level, or greatly affected by 
tides as in the northern United States. In Louisiana, water 
salinity averages only 1.0 ppt (range = 0.1–3.4 ppt), and water 
depth and soil organic content (x̄ = 52.0%) are greatest in 
fresh marsh because of  slow drainage (Chabreck 1972). In 
some Louisiana fresh marshes, soil organic-matter content 
exceeds 80% and the substrate for plant growth is a floating 
organic mat referred to as “flotant” by Russell (1942).
 Fresh marsh supports the greatest diversity of  plants and 
contains many species that are preferred foods of  wildlife. 

Dominant plants include maidencane (Panicum hemitomon), 
spikerushes (Eleocharis spp.), and alligator weed (Alternan-
thera philoxeroides) in Louisiana (O’Neil 1949). On the Atlan-
tic Coast, Odum et al. (1984) identified 8 communities in 
tidal freshwater marsh with dominant species such as Vir-
ginia peltandra (Peltandra virginica), annual wildrice (Zizania 
aquatica), and giant cutgrass (Zizaniopsis mileacea). This marsh 
type also contains submerged and floating-leafed aquatic 
plants of  value as wildlife foods. In many areas, tidal fresh-
water marsh was converted to agriculture, as it was in the 
delta of  the Sacramento and San Joaquin rivers (Herbold 
and Moyle 1989). As with emergent vegetation, submersed 
aquatic vegetation is richer and more abundant in fresh 
marshes than in saline marshes (Chabreck 1971, Yozzo and 
Smith 1998, Simenstad et al. 2000). Some floating aquatics, 
such as spatter-dock (Nuphar luteum), are sufficiently com-
mon that they are the basis of  identified communities 
(Odum et al. 1984), whereas others, such as the exotic water 
hyacinth (Eichhornia crassipes), form dense stands that block 
waterways and are considered pest plants.

Tides
Water level, in addition to salinity, is a major factor affect-
ing plant and animal communities in coastal wetlands; the 
tidal cycle is the major factor affecting water levels. The 
tidal range at any location varies daily, monthly, annually, 
and regionally. Wetlands bordering the Gulf  of  Mexico are 
subject to a daily tidal range of  0.6 m (Marmer 1954). In 
some areas along the coasts of  New England and the Pacific 
Northwest, tides may fluctuate 3.6–4.8 m daily (Hedgpeth 
and Obrebski 1981, Whitlatch 1982). Tides within a locality 
also may vary; south of  Cape Cod the range is 0.9–1.5 m, 
whereas north of  Cape Cod the range is 3.0–4.0 m (Whit-
latch 1982). The elevation of  the soil surface relative to water 
levels differs greatly among wetlands (Fig. 29.1), which can 
negate attempts to apply water-level management strategies 
that are successful in one wetland to other wetlands.
 Highest tide levels occur in coastal wetlands during the 
full and new moons. Factors such as wind direction and in-
tensity, freshwater inflow, and barometric pressure also af-
fect the range and level of  individual tides at a locality. The 
velocity and range of  tides decrease as water moves inland. 
The rate of  movement decreases because coastal streams 
become narrower farther inland and carry less water. More-
over, meandering or winding of  streams increases the dis-
tance that water must travel to move inland. The rate of  
flow of  tidewater moving across the wetland surface also is 
reduced by dense vegetation.
 Channel size and length affect the rate of  water exchange; 
interior wetlands connected to the sea by large channels are 
influenced more by tides than are wetlands with small 
drainages. Coastal wetlands that are transversely divided by 
large, straight canals that connect to the sea are exposed to 
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greatest tidal action. In such canals, tidal waters can move 
farther inland, in greater volume, and at a greater rate than 
through natural streams. Such canals also accelerate drain-
age of  freshwater from interior wetlands during low tides 
(Gunter 1967).

HABITAT REQUIREMENTS OF SELECTED  
FISH AND WILDLIFE

Coastal wetlands and associated water bodies are among 
the most productive habitats for fish and wildlife. Some spe-
cies spend their entire lives in this habitat, whereas others 
use the habitat only seasonally or during a portion of  their 
life cycles. This review describes habitat requirements of  se-
lected groups that are important because of  their commer-
cial, sporting, or recreational qualities. Basic information is 
provided regarding the effects of  management of  coastal wet-
lands on groups of  fish and wildlife.

Waterfowl
Coastal wetlands and waters serve as wintering habitat for a 
large segment of  the continental migratory waterfowl popu-
lation. Major groups include dabbling and diving ducks, and 
geese. These groups have different habitat requirements that 

vary considerably even among species within groups (Bell-
rose 1980).
 Dabbling ducks mostly prefer shallow-water areas with 
depths 45 cm. These birds feed by tipping to reach the bot-
tom of  ponds or the surface of  flooded marsh. Small spe-
cies, such as blue-winged (Anas discors) and green-winged 
teal (A. crecca), prefer areas with water 15 cm deep (Chab-
reck 1979). Teal, mallard (A. platyrhynchos), and pintail (A. 
acuta) feed mainly on seeds that they pick up on the bottom. 
Other dabblers, such as gadwall (A. strepera) and American 
wigeon (A. americana), feed extensively on leaves and stems 
of  aquatic plants; consequently, they are able to use areas 
with a greater water depth (Gordon et al. 1989). Brant (Branta 
bernicla) feed heavily on seagrass (Zostera marina).
 Diving ducks may consume plant or animal materials on 
reservoir bottoms or aquatic plants growing in the water. 
Diving ducks may be found in association with dabbling 
ducks; however, they usually occupy open-water areas much 
deeper than those used for feeding by dabbling ducks.
 Snow geese (Chen caerulescens) commonly winter in coastal 
marshes and prefer areas containing short grasses and sedges 
having water levels near or below the marsh surface. Snow 
geese seldom venture into salt marsh along the Gulf  Coast, 
but salt marsh is an important habitat along the Atlantic 
Coast (Smith and Odum 1981). A preferred habitat is recently 
burned marshhay cordgrass, which often contains dense stands 
of  Olney bulrush.
 Most waterfowl depend on coastal marshes during only 
part of  the year, the nonbreeding season. American black 
duck (A. rubripes), mottled duck (A. fulvigula), and Florida duck 
(A. f. fulvigula) nest, as well as winter, in coastal marshes and 
depend on coastal marshes year-round. Little is known 
about population trends of  Florida duck and mottled duck, 
but American black duck populations declined in the latter 
1900s; loss of  habitat and interbreeding with mallards are 
believed to be 2 of  several factors contributing to the de-
cline of  black ducks (Conroy et al. 2002). Black ducks use 
impounded marsh less than tidal marsh and encounter 
more mallards in impounded marsh than in tidal marsh (Be-
langer and Lehoux 1994). Restoration of  tidal flow to im-
pounded marshes on the northeastern United States might 
increase black duck populations.

Coots, Gallinules, and Rails
The American coot is a winter resident of  coastal wetlands 
and concentrates in large flocks on ponds and lakes (Lowery 
1974a). It is equally at home on shallow ponds with dense 
growth of  aquatic plants for food or deeper lakes with small 
fishes available as food. The American coot occupies shallow-
water areas and tolerates widely ranging water salinities, but 
limits its use of  deepwater lakes to freshwater systems.
 Gallinules and rails are less gregarious than coots and 
prefer marshes with readily available, dense escape cover. 
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Fig. 29.1. Elevation (cm) of mean high water, mean water, and 
mean low water, relative to the marsh surface (0 cm) at various 
coastal marshes in the United States. ND = no data available. 
Sites (A) and (B) were dominated by marshhay cordgrass in 
Louisiana, (C) was dominated by marshhay cordgrass at a created 
marsh in Florida, (D) and (E) were dominated by smooth cord- 
grass and needlegrass rush, respectively, in South Carolina,  
(F) was dominated by common reed in New York, and (G) and 
(H) were dominated by common reed and smooth cordgrass, 
respectively, in Connecticut. (A, B) From Nyman et al. (2009); (C) from 
Anastasiou and Brooks (2003); (D, E) from Morris et al. (2005), J. T. Morris, 
Baruch Marine Field Laboratory, University of South Carolina (personal com- 
munication); (F) from Montalto et al. (2006); (G, H) from Chambers et al. (2002).
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The common moorhen (Gallinula chloropus) is a year-round 
resident of  Gulf  Coast marshes, whereas the purple gallinule 
(Porphyrio martinica) breeds in the area and migrates during 
winter. Gallinules occupy freshwater marshes and prefer feed-
ing areas along shorelines of  small ponds.
 Several species of  rails are present in coastal marshes. 
Clapper rails (Rallus longirostris) occupy saline marshes, whereas 
the king rail (R. elegans) occurs in fresh marshes. Rails prefer 
moist soil conditions, and are driven from marshes by pro-
longed flooding.

Wading Birds and Shorebirds
Shorebirds include sandpipers, dowitchers (Limnodromus 
spp.), etc. Shorebirds do not nest in wetland vegetation, but 
feed in shallow ponds and tidal channels common in coastal 
wetlands. Most shorebirds use shallower water (5 cm deep) 
than do waterfowl (>10 cm deep; Isola et al. 2000). Wading 
birds include herons, egrets, ibises, and similar birds; they 
are abundant throughout the coastal wetlands, but most 
species nest in shrubs and trees. These birds feed in shallow 
ponds by slowly walking and capturing fishes and other 
small animals. They also use shallower water than water-
fowl. Their wide-ranging foraging and low site fidelity allow 
them to quickly respond to changing environmental condi-
tions; changes in their abundance are a good measure of  
habitat condition, but not of  population changes (Melvin et al. 
1999). In the Pacific Northwest for instance, wading birds 
may be losing foraging areas as shallow-water areas are re-
placed by nonnative smooth cordgrass, but it is not known 
whether wading bird populations have been affected. Shal-
low water is an essential part of  their habitat and birds often 
concentrate around small pools to capture fishes trapped by 
receding water (Lowery 1974a). A mix of  unmanaged ponds 
that drain naturally and managed ponds that rarely drain 
provide foraging habitat across a wide range of  conditions 
(Spiller and Chabreck 1975). If  ponds with different water 
depths cannot be provided, as in former agriculture fields, 
managers should be able to provide feeding habitat for more 
species with shallower water than deeper water (Safran et al. 
1997).

Passerines
Many songbirds use coastal marshes and a few are limited 
to these marshes during part or all of  the year. Some are 
species of  concern such as sedge wren (Cistothorus platensis) 
and seaside sparrow (Ammodramus maritimus), whereas one, 
the Cape Sable seaside sparrow (A. m. mirabilis) is endan-
gered. These songbirds forage for spiders and insects and  
require relatively short, open vegetation such as smooth cord- 
grass, marshhay cordgrass, and sand cordgrass (Spartina bak-
eri). On the northeastern Atlantic Coast, restoration of  smooth 
cordgrass to areas invaded by common reed should increase 
habitat for seaside sparrows and saltmarsh sharp-tailed spar-

rows (A. caudacutus) because they are less abundant in marshes 
dominated by common reed (Benoit and Askins 1999). Even 
areas dominated by suitable plant species may be unsuitable 
for dependent songbirds if  the vegetation is too thick or too 
sparse. Managed marshes where marshhay cordgrass is vig-
orous support fewer seaside sparrows and Nelson’s sharp-
tailed sparrows (A. nelsoni) than unmanaged marsh where 
salinity stunts marshhay cordgrass (Gabrey et al. 1999). At 
the other extreme, marshes that burned the previous winter 
had too little vegetation and supported fewer marsh wrens 
(Cistothorus palustris), Nelson’s sharp-tailed sparrows, sea-
side sparrows, and sedge wrens than marshes that had 
burned earlier (Gabrey et al. 1999). In addition to vegetative 
structure, patch size influences habitat suitability for song-
birds that depend on coastal marshes. Density of  saltmarsh 
sharp-tailed sparrows, seaside sparrows, and willets (Catop-
trophorus semipalmatus) is greater in larger patches than in 
smaller patches of  otherwise suitable habitat (Benoit and 
Askins 2002).
 Fire might be a useful tool in managing coastal marshes 
for some dependent songbirds. On the Atlantic Coast of  
Florida, fire favors the expansion of  sand cordgrass, which is 
critical habitat for the endangered Cape Sable seaside spar-
row, at the expense of  needlegrass rush (Schmalzer et al. 
1991). Marshes should be managed to ensure that vegetative 
stands in different stages of  recovery from fire are present si-
multaneously rather than being managed for large tracts on 
the same burning schedule.
 Unlike wading birds, many songbirds do not respond 
quickly to changes in habitat. Jenkins et al. (2003) reported 
that some Cape Sable seaside sparrows remained in unsuit-
able habitat that was formerly suitable, and that areas of  
suitable habitat lacked birds. Thus, the high site fidelity of  
this endangered species complicates its management.

Fur-Bearing Mammals
Fur-bearing mammals are common inhabitants of  coastal 
marshes and waterways and occupy a wide variety of  habi-
tat types, ranging from fresh to saline. Major species include 
muskrat (Ondatra zibethicus), nutria (Myocastor coypus), rac-
coon (Procyon lotor), mink (Neovison vison), and river otter 
(Lontra canadensis). Muskrats and nutrias are herbivores and 
feed on a wide assortment of  plants; however, certain plant 
types will support greater population densities than others 
(O’Neil 1949, Palmisano 1973). Muskrats prefer marshes 
where Olney bulrush is abundant (O’Neil 1949) and are more 
specialized than nutria, which causes recently burned brack-
ish marsh to support greatest muskrat densities (Palmisano 
1972). Nutrias eat a wider variety of  plants than muskrats 
and reach greatest density in fresh marshes (Palmisano 1973).
 The raccoon is usually omnivorous, but coastal marshes 
often lack plant foods used by raccoons; consequently, they 
feed largely on animal materials. The mink is carnivorous 
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and feeds mainly on fishes, crustaceans, small mammals and 
birds, snakes, and frogs. The river otter also is a carnivore 
and feeds heavily on fishes and crustaceans (Lowery 1974b).
 The river otter ranges over an area of  several square kilo-
meters and spends a major portion of  its time in or near  
water. Prolonged drought adversely affects the species; how-
ever, the impact of  drought is less severe if  water is available 
in deeper channels. Nutrias, raccoons, and mink also are af-
fected by excessive marsh drying, but excessive flooding also 
may cause the animals to abandon an area, particularly 
when protective cover becomes submerged (Lowery 1974b).

American Alligators
The American alligator (Alligator mississippiensis) occurs in 
the southeastern United States and occupies coastal marshes 
and water bodies with salinities ranging from fresh to slightly 
brackish. Alligators are opportunistic feeders, consuming 
both vertebrates and invertebrates; prey size varies with size 
of  the alligator (Wolfe et al. 1987). Marsh water depths are 
critical in limiting populations and affecting nesting effort, 
nest flooding, egg desiccation mortality, and predation on 
alligator eggs and young (Nichols et al. 1976).

Freshwater Fisheries
Ponds, lakes, bayous, and canals in freshwater marshes of  
coastal areas are highly productive habitats for freshwater 
fisheries. Major families found in these habitats include sun-
fishes (Centrarchidae) and catfishes (Ictaluridae), and con-
tain both foraging and predacious species. Important vari-
ables regulating productivity of  aquatic habitats are suitable 
water depths, favorable water quality, adequate nutrients to 
supply primary producers, and low abundance of  undesir-
able plants such as the exotic water hyacinth (Meador 1988).

Estuarine Fisheries
Estuarine fisheries are those that support species that use a 
brackish marsh environment as a part of  their life cycle, 
mainly during postlarval and juvenile stages. These include 
important commercial or sporting species such as Gulf  men-
haden (Brevoortia patronus), Atlantic croaker (Micropogonias 
undulatus), white shrimp (Litopenaeus setiferus), and blue crab 
(Callinectes sapidus). These species breed in offshore waters 
and young move inland as larval or postlarval forms. Young 
that reach favorable nursery areas, such as tidal ponds and 
bayous, grow rapidly. Favorable nursery areas are those hav-
ing suitable water salinity and temperature and an abun-
dance of  available food. The major food source is derived 
from detritus or fragments of  wetland plants that have been 
carried into the tidal ponds by tidal currents. The young re-
main in the wetland systems for several months and then 
gradually make their way to deeper water, en route to the 
sea (Gunter 1967).

Crawfish
Crawfish (Cambarus spp., Procambarus spp.) are an impor-
tant component of  tidal swamps and freshwater marshes, 
but occasionally occur even in marshes dominated by marsh- 
hay cordgrass during times of  prolonged low salinity ( J. A. 
Nyman, personal observation). Crawfish are important as 
predators of  fish and vegetation, and as prey for many other 
species of  fish and wildlife. Crawfish can be voracious con-
sumers of  wetland plants, particularly seedlings (Nystrom 
and Strand 1996). Some species such as the red swamp 
crawfish (P. clarkii) provide a commercial and recreational 
resource for man. Summer drying of  wetlands is essential 
for completion of  certain life stages. Summer drying also re-
duces predators, which would otherwise feed on the craw-
fish once water is returned to the wetland (Perry et al. 1970). 
The red swamp crawfish is native to the southeastern United 
States, but is threatening native flora and fauna where it was 
introduced elsewhere in the United States and throughout 
the world (Lodge et al. 2000, Smart et al. 2002).

COASTAL ALTERATIONS  
AND WETLAND LOSS

With a better understanding of  how wetlands are affected 
by hydrological processes, coastal wetland managers (1) can 
better evaluate the effect of  changes in water level or salin-
ity and thereby prevent or restrict undesirable wetland 
changes, and (2) more accurately compare cost and effec-
tiveness of  management or restoration options. Small-scale 
direct alterations, such as those associated with the exten-
sive ditch construction in Atlantic Coast marshes during the 
early 1900s (Bourn and Cottam 1950, Dale and Hulsman 
1990) and accelerating development of  most coastal areas in 
the late 1900s (Culliton et al. 1992), directly alter hydrologi-
cal conditions in managed wetlands. In addition to direct al-
terations, water levels and salinity have been altered indi-
rectly by human activity. An example of  human activity that 
indirectly affects wetlands estuarine-wide is the deepening 
from 15 m to 40 m of  the Calcasieu Ship Channel in Louisi-
ana, which probably increased water depths 40 cm in adja-
cent wetlands such as in the Sabine National Wildlife Ref-
uge (Suhayda et al. 1989). Another example is the dredging 
of  the Cooper and Santee rivers in North Carolina, which 
lowered salinity in adjacent wetlands.
 Global sea-level rise and regional subsidence have in-
creased flooding and salinity in many coastal wetlands. This 
combination is called submergence and along most of  the 
United States coast it averages 0.25–0.30 cm/year (Titus 
1996). In North America, submergence is slower in the far 
north because the earth’s crust is still rebounding following 
the last ice age. Submergence also is faster where geologi-
cally recent sediments are deeper, such as in the channels 
eroded by rivers during the last ice age, which subsequently 
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filled with sediments. These deposits are common in all 
drowned river valleys, but are most extensive in the deltaic 
plain of  the Mississippi River, where submergence exceeds 
1.0 cm/year (Penland and Ramsey 1990). Subsidence and as-
sociated wetland loss also is accelerated by groundwater 
withdrawals (Stevenson et al. 2000). Global sea-level rise has 
been relatively slow since the end of  the last ice age, but the 
rate began accelerating in the 1800s (Church and White 
2006). Submergence requires that wetlands increase in ele-
vation by vertically accreting new layers of  soil over former 
soil surfaces, or that wetlands migrate inland and upslope 
over former uplands.
 On the Pacific Northwest and the Gulf  coasts, faulting 
causes marsh loss by lowering the elevation of  the marsh 
surface, which causes flooding stresses that even wetland 
plants cannot tolerate. Faulting is caused by earthquakes in 
the Pacific Northwest (Kelsey et al. 2002), by the extraction 
of  hydrocarbons in Texas (White and Morton 1997), and by 
the migration of  fluids and gases within ancient and mod-
ern deposits of  the Mississippi River in Louisiana (Kuecher 
et al. 2001). Faulting lowers the elevation of  the marsh too 
rapidly to be offset by vertical accretion; thus, managing 
marsh loss resulting from faulting requires creating new 
marshes. In the Pacific Northwest, new marshes likely will 
develop naturally where earthquakes reduce the elevation 
of  uplands. In Louisiana until the early 1900s, new marshes 
developed naturally as the Mississippi River built new deltas, 
but current management of  the river virtually prevents 
delta building (Coleman 1988). Some delta building occurs 
in Atchafalaya Bay (Coleman 1988), and delta building has 
been reestablished on a small scale at the mouth of  the Mis-
sissippi River (Boyer et al. 1997).
 Coastal wetland managers must manage at different spa-
tial scales. Small-scale hydrologic management activities 
can effectively counter undesirable small-scale hydrologic 
conditions. In Connecticut coastal marshes, for example, 
restoring tidal exchange in the 1970s and 1980s reduced cov-
erage by common reed, which had increased following  
impoundment that had been initiated to counter excessive 
drainage caused by ditch creation (Fell et al. 2000). The ef-
fectiveness of  small-scale hydrologic management is limited 
because it can alter hydrological conditions only within the 
constraints imposed by larger scale hydrological conditions. 
The altering of  larger scale hydrological processes, such as 
those resulting from navigation and flood control projects, 
requires participation with governmental and private orga-
nizations in estuarine- and watershed-level planning activi-
ties. Plans have been developed and initiated for many 
coastal wetlands in the United States Those plans were sum-
marized (Restore America’s Estuaries 2002), but are contin-
ually evolving. Managing to accommodate global sea-level 
rise and faulting likewise requires large-scale planning to ac-
commodate creation of  new wetlands. Even when manag-
ing and restoring small wetlands, landscape position can in-

fluence success. Landscape position can be critical when 
coastal wetland restoration or management tools are used 
in the management of  estuarine-dependent fish or migra-
tory shorebirds (Skagen et al. 1999, Simenstad et al. 2000).

VERTICAL ACCRETION

Vertical accretion results from formation of  new soil on a 
wetland’s surface. Without vertical accretion, submergence 
(i.e., the combination of  global sea-level rise and local sub-
sidence) would soon drown vegetation of  coastal wetlands. 
Submergence rates vary regionally because subsidence rates 
vary regionally. For instance, submergence during the late 
1900s in coastal North Carolina averaged 0.30–0.33 cm/year 
(Kemp et al. 2009) whereas submergence in coastal Louisiana 
averaged 1.17 cm/year (Penland and Ramsey 1990). Vertical 
accretion during gradual submergence can be self-regulating 
because tidal delivery of  mineral sediments increases as 
flooding increases; soil organic matter also decomposes more 
slowly as flooding increases (Mitsch and Gosselink 2000). 
This process prevents wetlands from converting to either 
permanently flooded habitat or to uplands. Where submer-
gence is rapid, vertical accretion may not maintain the wet-
land soil surface in the intertidal zone (DeLaune et al. 1983a, 
Hatton et al. 1983). Without adequate accretion, flooding 
stresses vegetation (DeLaune et al. 1983b, Mendelssohn and 
McKee 1988), the vegetation eventually dies, and the wet-
land converts to a shallow pond (DeLaune et al. 1994). The 
most rapid accretion recorded, 0.98 cm/year, was in a por-
tion of  the Mississippi River Deltaic Plain that was submerg-
ing even faster (Nyman et al. 1993b).
 Costal wetland soil is composed of  mineral and organic 
matter; thus, vertical accretion results from their accumula-
tion. Mineral matter remains after burning, whereas organic 
matter is consumed (Ball 1964, Davies 1974). Mineral and 
organic matter accumulation are related because clay sedi-
ments can supply plant nutrients (DeLaune et al. 1981) and 
because vegetation promotes sedimentation by reducing 
water velocity and biologically trapping sediments too fine 
to settle from the water column (Stumpf  1983). Thus, plant 
biomass and soil mineral content are positively correlated in 
marshes dominated by marshhay cordgrass and smooth 
cordgrass (DeLaune and Pezeshki 1988, Nyman et al. 1994). 
It is widely concluded that accretion is inadequate if  min-
eral sedimentation is inadequate and that fate of  coastal 
wetlands primarily depends on mineral sediment accumula-
tion (Hatton et al. 1983, Stevenson et al. 1985, Reed 1989, 
Nyman et al. 1990b). However, accretion in many tidal fresh-
water marshes (Neubauer 2008) and some New England 
and Louisiana brackish and saline marshes depends on or-
ganic matter accumulation via vegetative growth (McCaf-
frey and Thomson 1980; Hatton et al. 1983, Bricker-Urso et al. 
1989; Nyman et al. 1993b, 2006; Callaway et al. 1997; Neu-
bauer 2008).



Box 29.1. SLAMM: SeA LeveL Affecting MArSheS ModeL

Vertical accretion can be self-regulating when flooding is moderate (Mitsch and Gosselink 2000) but global sea-level rise 

began accelerating in the 1800s (e.g., Lambeck et al. 2004) such that sea-level rise during the last half of the 1900s aver-

aged 0.16 cm/year (Domingues et al. 2008). How will coastal wetlands respond to faster sea-level rise? One of the most 

commonly used models to answer this question is SLAMM (Sea Level Affecting Marshes Model; Clough et al. 2010). 

SLAMM has been applied to Florida (Glick and Clough 2006), the Pacific Northwest (Glick et al. 2007), Chesapeake Bay 

(Glick et al. 2008), and Georgia (Craft et al. 2009), with each region being the focus of a different version. The following 

advice is based on version 6 (Clough and Fuller 2009), which is not regionally constrained.

 In the absence of site-specific vertical accretion data, average values are used for different wetland types, such as salt 

marsh or tidal freshwater marsh, in the region being modeled. Managers should provide modelers with site-specific verti-

cal accretion data so that regional averages are not used. Managers should realize that estimates of vertical accretion 

based on several years of accretion (e.g. feldspar marker horizons or Surface Elevation Tables [SETS]) probably are less  

realistic than estimates based on several decades of vertical accretion because of decadal cycles in sea level. Measuring 

accretion is not something that most managers can do; instead, such tasks probably should be outsourced to people fa-

miliar with appropriate techniques (i.e., 137Cs dating and 210Pb dating. Note that 137Cs dating will not work in some areas of 

the southeastern Atlantic Coast because the type of clays there [see Nyman et al. 1993a]).

 Vertical accretion rates did not change over time in older SLAMM. This appears unrealistic because accretion is con-

trolled partly by flooding. Thus, older SLAMM predicted what would happen if sea-level rise accelerated but accretion re-

mained the same. SLAMM(6), however, allows accretion to accelerate to a theoretical maximum, which is more realistic 

given that accretion is faster where subsidence is more rapid (e.g., Nyman et al. 2006). Managers should work with re-

searchers to determine the maximum rate of accretion for different wetland types in different regions. Currently, the maxi-

mum average rate of accretion reported is 0.98 cm/year (Nyman et al. 2006) but that rate might not apply to other coastal 

wetlands.

 Previous versions of SLAMM assumed that elevation of mangroves, salt marsh, and brackish marsh varies predictably 

only with mean tide and spring tide, but SLAMM(6) is more realistic and assumes that habitat types also vary with salinity. 

Managers should provide modelers with site-specific elevation and salinity data for different wetland types so that regional 

averages are not used.

 SLAMM requires identifying the elevation that separates uplands from wetlands. SLAMM previously referred to this el-

evation as mean high spring tide; SLAMM(6) refers to this as salt elevation. Both generally defined this as the elevation 

expected to be flooded at least once per month. Managers should recognize that when SLAMM modelers request the ele-

vation of the spring tide, or the elevation that is expected to flood at least once per month, they are requesting the eleva-

tion that separates wetlands from uplands. The elevation that separates wetlands from uplands probably is a measure-

ment that many managers can provide.

 SLAMM previously assumed that “When land is protected by a dike, the accretion or sedimentation is assumed to be 

zero” and “Enclosed wetlands are assumed to be maintained in their initial condition until there is greater than 2 meter in-

undation, at which time small dikes are assumed to fail” (Clough et al. 2010:18). SLAMM(6) apparently retains this as-

sumption. This probably is accurate where accretion depends upon mineral sedimentation, but accretion via vegetative 

growth is more complex. This assumption probably is valid where drawdowns are deep and brief or shallow and persis-

tent. However, this assumption probably will be inaccurate where drawdowns are rare, shallow, and short enough to main-

tain accumulated soil organic matter, and flooding is persistent enough to stimulate accretion via vegetative growth. Man-

agers should have site-specific elevation data and vertical accretion data for impoundments if they want SLAMM modelers 

to alter this assumption for impoundments.
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 The relative amounts of  mineral and organic matter can-
not be used to identify which of  the two, if  either, limits ac-
cretion; nor can the relative amounts of  N and P be used to 
identify which of  the two, if  either, limits plant production. 
Simple correlations between accretion and mineral sedi-
mentation or between accretion and organic matter accu-
mulation should not be used to infer which of  the two lim-
its accretion. Controlled experiments to identify which one 
limits accretion are impractical because it takes decades to 
accrete several millimeters of  soil. Several teams (McCaffrey 
and Thomson 1980, Gosselink et al. 1984) used logic to con-
clude that sedimentation controlled soil bulk density (g/cm) 
and that organic matter accumulation controlled accretion 
(cm/yr). Several teams (Nyman et al. 1993b, 2006; Turner et al. 
2000; Neubauer 2008) used multiple regression analysis to 
show that accretion is unrelated to mineral sedimentation 
and positively related to organic accumulation.

Mineral Sediments
Mineral sediments originate from either oceanic sources 
that are carried landward by coastal currents (Meade 1969), 
river sediments deposited directly by rivers (Frazier 1967), or 
river sediments discharged into near-shore coastal waters 
that are subsequently deposited by coastal currents. Sediment 
quality and quantity varies seasonally and among years. 
During low discharge years, riverine sediments are greatest 
shortly before or coincide with maximum river discharge 
(Mossa and Roberts 1990). During high discharge years, 
riverine sediment concentrations are greatest well before 
maximum discharge as the riverbed is scoured to accommo-
date increased flow (Mossa and Roberts 1990). Tides deliver 
mineral sediments to southeastern Atlantic Coast marshes 
(Stevenson et al. 1988). Storms, however, deliver more sedi-
ments than tides in Louisiana and New England marshes 
(Stumpf  1983, Reed 1989). Different wetland types appar-
ently require different amounts of  mineral matter to accrete 
(Table 29.1).
 Wetland managers should promote mineral sedimenta-
tion where it controls accretion, where plant biomass varies 
with soil mineral content, or where the role of  mineral sedi-
ments in accretion and plant growth is unknown. Levees 

and spoil banks can prohibit sedimentation (Cahoon 1994) 
and fixed-crest weirs can reduce mineral sedimentation in 
streamside marsh, but not the marsh interior (Reed et al. 
1997). In managed wetlands with levees and water control 
structures, managers should open structures when sediment 
availability is greatest in adjacent water bodies.

Organic Matter
Coastal wetland soils need continual additions of  soil or-
ganic matter because soil organic matter continually de-
cays. Even where there is no submergence, soil surface ele-
vation declines when more soil organic matter decays than 
is produced by emergent vegetation. The amount of  soil or-
ganic matter needed varies among wetland types (see Table 
29.1) because soils contain different amounts of  organic mat-
ter, and soil organic matter in different wetland types de-
composes at different rates. Field and laboratory studies in-
dicate that soil organic matter decays slower in marshes 
dominated by marshhay cordgrass than in those dominated 
by maidencane or smooth cordgrass (Smith et al. 1983, Ny-
man and DeLaune 1991). In addition to origin of  soil or-
ganic matter, coastal wetland managers should consider soil 
aeration and soil temperature. Soil aeration greatly controls 
soil organic matter decay (Nyman and DeLaune 1991). Per-
manent wetland drainage accelerates soil organic-matter 
decay and can cause loss of  several meters of  elevation. Per-
manently lowered water levels also can cause wetlands to 
lose elevation. Ditch creation permanently lowered water 
levels and reduced soil elevation up to 10 cm in a Delaware 
marsh (Bourn and Cottam 1950). Tidal restriction perma-
nently lowered water levels and reduced soil elevation in 
Long Island Sound marshes (Roman et al. 1984). Unfortu-
nately, the effects of  drawdowns (which are 2–3-month-
long drainage events used to promote establishment of  an-
nual vegetation in drained ponds) on elevation have seldom 
been studied. Extended low waters in Gulf  Coast marshes 
during 1996 reduced soil surface elevation in an unmanaged 
marsh (Weifenbach and Clark 2000). Elevation loss was greater 
in a managed marsh that had been managed with a draw-
down (Weifenbach and Clark 2000). Temperature greatly 
controls decomposition, with fastest decay occurring during 
summer. The interaction of  temperature and aeration prob-
ably cause prolonged low water, such as occurs during a 
managed drawdown or natural drought, and reduce soil ele-
vation more during late summer than a similar event during 
spring.
 Wetland managers should promote organic matter accu-
mulation where accretion varies with organic matter accumu-
lation, or where the role of  organic matter in vertical accre-
tion is unknown. Organic matter accumulation depends on 
interactions among plant production, soil organic-matter 
decomposition, and litter accumulation. Soil strength also 
varies with live root content of  the soil rather than mineral 
sediments in some coastal wetlands (McGinnis 1997). Thus, 

Table 29.1. Estimates of the amounts of mineral and 
organic matter required for vertical accretion depending 
on the submergence rate (x). Requirements vary with 
marsh type and submergence rate (cm/yr).

 Mineral matter Organic matter 
Marsh type (g/m2/yr) (g/m2/yr)

Fresh  424x 1,700 + 269x
Brackish 1,052x  553 + 583x
Saline 1,798x  923 + 601x

Estimates are from Nyman et al. (1990b).
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wetland managers should maximize live root biomass to 
slow erosion around ponds.

VARIABLES AFFECTING PLANT 
ESTABLISHMENT AND GROWTH

One of  the most striking aspects of  coastal wetland vegeta-
tion is predictable change in vegetation types across eleva-
tion and salinity gradients, or for several years following a 
disturbance. The apparent predictability of  vegetation types 
implies that managers can manipulate disturbance and stresses 
of  flooding and salinity to change vegetation. Common emer-
gent plant species rarely are valuable wildlife food plants. 
Wetland managers often attempt to increase the carrying 
capacity for resident wildlife or use-days by migrant wildlife 
by increasing the abundance of  preferred or important food 
plants. This management involves trade-offs when common 
plant species are valuable for vertical accretion, soil strength, 
and wildlife cover. Submerged aquatic vegetation (SAV)  
species generally are valuable wildlife food plants. Wetland 
managers, therefore, generally seek to promote growth rather 
than to alter species composition within the SAV commu-
nity. Exotic species are an important exception to this gener-
alization. The potential to increase the abundance of  SAV 
and emergent food plants decreases as salinity increases. 
Stress and disturbance are the primary variables that con-
strain and create management opportunities. For emergent 
vegetation, the primary stressors are salinity and flooding; 

the primary natural disturbances are from fire, ice, storms, 
and herbivory. Turbidity and the above variables, except fire, 
also control establishment and growth of  SAV. Wetland 
managers cannot control these factors, but can influence 
some of  them.

Salinity
Seawater is a complex solution of  dissolved salts, domi-
nated by sodium chloride. The salt concentration in seawa-
ter is 36 parts per thousand; thus, 1,000 g of  seawater con-
tains 36 g of  salt. Salinity in coastal wetlands ranges from 
fresh (1 ppt) to greater than oceanic (36 ppt) with a gradient 
existing between marine and fresh waters. Annually, salinity 
changes relatively little in some wetlands, whereas other 
wetlands range from fresh to oceanic. During high tides, 
seawater flows inland through channels and is gradually di-
luted with freshwater. Tides generally intrude into rivers 
further upstream than salinity, which creates tidal, freshwa-
ter marshes and swamps. Examples abound from the Atlan-
tic Coast (Pasternack et al. 2000), the Gulf  Coast (Holm and 
Sasser 2001), and the Pacific Coast (Simenstad et al. 2000). 
Nearer the coast, evaporation can concentrate salts until sa-
linity exceeds that of  seawater. This is especially true where 
evaporation exceeds rainfall and wetlands flood infrequently. 
Examples occur on the Gulf  Coast (Hedgepeth 1947) and 
Atlantic Coast (Weigert and Freeman 1990).
 Water salinity strongly controls vegetation composition 
(Fig. 29.2) and productivity because salinity stresses vegeta-

Fig. 29.2. The relationship between marsh type and 
average annual salinity, in parts per thousand (ppt). 
Values are approximate only, after Odum et al. (1984); terminology 
based on Cowardin et al. (1979).
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tion (DeLaune et al. 1987). Emergent vegetation in tidal, 
fresh wetlands generally is richer and has more complex 
patterns than in saline wetlands (Chabreck 1970, Pasternack 
et al. 2000). Similarly, SAV in tidal nonsaline wetlands gener-
ally is richer and more abundant than in saline wetlands 
(Chabreck 1971, Yozzo and Smith 1998, Simenstad et al. 2000). 
Richness declines as salinity increases because few species 
can tolerate salinity. Species that can tolerate saline water 
actually thrive in freshwater, but the reverse is not true. Salt-
tolerant plants rarely occur in freshwater wetlands because 
they are outcompeted by salt-intolerant plants for root 
space, sunlight, or other unknown factors when salinity is 
low. For example, smooth cordgrass grows best at 0 ppt in 
the absence of  competition (Parrondo et al. 1978), but in 
Louisiana, it is restricted to marshes where average salinity 
exceeds 15 ppt (Chabreck 1970). On the Gulf  Coast of  the 
United States, the terms fresh, intermediate, brackish, and 
saline (Chabreck 1970) reflect the perception that salinity is 
the primary cause of  species associations.
 Average salinity may be less important than salinity peaks 
in controlling species composition, but more important than 
salinity maximums in controlling productivity. Salinity in the 
pore-water of  the soil, which is the salinity environment ex-
perienced by emergent vegetation, is often different from that 
in floodwater on the wetland surface or in adjacent ponds, 
lakes, bayous, and canals. In regularly flooded wetlands, pore-
water may reflect long-term salinity. In irregularly flooded 
wetlands, pore-water exceeds salinity of  floodwater because 
evaporation from the soil surface concentrates salts. Seawater 
trapped in coastal lagoons or slightly elevated marshes, where 
high evaporation and low freshwater occur, may contain salt 
levels much greater than sea strength. These waters, such as 
in the Laguna Madre of  Texas and Mexico (Hedgepeth 1947), 
are described as hypersaline and contain salt concentrations 
that few plants can tolerate.
 Human activity has altered salinity in some coastal wet-
lands sufficiently to change one wetland type to another. 
Small-scale examples abound on the Atlantic Coast of  the 
United States, where roadways restrict freshwater drainage 
and maintain a body of  water that dilutes incoming tides 
(Roman et al. 1984). These changes may be helping the 
spread of  common reed on the Atlantic Coast (Chambers  
et al. 1999). Whereas roads across streams and rivers can 
“freshen” coastal wetlands, navigation channels within streams 
and rivers can increase salinity. A large-scale example occurs 
in southeastern Louisiana, where construction of  a naviga-
tion channel (Mississippi River Gulf  Outlet) accelerated 
drainage of  freshwater and replacement by marine waters 
over thousands of  hectares of  baldcypress (Taxodium disti-
chum) swamp and low-salinity marshes. Even where naviga-
tion channels cause only periodic salinity incursions, emer-
gent vegetation has been altered (Holm and Sasser 2001). 
Coastal wetlands also can be affected by the damming of  
rivers. Dams on rivers flowing to the Texas coast exacerbated 

hypersaline conditions in the Laguna Madre (Stutzenbaker 
and Weller 1989). Attempts to counter large-scale salinity in-
creases with local restrictions on tidal exchange have been 
unsuccessful (Chabreck et al. 1979, Bourgeois and Webb 1999). 
Total impoundment of  a wetland where rainfall exceeds 
evaporation can maintain nonsaline conditions. An example 
is a 26,000-ha impoundment in Sabine National Wildlife 
Refuge in southwestern Louisiana, which is the only fresh-
water marsh remaining between Sabine Lake and Calcasieu 
Lake (Gosselink et al. 1979).

Flooding
Some coastal wetlands flood daily, whereas others rarely 
flood. Flooding strongly controls vegetation composition 
and productivity because it deprives plant roots of  oxygen. 
The resulting stress can kill plants (Mendelssohn and McKee 
1988). Flooding stress is probably more related to length 
than to frequency of  flooding events. Several classification 
schemes are used to classify coastal wetlands on the basis of  
flooding. In areas where water levels result primarily from 
solar or lunar tides, such as the Pacific and northeastern  
Atlantic coasts of  the United States, these classification 
schemes are feasible because flood frequency and duration 
can be predicted from tide charts and measurements of  soil 
elevation. Coats et al. (1989) illustrated the usefulness of  
such data in planning wetland restoration and management 
in San Francisco Bay. In areas where tides are dominated by 
winds, such as Chesapeake Bay and the Gulf  Coast of  the 
United States, these classification schemes are of  little use to 
wetland managers because of  a lack of  long-term hourly 
data needed to calculate flood duration. In practice, most 
coastal wetland managers classify wetlands based on species 
composition of  emergent vegetation rather than flooding. 
On the northeastern Atlantic Coast of  the United States, 
classifying wetlands as regularly or irregularly flooded re-
flects the perception that flood frequency is the primary 
cause of  differences in species associations. Within most 
coastal wetlands, emergent vegetation is taller and more 
productive adjacent to creeks and bayous than in the wet-
land’s interior because these soils regularly drain. This gen-
erally applies whether the streamside wetland is lower (Fig. 
29.3) or higher (Fig. 29.4) than interior wetland.

Fire
Fire is the primary disturbance factor in many tidal, nonsa-
line marshes, but is less common in saline marshes. Plant 
species richness is generally greatest in the growing season 
immediately following a fire. After several growing seasons, 
species richness declines as a few species regain dominance. 
Fire has been occurring in coastal marshes since before  
European settlement (Frost 1995). Fires start naturally via 
lightning and by spontaneous combustion (Viosca 1931). Na-
tive Americans and initial European settlers regularly burned 
coastal marshes, but their activity may have been irrelevant 



m a n a g i n g c o a s ta l  w e t l a n d s f o r w i l d l i f e   145

in the southeastern United States because fire compartment  
size and frequency of  lightning were great (Frost 1995). On 
the Pacific Coast, however, burning by Native Americans 
probably was important in governing vegetation structure 
because size of  fires was smaller and lightning was less  
frequent (Frost 1995). Prescribed burning decreased by the 
early 1900s, at least on the Gulf  Coast of  the United States, 
but returned by 1926 (Hoffpauer 1968). By the 1930s, wild-
life managers concluded that periodic burning prevented 
wildfires and increased abundance of  important wildlife 
food plants (Arthur 1931, Griffith 1940, Lynch 1941, Smith 
1942, Uhler 1944, O’Neil 1949). Many marsh managers on 
the Gulf  and Atlantic coasts burn marshes regularly (Nyman 
and Chabreck 1995, Stevenson et al. 2000). However, some 
burning apparently is done because of  tradition rather than 
to achieve clearly stated, measurable goals.

Hurricanes
Hurricanes regularly affect wetlands on the Gulf  and south-
eastern Atlantic coasts. Although coastal wetlands slow in-
land movement of  storm-driven floodwaters, hurricanes may 
be the most destructive force affecting wetlands and wildlife 
populations. Harris and Chabreck (1958) noted removal of  

sod that was 0.3 m thick and up to 1.5 m in diameter by a 
hurricane and noted a 140% posthurricane increase in vege-
tation openings. Chabreck and Palmisano (1973) also noted 
a 118% increase in openings in the emergent vegetation fol-
lowing a hurricane. In 2002, tropical storm Isadore and/or 
hurricane Lilly virtually eliminated SAV from >100 km of  
coastal Louisiana ( J. A. Nyman, personal observation). Hur-
ricanes have reduced white-tailed deer (Odocoileus virginia-
nus), muskrat, nutria, rabbit (Sylvilagus spp.), and raccoon 
numbers by 60–70% (Ensminger and Nichols 1957, Harris 
and Chabreck 1958). Wetland managers can do little to man-
age such damage.
 Hurricanes push high-salinity water over normal impedi-
ments and into nonsaline wetlands, where high salinity lev-
els may be maintained for weeks or months. Vegetation may 
be stressed or killed if  the storm surge is much saltier than 
normal waters and higher salinity is maintained in the wet-
land. One of  the dangers of  using levees to manage coastal 
wetlands is the threat of  storm tides pushing high-salinity 
water over levees and the resulting long period of  flooding. 
Some managers of  wetland impoundments in coastal Loui-
siana have removed portions of  levees following hurricanes 
to reduce flooding because they have concluded that it is 
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Fig. 29.3. A possible zonation 
pattern found in a brackish 
Pacific Northwest tidal marsh. 
LW = low-water mark; HW = high-
water mark. After Seliskar and 
Gallagher (1983).

Fig. 29.4. A possible zonation 
pattern found in a southeastern 
Atlantic tidal saline marsh, showing 
sedimentary development. After 
Weigert and Freeman (1990).
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better to lose water control for several years than it is to 
flood with high-salinity water for several weeks.

Herbivory
Wildlife managers face conflicting goals regarding herbiv-
ory. A common management goal is to increase availability 
of  food plants for geese, muskrats, nutria, or cattle. Con-
versely, herbivory by geese, muskrats, and nutria can be suf-
ficient to denude coastal marshes of  vegetation and cause 
emergent marsh to convert to shallow open water (Lynch  
et al. 1947). In the ideal situation, plant mortality caused by 
herbivory is compensatory to other forms of  mortality. 
Thus, no need would exist to increase food plant abundance 
because herbivore populations would be limited by a factor 
other than food availability.
 In situations where food limits herbivore populations, in-
creasing abundance of  food plants would increase herbivore 
populations. This was a common situation and management 
objective before the 1990s when pelt prices of  nutria and musk- 
rat were sufficiently high to support commercial trapping. 
Currently, populations of  nutria and muskrats are adequate 
to support the limited commercial trapping and there is little 
need to encourage growth of  food plants for furbearers.
 Herbivores may consume plants faster than plants can re-
place themselves eliminating vegetation and destroying hab-
itat for many species. Such denuding of  vegetation has been 
called an “eatout” and such incidents occur on all North 
American coasts (e.g., Lynch et al. 1947, Smith and Odum 
1981). In these situations, herbivore populations are limited 
by a variable other than food availability until vegetation is 
denuded. After vegetation is reduced, animals starve or mi-
grate to adjacent areas. Species causing the most “eatouts” 
are muskrats, nutria, and geese (Lynch et al. 1947, Smith 
and Odum 1981).

Turbidity
Water clarity, measured as turbidity, is the most important 
variable limiting submersed aquatic vegetation in coastal 
ponds because it controls the amount of  sunlight available 
for photosynthesis. Silt, clay, and phytoplankton can cause 
high turbidity. Fish can indirectly cause high turbidity by 
constantly disturbing loose bottom sediments. Sedimenta-
tion can be sufficiently rapid to bury emergent and SAV. 
Commercial culture of  Pacific oysters (Crassostrea gigas) can 
reduce and eliminate SAV beds in the Pacific Northwest by 
increasing sedimentation rates (Everett et al. 1995). Limiting 
the inflow of  surface waters that carry river-borne or ma-
rine silt and clays can reduce turbidity. Drawdowns also are 
used to reduce turbidity by causing bottom material to ce-
ment together and by removing fish (Chabreck 1960).

Competition and Succession
Much of  the variation in vegetation across a wetland results 
from stress gradients (flooding or salinity) because stresses 
influence competition among plant species for light and nu-

trients. Managing stresses generally requires manipulating 
water exchange between wetlands and adjacent water bod-
ies. Restoring tidal exchange to remove common reed is an 
example of  increasing salinity stress to achieve a manage-
ment goal (Fell et al. 2000).
 Variation in vegetation over time is the result of  succes-
sion following disturbances (fire, ice, hurricanes and, on the 
Pacific Coast of  the United States, vertical land movement). 
Robust, perennial plants that are unimportant wildlife foods 
such as cordgrasses, maidencane, or common reed usually 
dominate an undisturbed marsh. Most important wildlife 
food plants, such as the flatsedges (Cyperus spp.), spikerushes, 
and barnyard grasses (Echinochloa spp.), are annual plants 
and require disturbance to create open, exposed soil for ger-
mination and growth. Small seedlings are unable to compete 
with larger plants and, to survive, must take advantage of  
openings created by disturbances that kill other plants.
 The primary tool that wetland managers use to disturb 
emergent vegetation is fire. Managers also can drain ponds 
to initiate the establishment of  annual vegetation on exposed 
bottoms, as is common in moist soil management of  inland 
wetlands (e.g., Anderson and Smith 2000). The goal of  drain-
age, or drawdown, is to promote growth of  annual species 
that are abundant seed producers. Drawdowns are harder to 
achieve in microtidal than in regularly flooded or seasonal 
wetlands because continuous levees and pumps generally 
are needed. In regularly flooded wetland, gravity drainage is 
sufficient to achieve drawdown.

PLANNING HABITAT MANAGEMENT  
IN COASTAL WETLANDS

Restoring a coastal wetland to its original condition is costly 
and, in most cases, extremely difficult. Coastal wetlands are 
dynamic systems and, if  it were possible to completely re-
store a wetland, it could be restored to only one stage in its 
frequently changing past. Thus, management goals gener-
ally focus on maximizing productivity, quality, and diversity. 
Ecological processes in coastal wetlands are complex and in-
volve the action and interaction of  numerous factors. All 
plants have a range of  tolerance for disturbance and for  
water salinity, quality, and depth; generally, plants will grow 
as long as the conditions are within this range (Penfound 
and Hathaway 1938, Chabreck 1972). Whenever conditions 
exceed the tolerance range for an extended period of  time, 
plants unable to tolerate the changed conditions will die and 
other species, whose requirements have been met due to 
the change, will dominate the area. Managers manipulate 
these processes to produce the desired plant and animal com-
munities. Achieving management goals may require chang-
ing conditions; whereas, achieving other management goals 
may require protective measures to maintain existing condi-
tions. Regardless, the only practical tools for extensive areas 
of  wetland are manipulation of  water levels, water salini-
ties, and frequency of  disturbances such as fires, floods, and 
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drawdowns. With such manipulations, the wetland man-
ager can manage wildlife habitat quality by encouraging de-
sirable plants and discouraging undesirable plants.
 Wetland management is costly and benefits gained depend 
upon the amount invested, the skill with which the program 
is planned, and the recognition of  opportunities and re-
straints provided by regional hydrologic patterns. Unfortu-
nately, management frequently has been initiated to correct 
problems that were not fully understood or to achieve vague 
goals. This is a problem on the Atlantic (Perry et al. 2001), 
Gulf  (Chabreck 1988), and Pacific coasts (Williams and Farber 
2001). Planning by persons familiar with a problem and the 
ecological processes operating in the area will reduce the cost 
of  the program and increase its effectiveness.
 In planning a wetland management project, careful con-
sideration should be given to several factors. There should 
first be an evaluation of  environmental conditions present 
in the area, such as major plant communities, drainage pat-
terns, water quality, water levels, soils, and existing struc-
tures. This evaluation should consider the area to be man-
aged, as well as the estuary and watershed level. Second, 
animal communities in the area should be identified and tar-
get species selected for management. The objectives should 
be clearly stated, site specific, measurable, and long term 
(Restore America’s Estuaries 2002). Third, habitat condi-
tions including plant communities, water quality and levels, 
soils, disturbance regime, and other factors necessary to 
produce the target animal communities should be identi-
fied. Fourth, the optimal growth requirements to produce 
the desired and undesired plant communities should be 
identified. Fifth, management procedures available for pro-
ducing the habitat conditions required by target animal 
communities should be evaluated to develop specific man-
agement guidelines. Sixth, acquisition of  data that can be 
used to evaluate the management effectiveness must be 
planned. Management activities implemented without sub-
sequent data collection can be neither defended nor criti-
cized objectively. Regular collection of  postmanagement 
data is needed to guide management improvement. Coastal 
wetland managers should consider collaborating with a few 
dedicated volunteers who, in some cases, have provided crit-
ical data over years (e.g., Erwin and Beck 2007). Objectively 
evaluating wetland management requires data from a simi-
lar unmanaged area or from a suite of  unmanaged areas 
(Brinson and Rheinhardt 1996). Simply comparing the man-
aged area before and after management is initiated or al-
tered is unlikely to be useful because of  annual variability in 
hydrological conditions and in plant and animal abundance 
(Neckles et al. 2002, Restore America’s Estuaries 2002).

CREATING COASTAL WETLANDS

Created coastal wetlands generally have broad goals, but 
some have been created to benefit several fish species (Simen-
stad et al. 2000) or a single bird species (Zedler 1993). Some 

created coastal wetlands are virtually identical to natural 
coastal wetlands, whereas others are not. The inability to 
fully replicate natural wetlands is a valid critique of  wetland 
mitigation projects, which often are required by the Clean 
Water Act to offset development of  natural wetlands. How-
ever, created wetlands that are not part of  a mitigation pro-
gram contribute to a net gain in wetlands and wetland wild-
life habitat. Even when created to mitigate for wetland 
losses under the Clean Water Act and unequal to natural 
wetlands, created coastal wetlands can provide suitable hab-
itat to multiple wildlife species (Brusati et al. 2001, Armitage 
et al. 2007, Desrochers et al. 2008).
 One challenge to creating a new coastal wetland is ob-
taining an appropriate surface elevation. An appropriate 
surface elevation will be low enough to create flooding stress 
that eliminate upland plants species, but not so low that 
even wetland plant species will be eliminated. Guidance re-
garding elevations is available only for a few regions (e.g., 
Montalto et al. 2006, Nyman et al. 2009).
 Young, created wetlands generally lack flora and fauna 
of  old, natural wetlands, which is especially problematic 
when the goal is to create habitat for an endangered species 
(Zedler 1993). Many differences between natural and cre-
ated wetlands arise from lower amounts of  soil organic mat-
ter in created wetlands (Craft et al. 2002). The resulting dif-
ferences in soil chemical environment cascade up the food 
web and alter communities of  emergent vegetation, soil an-
nelids and insects (Levin and Talley 2002), and fish (Cham-
berlain and Barnhart 1993). Dredged material wetlands 
create benthic and avian communities similar to natural 
wetlands if  the created wetlands have water levels and circu-
lation patterns that mimic those in natural wetlands and if  
the created wetlands are near natural wetlands (Brusati et al. 
2001). There appear to be fewer differences between created 
and natural wetlands when tidal or riverine energy, rather 
than dredging equipment, deposits the sediments. This may 
occur because tidal and riverine waters cannot elevate the 
sediments higher than is found in natural wetlands.
 The ability of  created coastal wetlands to vertically ac-
crete probably depends upon the same accretion processes 
occurring in natural wetlands in the region, but data are 
needed to test this assumption. If  natural wetlands in the re-
gion naturally accrete via vegetative growth, then it is likely 
that the created wetland will begin to vertically accrete after 
emergent vegetation establishes and the wetland floods 
enough to stimulate root production at the soil surface (Ny-
man et al. 2006). If  natural wetlands in the region naturally 
accrete via mineral sedimentation, then it is likely that the 
created wetland will begin to vertically accrete after tides 
and storms flood the wetland enough to deliver available 
mineral sediments.

Excavating Uplands to Create Coastal Wetlands
Uplands can be converted to coastal wetlands by excavating 
upland areas to reduce their elevation while also connecting 
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them to adjacent tidal water bodies. This is referred to as 
restoration when the site is a former wetland and the mate-
rial being excavated was placed there to fill the wetland 
(e.g., Armitage et al. 2007). Migrating birds use such wet-
lands at rates similar to natural wetlands (Armitage et al. 
2007, Desrochers et al. 2008) or even more frequently (Ha-
vens et al. 1995), but breeding birds do not (Armitage et al. 
2007, Desrochers et al. 2008). Reduced breeding bird use has 
been attributed to a lack of  the unvegetated habitat pre-
ferred by shorebirds (Armitage et al. 2007), a lack of  short 
vegetation (Desrochers et al. 2008), and a lack of  the expan-
sive marsh areas preferred by songbirds (Havens et al. 1995). 
Havens et al. (1995) made several recommendations, includ-
ing creating a more natural microtopography, but also re-
garding soils, vegetation, and habitat complexity. Wallace  
et al. (2005) recommended excavating larger creeks and leav-
ing unplanted corridors, especially in the higher elevation 
areas where creeks are less likely to develop on their own.
 Wetlands created by excavating uplands have different 
soils and vegetation than natural wetlands, but those differ-
ences decline over decades at rates similar to naturally, newly 
created wetlands (Krull and Craft 2009). Managers excavat-
ing uplands to create coastal wetlands should, therefore, al-
low 1–2 decades for benthic, plant, and wildlife communi-
ties to approach those found in older, natural wetlands. Such 
development might allow vegetation and breeding bird use 
of  this type of  wetland to approach that of  older, natural 
wetlands.

Placing Dredged Material in Open Water
Sediment dredged from navigation channels can be used to 
create emergent wetlands if  the dredged material is placed 
to create an intertidal surface. Sediments generally origi-
nate as a byproduct of  dredging to maintain depth of  navi-
gation channels, in which case projects often are referred 
to as “beneficial use of  dredged material” projects. Dredg-
ing solely to obtain sediments for creating wetlands (i.e., 
“dedicated dredging”) is less common. Goals of  projects to 
create wetlands on dredged material are to optimize use  
of  the material, expand area of  wetlands, and slow erosion. 
Studies of  coastal wetland creation on dredged spoil primar-
ily have been conducted by the U.S. Army Corps of  Engi-
neers. Early studies were in North Carolina (Woodhouse  
et al. 1972), while others dealing with dredged material and 
shoreline stabilization were along Chesapeake Bay (Garb-
isch et al. 1975), Galveston Bay (Dodd and Webb 1975), and 
San Francisco Bay (Knutson 1976, Josselyn and Buchholz 
1984).
 Creating coastal wetlands on dredged material generally 
has been successful at creating new habitat for emergent 
vegetation, but success varies. In areas with firm substrates, 
success is greater than in areas where the substrate is poorly 
consolidated. Without a firm base for support of  deposits, 
the dredged material rapidly subsides and sinks below the 

surface of  the water (Chabreck 1989). Substrate composed 
of  fine clays and silts may remain in a slurry state for a sig-
nificant period after placement and require a retaining struc-
ture for containment. The final elevation when such sub-
strates dry is much more difficult to predict than when 
substrates are composed of  sandy material that lose water 
and dry quickly (Chief  of  Engineers 1986). Wetlands cre-
ated from dredged material have different soils and vegeta-
tion than natural wetlands, but those differences are expected 
to decline over decades (Edwards and Proffitt 2003). Non-
breeding shorebirds have been observed to use natural and 
dredged wetlands similarly, but breeding birds have not 
(Brusati et al. 2001, Erwin and Beck 2007). Failure of  suc-
cessful breeding-bird reproduction on this type of  created 
wetland has been attributed to predators (Erwin and Beck 
2007), but factors related to sediment quality and topogra-
phy probably apply to this type of  created wetland, as they 
do to wetlands created by excavating uplands. If  similarity 
in nonbreeding birds use between natural and dredged wet-
lands was a consequence of  similar benthic invertebrate 
communities as Brusati et al. (2001) hypothesized, then 
dredged areas that have finer sediments and fewer benthic 
invertebrates than natural areas, such as in the one described 
by Bilodeau and Bourgeois (2004), will not support birds in 
the same way as will natural wetlands. It is possible that 
such differences will decline over time as finer sediments in 
created areas are removed by tidal and storm energy. Man-
agers using dredged material to create coastal wetlands should, 
therefore, try to obtain sediments similar to that in areas 
with high wildlife use and should allow years or decades for 
benthic, plant, and wildlife communities to approach that 
found in natural areas.
 The hydraulic pipeline dredge is most commonly used 
for projects involving dredged material. Hydraulic pipeline 
dredges can push material through 5–8 km of  pipeline with-
out intermediate booster pumps. With long-term planning, 
wildlife managers can work with navigation mangers (i.e., 
the U.S. Army Corps of  Engineers) to create coastal wet-
lands from dredged material that otherwise is deposited off-
shore or piled on uplands. Such wetlands will need to be 
within 10 km of  a navigable waterway unless wildlife man-
agers can provide the additional funds needed to pump sedi-
ments further.
 Establishment of  wetland plants on dredged material 
should not be left to natural invasion because erosion can 
be very substantial during the time required for natural in-
vasion to fully vegetate shorelines, even in tidal freshwater 
areas. Planting marshhay cordgrass is recommended for 
sites in intermediate and brackish marshes along the Gulf  
of  Mexico (Eleuterius 1974). A large seed source makes 
plantings unnecessary in San Francisco Bay (Williams and 
Farber 2001). In saltwater areas, smooth cordgrass should 
be planted below mean high tide, and marshhay cordgrass 
above mean high tide (Allen et al. 1978, Landin 1986). Plant 
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spacing of  45 cm and 90 cm was tested (the 45-cm spacing 
required 4 times more plants). The 45-cm spacing had lower 
plant survival, but produced stands with greater density. 
Fertilization of  plantings has not increased survival (Allen 
and Webb 1983).

Using Rivers to Create Coastal Wetlands
River flow can be used to create wetlands. This often is pos-
sible in floodplains where preexisting wetlands have sub-
sided and been replaced by agricultural impoundments or 
shallow, open water. Such agricultural impoundments were 
commonly constructed before the 1900s in the tidal por-
tions of  many rivers, such as the Sacramento River in Cali-
fornia and the Cooper River in South Carolina. Cycles of  
wetland creation, subsidence, and rebuilding also are natu-
ral to river deltas worldwide (Coleman 1988). Constructing 
openings in natural or artificial levees permits water con-
fined in river channels to enter adjacent shallow-water areas 
where the unconfined water spreads and slows. Water de-
celeration allows sediment to be deposited, thereby creating 
deltas (Chabreck 1988). Such projects are often called sedi-
ment diversions even though they may be restoring river 
flow. Sediment diversions in the lower Mississippi River have 
created wetlands at a rate of  4.7 ha/year (Boyer et al. 1997). 
Wildlife use of  wetlands created in this manner is assumed 
to be virtually the same as in natural wetlands because sedi-
ment deposition in these created wetlands is assumed to 
lead to sediment quality, water quality, channel density, and 
microtopographic structures typical of  that in wetlands cre-
ated by unmanaged sediment deposition by rivers, but data 
are lacking. Wetland managers employing sediment diver-
sions should anticipate years to decades between opening 
the levee and the development of  emergent vegetation. Fre-
quently, sediment elevation rapidly increases, but then re-
mains static for years at an elevation too low for emergent 
vegetation, but too high to accommodate sufficient river 
flow to deliver additional sediment. Such pauses appear to 
be broken by unusually large spring floods that add the final 
few centimeters of  sediment needed to allow emergent 
plants to establish.

Using Tides to Create Coastal Wetlands
Tidal flow can be used to create wetlands. This often is pos-
sible where preexisting wetlands have subsided and been  
replaced by agriculture, salt production ponds, or shallow 
open water. Some refer to these projects as restoration be-
cause they create wetlands in areas where wetlands for-
merly occurred (Williams and Farber 2001). Restoring tidal 
flow to impounded, former wetlands is common on the At-
lantic and Pacific coasts (Chamberlain and Barnhart 1993, 
Able et al. 2000), but not on the Gulf  Coast, where tidal en-
ergy and sediment availability are so low that breached im-
poundments remain shallow open water. Some of  these ef-
forts have specific goals such as creating wading-bird habitat 

(Fell et al. 2000) or creating fish habitat (Simenstad et al. 
2000), but some are accidental (e.g., Byers and Chmura 2007). 
Success of  these projects at recreating coastal wetlands de-
pends on the availability of  sufficient sediments in adjacent 
waters and the tidal energy to carry sediments into the res-
toration. Success appears to increase with surface elevation 
at time of  restoration, sedimentation rate, and range of  tol-
erance by colonizing vegetation (Byers and Chmura 2007). 
On the Atlantic Coast, Perry et al. (2001) recommended grad-
ing sites to favor low marsh rather than high marsh prior to 
reestablishing tidal exchange, to reduce coverage by com-
mon reed.

Building Terraces to Create Coastal  
Wetland Edge Habitat
Terrace construction has been described as creating only 
edge habitat (Fig. 29.5). Terraces are constructed by dredg-
ing shallow open-water areas and piling the dredged mate-
rial in 5–20-m-wide rows to form a linear, intertidal sur-
face. Emergent vegetation, such as cordgrasses, generally is 
planted on the edges to accelerate the establishment of  rooted 
vegetation, which reduces erosion. Terraces are used in 
coastal Louisiana and Texas to slow the erosion of  adjacent, 
preexisting wetlands. It is assumed that 1 ha of  terrace 
(10 m × 1,000 m) provides more fish and wildlife habitat 
than 1 ha2 (100 m × 100 m) of  created wetland because of  
the tremendous ratio of  edge to area in terraces. It also is 
believed that terraces promote sedimentation by slowing 

Fig. 29.5. Aerial view of marsh terraces constructed in Louisiana 
coastal marsh ponds. Terraces generally are constructed in pond 
areas created by wetland loss, to slow erosion of remaining 
wetlands and to increase habitat quality for fish and wildlife by 
providing abundant edge habitat. This image shows 4 different 
terrace designs; large terrace fields containing straight terraces 
surround the points indicated by (A) and (B). Smaller terrace 
fields containing curved terrace are adjacent to the points 
indicated by (C) and (D).
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wave and wind energy in the ponds (Turner 1999). Unlike 
spoil banks, which are continuous and rise above normal 
tides, terraces are discontinuous and flood at high tide. Con-
structing terraces gained popularity as a restoration and 
mitigation technique following reports that terraces near 
the Calcasieu Ship Channel on Sabine National Wildlife Ref-
uge reversed shoreline erosion and created almost 7 ha of  
salt marsh with an interface of  almost 1,525 m (Steyer 1993). 
Terraces also increase submersed aquatic vegetation and, 
hence, waterfowl, fish, and invertebrates (La Peyre et al. 
2007, O’Connell and Nyman 2010). The effectiveness of  ter-
races at slowing erosion of  adjacent wetlands remains un-
known, primarily because of  the newness of  the technique 
and the long time required for differences in erosion to be-
come measurable.

Wave Dampening Fences
Since 1989, discarded Christmas trees held in place by fence 
materials have been used in coastal Louisiana to slow wet-
land erosion and create wetlands. Fike and Wicker (1992) 
described projects constructed in coastal Louisiana through 
1992 and made recommendations to improve planning and 
construction. Bahlinger (1996) examined 6 Christmas tree 
projects and documented effects ranging from marsh cre-
ation, to increased coverage by submersed aquatic vegeta-
tion, to reducing depth of  ponds and channels. Nyman (1997) 

concluded that 8 of  29 Christmas tree projects in coastal 
Louisiana appeared to slow erosion and/or create emergent 
wetlands. Scarton et al. (2000) and Boumans et al. (1997) like-
wise reported that although Christmas tree fences caused 
sediment accumulation in adjacent ponds, they had little ef-
fect on marsh creation and emergent vegetation.

MANAGING EXISTING COASTAL WETLANDS

Managing existing habitats generally involves trade-offs be-
cause habitat needs for some wildlife species are mutually 
exclusive with other species of  wildlife, some fish species, or 
some plant communities (Table 29.2). Thus, management 
efforts can provoke conflict among affected interests. For ex-
ample, managers of  coastal wetlands and managers of  estu-
arine-dependent fisheries have disagreed over the acceptabil-
ity of  reducing channelized tidal flow in coastal wetlands 
caused by navigation canals. If  effective management pro-
grams are to proceed, then concessions must be made with 
the best interests of  the sustainability of  all resources in 
mind.

Salinity Management
Tidal Restoration
Coastal wetlands that were converted to hay farms or fresh-
water impoundments, as used to be common in New Eng-

Table 29.2. Compatibility of various coastal wetland management goals with various techniques for managing existing coastal 
wetlands. Exceptions undoubtedly exist and compatibility may be reversed in some regions. For these reasons, this table is 
offered as a list of relationships to be considered by wetland managers rather than as predictions of how a particular technique 
on a particular coastal wetland will affect a particular management goal.

 Management technique

 Salinity management Water-level management Succession management

    Impoundment 
 Tidal Freshwater  and semi-   Timber 
Management goal restoration reintroduction Impoundment impoundment Fire Drawdown harvest

Breeding waterfowl oa xb xoc xo o x o
Migrating waterfowl o x xo xo x x xo
Breeding wading birds x x xo xo o x o
Migrating wading birds x x xo xo xo x xo
Migrating shorebirds x x xo xo xo x xo
Breeding passerines x o xo xo x o xo
Migrating passerines x o xo xo x o xo
Mammals o x xo xo x x xo
American alligator o x xo xo xo x xo
Freshwater fish o x xo xo xo x xo
Estuarine fish x x o o xo xo xo
Marsh vertical accretion x x xo xo x x xo

a “o” indicates that a technique and a goal generally are incompatible.

b “x” indicates that a technique and a goal generally are compatible.

c “xo” indicates that a technique and a goal can be compatible or incompatible depending upon how the technique is implemented, or that different species in the target group will 
respond differently.

Salinity management Succession management
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land, offer opportunities to restore wildlife habitat. Such hay 
farms are considered agricultural wetlands because they are 
dominated by marshhay cordgrass. Restoring tidal exchange 
by breaking dikes replaces the passerine bird community  
of  hay farms with waders, waterfowl, shorebirds, and gulls 
(Slavin and Shisler 1983). The increase in waterbird use is at-
tributed to the replacement of  dense vegetation with non-
vegetated areas. Coastal wetlands that were impounded to 
increase waterfowl habitat by reducing salinity can be re-
stored by breaking dikes or installing culverts. Such man-
agement increases the number of  saltmarsh sharp-tailed 
sparrows, seaside sparrows, semipalmated sandpipers (Calid-
ris pusilla), and least sandpipers (C. minutilla) presumably at 
the expense of  less salt-tolerant waterbirds (Brawley et al. 
1998).

Freshwater Reintroduction
Diversion of  freshwater into marshes is currently used at 
several locations along the lower Mississippi River to restore 
deteriorating marshes; it is being considered in other areas 
where feasible. These actions, commonly called river diver-
sions, restore spring floods prevented by flood protection 
levees. Culverts and siphons are used to allow river water 
to pass through or over levees during flood stages. Water flows 
through the marsh, adding sediment and nutrients, lower-
ing water salinity (Lane et al. 1999), increasing SAV and nek-
ton abundance (Rozas et al. 2005), and increasing emergent 
(DeLaune et al. 2005) plant growth. The added sediment 
and increased plant growth may contribute to vertical accre-
tion and slow land loss. Reducing water salinity and adding 
nutrients promotes plant growth, increases plant species di-
versity, and increases habitat quality for numerous fish and 
wildlife. A major handicap of  this type of  restoration is that 
it can only be used in wetlands adjacent to the freshwater 
source. Freshwater reintroduction into an estuarine basin 
will change salinity regimes and enhance vegetation growth; 
however, concern has been expressed regarding other im-
pacts associated with water salinity changes. Harvestable  
resources such as eastern oysters (Crassostrea virginica) and 
brown shrimp (Farfantepenaeus aztecus) become more acces-
sible as saltwater encroaches into formerly freshwater or 
low-salinity habitats closer to urban areas. Unfortunately, in-
dustrial and domestic pollution also are more severe in these 
areas and may affect these resources (Chatry and Chew 1985).

Water Control Structures
Dikes and levees have been used to increase habitat quality 
for waterfowl by holding freshwater and excluding saline 
water from saline marshes. The resulting impoundments 
will freshen if  rainfall and freshwater inflow exceed evapo-
ration, and diversity and production of  waterfowl food plants 
increases. Many such impoundments were constructed on 
the Atlantic Coast throughout the early 1900s, but tidal ac-
tion was restored during the late 1900s to some such wet-

lands to increase habitat quality for waterbirds that prefer 
more saline conditions (e.g., Brawley et al. 1998).
 Managers sometimes attempt to reduce water salinity 
across thousands of  hectares of  wetlands with levees, culverts, 
flashboards, weirs, etc., to offset regional increases in salin-
ity across hundreds of  square kilometers caused by channel-
ized tidal exchange in navigation channels. Even where rain-
fall and freshwater inflow exceed evaporation, such attempts 
merely moderate extreme salinity without affecting mean 
salinity if  fixed-crest weirs are used (Chabreck et al. 1979), 
but mean salinity can be lowered if  levees are combined 
with versatile water-control structures such as gates and 
variable-crest weirs (Miller 2003; Sharp and Billodeau 2007a, 
b). This type of  management can interfere with the ingress 
and egress of  estuarine nekton from the marsh (Hoese and 
Konikoff  1995), which can lead to conflicts with agencies 
charged with promoting estuarine fisheries that benefit from 
channelized tidal flow.

Water-Level Management
Levees, culverts, flashboards, weirs, etc., have been used in 
coastal wetlands since the mid-1900s to create water levels 
that favor growth of  desired vegetation and/or provide  
water depth needed by different species of  waterbirds (Griffith 
1940, Landers et al. 1976). The term drawdown refers to 
drainage for several months in spring and summer to estab-
lish annual vegetation by converting pond areas to mud flat 
areas. When reflooded, the ponds provide abundant seeds 
for waterfowl (Landers et al. 1976). This type of  manage-
ment mimics that of  moist soil management that is com-
mon in inland wetlands, and it is generally successful in 
coastal fresh marshes but fails in coastal saline marshes. Even 
in marshes dominated by marshhay cordgrass where salin-
ity averages 5 ppt, exposed pond bottoms generally fail to 
develop stands of  annual vegetation ( J. A. Nyman, personal 
observation). Water-level management can be classified as 
(1) permanently flooded to provide water for waterbirds 
and to promote submersed aquatic vegetation, (2) occasion-
ally drawn down to promote annual vegetation, reduce lat-
eral erosion, or create water depths shallow enough for  
target waterbirds, or (3) managed to provide habitat for water-
birds when ponds otherwise would be drained by unnatu-
rally low tides. Wading birds require shallower water than 
waterfowl (Isola et al. 2000).
 Impoundments have been criticized because they reduce 
tidal exchange that may provide an energy subsidy that can 
increases plant production (Odum et al. 1983), reduce min-
eral sedimentation that can be important to vertical accre-
tion (Reed et al. 1997), and reduce access to the wetland by 
estuarine-dependent fish and crustaceans (Hoese and Koni-
koff  1995). However, studies on the Gulf  and Pacific coasts 
found that plant production increases in response to tidal re-
striction if  it reduces salinity or flooding stress (Zedler et al. 
1980, Flynn et al. 1999). A problem for wetland managers is 
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that some wetland impoundments can fail to reduce flood-
ing stress as intended (Flynn et al. 1999).

Engineering and Hydrology of Impoundments
Impoundments are constructed in coastal wetlands by en-
closing an area with a continuous levee system or by using 
levee systems in conjunction with elevated ridges or uplands 
to form a closed system (Ensminger 1963). Water control 
structures are an important part of  an impoundment. Spill-
ways allow drainage of  surplus water associated with rain-
fall or hurricanes, and stop-logs are used to vary drainage 
levels. Increasingly, flap-gated culverts are combined with 
stop-log structures (Fig. 29.6). Facilities also must be pro-
vided for completely draining and flooding impoundments. 
Gravity drainage may effectively remove water through 
gated culverts in areas with extreme tidal fluctuation. How-
ever, in many areas, gravity drainage is inadequate and wet-
land managers must use pumping units to remove water.
 Rainfall is the primary water source for most impound-
ments, particularly freshwater systems. If  rainfall is not ade-
quate, ample water may be unavailable to meet management 
requirements and pumps may be needed. Some wetland man-
agers use one pumping system, with appropriate control 
structures, to either drain or flood an impoundment. Pump-
ing also may be used to flood brackish water impoundments. 
In some areas, water can be added by opening control gates 
on high tides and closing them as tides fall. This process can be 
facilitated with structures having flap gates that are opened 
and closed by water pressure (Neely 1960, Williams 1987).

Permanently Flooded Impoundments
Permanently flooded freshwater impoundments received 
high use by waterfowl, but also can develop large popula-
tions of  sunfish and largemouth bass that are heavily used 
by fishermen (Turner 1966). Permanently flooded fresh- 
water impoundments are usually inland and have minor tidal 
influence. Water-level manipulation in this type of  impound-
ment is minimal and operational costs likewise are minimal. 
Freshwater marshes permanently flooded by impounding 
usually have greater water depths than nonimpounded, tidal 
freshwater marsh. During periods with unusually abundant 
rainfall, water may be as much as 1.2 m deep. Marsh soils 
typically have low mineral content because of  a lack of  sedi-
ment in floodwater and because decomposition is slower in 
flooded soils. In permanently flooded freshwater impound-
ments, organic matter accumulates at a greater rate and 
marsh elevations increase above that of  natural marsh. 
Emergent vegetation can colonize scattered floating mats of  
organic material that often develop on the water surface. 
Lack of  disturbance also allows perennial species to domi-
nate emergent vegetation and spread vegetatively into shal-
low open-water areas. Over time, shallow open water can 
be replaced by dense stands of  emergent vegetation and only 
deep water remains. This type of  succession is common 
(van der Valk 1981). Drainage and herbivory generally are 
the factors that disturb such wetlands (van der Valk 1981), 
but coastal wetland managers have an additional tool: salin-
ity. At Rockefeller Wildlife Refuge in southwestern Louisi-
ana, saltwater is introduced every 30–40 years to kill emer-
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Fig. 29.6. Side and top views of a flap-gated culvert with stop-logs. The stop-logs are inside the managed marsh and can be removed to 
allow water to drain in the managed marsh, or stacked to prevent drainage. The flap-gate is outside the managed marsh and can be raised 
to allow the entry of outside water, or left flapping out. When flapping out, the flap will close when the outside water is higher than inside 
water, but will open when outside water is lower than inside water. Stop-logs are removed and the flap gate is left flapping out to draw 
down a marsh. After L. J. Broussard, U.S. Soil Conservation Service, Department of Agriculture, Alexandria, Louisiana.
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gent vegetation that comes to dominate ponds and, thereby, 
restore interspersion of  pond and emergent vegetation.
 Permanently flooded brackish water impoundments 
are usually managed to produce widgeongrass and dwarf  
spikerush (Eleocharis parvula) to attract ducks (Chabreck 1960, 
Gordon et al. 1989), but they also produce large populations 
of  shrimp and blue crabs (Strange 1987, Davidson and Cha-
breck 1989). A survey of  marsh impoundments in South 
Carolina disclosed that permanently flooded brackish water 
impoundments were used most often (Morgan et al. 1975). 
Although these impoundments are described as permanently 
flooded, temporary drainage at 2–3-year intervals to remove 
fish, consolidate bottom material, and reduce water turbid-
ity was necessary for best widgeongrass growth (Chabreck 
1960, Joanen and Glasgow 1965). In Louisiana, brown shrimp 
were introduced in February and white shrimp were intro-
duced in July by opening water control structures at high 
tide when postlarval shrimp were present (Davidson and 
Chabreck 1989).

Manipulated Impoundments
Water levels can be manipulated to affect plant growth in 
coastal wetlands in a manner very similar to most soil man-
agement common in inland wetlands. If  the manipulated 
impoundment contains a freshwater wetland, then the simi-
larity to moist soil management is striking in that impound-
ments are drained during the growing season to encourage 
germination and growth of  annual plants. The major spe-
cies produced by drying are grasses and sedges (Chabreck 
1960, Baldwin 1968), such as coast cockspur (Echinochloa 
walteri), fall panicum (Panicum dichotomiflorum), and fragrant 
flatsedge (Cyperus odoratus). Other plants often found in this 
type of  impoundment are bulltongue, California bulrush, 
and spikerushes. Impoundments can be reflooded when 
seedlings are about 15 cm tall. Water depths are usually 
maintained at low levels (10–50 cm) during winter to make 
the areas attractive to dabbling ducks. Crawfish provide 
food for many forms of  wildlife, and are produced in abun-
dance by this management system and (Perry et al. 1970).
 If  the manipulated impoundments contain brackish marsh, 
then draining during the growing season and reflooding 
throughout the remainder of  the year can encourage growth 
of  sturdy bulrush (Bolboschoenus robustus) in the emergent 
marsh, but the greatest effects occur in the drained ponds 
where, upon reflooding, the growth of  SAV will be encour-
aged (Neely 1960, Landers et al. 1976). Impoundments of  
this type comprised approximately 10% of  the total area of  
marsh impoundments in South Carolina (Morgan et al. 
1975). These areas are flooded to a depth of  25–30 cm dur-
ing autumn and winter to provide habitat for ducks. If   
water salinity exceeds 15 ppt, growth and seed production 
of  sturdy bulrush will be adversely affected (Gordon et al. 
1989). Impoundments may increase plant stress where they 
increase flooding duration (Bourgeois and Webb 1999).

 Whether in fresh or brackish marsh, drawdowns can 
stop and reverse lateral erosion in ponds that are shallower 
than the depth of  live roots in the adjacent marsh; natural 
droughts have a similar effect (McGinnis 1997). Neither draw-
downs nor natural drought affects erosion around ponds 
that are deeper than live roots in the adjacent marsh (Mc-
Ginnis 1997).
 Whether in fresh or brackish marsh, plant production 
during drawdown can be 3–4 times greater than in unman-
aged marsh, but impoundments can fail to drain as planned 
and, thereby, reduce rather than enhance plant growth 
(Flynn et al. 1999). Drawdowns in saline marsh and some 
brackish marsh can kill vegetation because oxidation of  ma-
rine soils can reduce soil pH below 2; the resulting condi-
tions are known as acid-sulfate soils or cat clays (Neely 1962, 
Moore et al. 1999). Problems with acid-sulfate soils rarely 
develop in the United Sates, but continue to develop where 
mangrove swamps are drained for rice or shrimp produc-
tion. Drawdowns in any marsh might reduce marsh eleva-
tion by accelerating oxidation of  soil organic matter, and in-
crease flooding stress on emergent vegetation when normal 
water levels return.
 Drawdowns can be counterproductive if  they oxidize 
enough soil organic matter to reduce surface elevation or to 
create acid-sulfate soil (i.e., cat clay) conditions. The result-
ing flooding stress and/or acidic soil stress would reduce 
species composition and productivity of  plant and wildlife 
communities. Minimizing the frequency and duration of  
drawdowns may slow lateral erosion without losing centi-
meters of  elevation that took decades to accumulate.

Weirs, Sills, and Flashboards
Water control structures in marsh drainage systems can be 
used to counter human-induced increases in tidal exchange 
and prevent undesirable, unnatural drainage of  marsh ponds. 
Initially, sod was used to restore waterfowl habitat quality 
impaired by mosquito ditches (Bradbury 1938), but sheet 
pilings and rocks are now more commonly used to restore 
more natural hydrologic conditions (Fig. 29.7). The term 
“weir” is common on the Gulf  Coast, whereas “flashboard” 
or “sill” is common on the Atlantic Coast. These structures 
resemble low dams that have the top or crest set 15 cm be-
low the elevation of  the surrounding marsh to allow water 
to flow back and forth across the structures. These struc-
tures have long been used on the Atlantic and Gulf  coasts to 
counter the effects of  ditches and canals (Smith 1942, Chab-
reck and Hoffpauir 1962). These structures reduce tidal ex-
change and establish a basin of  water behind the structure 
that cannot recede below the crest; consequently, complete 
drainage of  most ponds at low tides is prevented (Chabreck 
and Hoffpauir 1962). Constructing weirs and flashboards in 
unwanted artificial channels is a less costly alternative to fill-
ing the channels with sediments. Flashboards are used in 
Chesapeake Bay marshes to prevent complete drainage of  
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marshes that were ditched to control mosquitoes in the 
1930s (Hindman and Stotts 1989). Weirs are used in coastal 
Louisiana to counter tidal action and unnatural drainage 
caused by canals and navigation channels. Most importantly 
to waterbirds, weirs prevent ponds from completely drain-
ing during winter cold fronts; these weir-managed ponds 
are preferred by wintering waterfowl (Spiller and Chabreck 
1975). Weirs with fixed crests have increased the abundance 
of  submersed aquatic vegetation (Nyman and Chabreck 
1996) and decreased mineral sedimentation (Reed 1992), but 
have not altered emergent plant communities (Nyman et al. 
1993a) or marsh loss rates (Nyman et al. 1990a). Weirs, sills, 
and flashboards might affect marsh loss rates where vertical 
accretion depends on mineral sedimentation. It is unlikely 
these structures affect soil water-logging unless they alter 
flood duration on the marsh surface, because marsh soils 
rarely drain even when adjacent channels drain (Agosta 1985, 
Nyman et al. 1994).

Cattle Grazing
Cattle grazing can be used to advantage in marshes man-
aged for wildlife (Chabreck 1968, Neely 1968). Carefully reg-
ulated grazing can create favorable conditions for some spe-
cies by opening dense stands of  vegetation. Marshes managed 
for maximum fur-animal production should not be grazed 
(O’Neil 1949). Grazing will reduce available cover, and cattle 
trample dens and underground tunnels and compete with 
wild herbivores for food.
 Grazing, which can be easily controlled, is usually benefi-
cial to ducks. Grazing will not only remove dense stands of  
vegetation, but it also sets back plant succession and increases 
food production (Stutzenbaker and Weller 1989). Certain 

low-value plants, such as marshhay cordgrass, decrease with 
grazing, whereas some high-value plants, such as seashore 
paspalum (Paspalum vaginatum), increase with grazing. To 
improve grazed marshes for ducks, cattle should be removed 
from the marsh during July through September to permit 
annual grasses and sedges to grow and produce seeds. 
Marshes should be flooded (10–15-cm depth) from October 
through February to attract ducks and make the seeds 
available.
 Snow geese are attracted to marshes where dense stands 
of  mature vegetation have been removed; consequently, 
moderate grazing usually benefits snow geese (Chabreck 
1968). Geese will feed on new sprouts, plus roots and rhi-
zomes of  marsh grasses and sedges. Common snipe (Gal-
linago gallinago) also benefits from cattle grazing. This spe-
cies prefers areas with exposed mineral soil and no overhead 
cover; largest concentrations of  snipe are usually found on 
overgrazed marsh range.

Food Plantings
One of  the first procedures generally considered when im-
proving wetlands for wildlife is to plant vegetation to pro-
duce food. Food plantings often fail to meet the objective 
because they are usually made without site preparation. 
Usually, the absence of  natural food plants in a wetland is a 
result of  unfavorable soil and water conditions or excessive 
competition from less desirable plants. These conditions will 
cause failure of  plantings in the same wetland area. Plant-
ings in a wetland cannot substitute for regulating water lev-
els and salinities to produce natural foods. Only with appli-
cation of  agronomic techniques have favorable results been 
achieved with artificial plantings (Neely 1968).
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Conservation Service, Department of Agriculture, 
Alexandria, Louisiana.
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 Because Olney bulrush is a choice food plant of  musk-
rats and snow geese in coastal marshes of  the southeastern 
United States, considerable interest has been generated in 
managing marshes for this species. Procedures for establish-
ing or reestablishing Olney bulrush through planting have 
been intensively investigated (Ross and Chabreck 1972, Palm-
isano 1973, Hess 1975). These studies disclosed this species 
could be established by transplanting rootstock. However, 
plantings must be made within certain water and salinity 
levels, and protection must be provided against excessive 
competition from other plants and animal herbivory.

Control of Undesirable Vegetation
Chemical control of  undesirable plant species in wetlands 
has been used on a limited basis partly because undesirable 
species generally return within a few years (Rollings and 
Warden 1964, Wood et al. 1996). Herbicides may gain em-
phasis in the future as management efforts become more in-
tensive. Also, herbicides are being developed that are more 
effective and can be applied more economically. As with 
other management techniques, a wetland manager should 
consult a specialist in this field before attempting widespread 
applications of  herbicides.
 Where an undesirable plant species is outcompeting de-
sirable vegetation, the cause often is ongoing succession be-
cause of  a lack of  fire, or habitat change because of  a reduc-
tion in salinity and sulfide stress. Sustainable management 
in such situations requires restoration of  more natural fire 
regime or restoration of  tidal exchange; these management 
techniques are addressed in the following sections.

Prescribed Fire
 Fire appears unimportant in mangrove swamps and 
coastal wetland forests, but fire is a natural, regular distur-
bance in many coastal marshes. Natural fires are common 
in large expanses of  coastal marsh during later summer 
when lightning strikes initiate fires that burn thousands of  
hectares, and Native Americans regularly burned coastal 
wetlands. Early Europeans considered such burning bar-
baric, but prescribed fire has been used in coastal marshes 
since the early 1900s (Nyman and Chabreck 1995). Prescribed 
as well as natural marsh fires can be classified as cover burns 
or peat burns (Lynch 1941, Smith 1942, Uhler 1944, O’Neil 
1949). Water levels present during the burn control the type 
of  fire that occurs and water levels following the fire control 
plant regrowth. Some managers have used mowing as a me-
chanical disturbance to simulate fire where social concerns 
regarding smoke are an issue, but mowing is not practical 
over large areas or in most organic soils. Much of  the fol-
lowing information is summarized from Nyman and Chab-
reck (1995).
 Peat burns are those that actually burn marsh soil; they 
occur when a marsh with peat soil is drained and the soil is 
dry. The depth of  the burn depends on the depth to which 

the soil is dry. Peat burns lower surface elevation, can con-
vert marsh to ponds, and are most common in coastal Loui-
siana. They are not normally used as a management tool, 
but could be if  the goal was to increase pond area at the ex-
pense of  emergent vegetation and if  the peat burn could be 
prevented from spreading to adjacent areas. Peat burns also 
have been used unsuccessfully to reverse the spread of  cat-
tails (Typha spp.) and common reed (Ward 1942, Uhler 1944). 
Peat burns are rare, but low water levels in Gulf  Coast 
marshes, a lack of  local rainfall, and lightning resulted in 
thousands of  hectares of  peat burns in coastal Louisiana 
during the drought of  2000 (T. J. Hess, Jr., Louisiana Depart-
ment of  Wildlife and Fisheries, unpublished data). Peat burns 
should be uncommon in prescribed fires and can be avoided 
by burning only when the marsh is flooded by a high-water 
event.
 Fires that remove standing biomass and litter without 
killing plant roots are classified as cover burns. They result 
from fires that occur when there is moist soil to several cen-
timeters of  water on the marsh surface. Plant communities 
can quickly recover from cover burns because living roots 
and seed banks are not destroyed if  the marsh is not flooded 
after the fire. If  the marsh remains flooded following a 
cover burn (whether prescribed or natural), all vegetation 
can be killed by flooding stresses (Hoffpauer 1968). A suc-
cessful cover burn can be achieved by burning when the 
marsh is flooded by a high-water event and before predicted 
periods of  low water. In microtidal areas such as the north-
ern Gulf  of  Mexico, such conditions coincide with the ap-
proach and passage of  winter cold fronts that first flood the 
marsh for several days and then drain the marsh for several 
days. Most prescribed fires there should be set during the 
2–3 days as the cold front approaches and south winds flood 
the marshes. Northerly winds that prevail for 4–6 days fol-
lowing frontal passage ensure that plant stems remaining af-
ter fires are not flooded. In regularly flooded tidal areas such 
as the Atlantic Coast of  the United States, such conditions 
coincide with the passage of  spring tides and the arrival of  
neap tides, especially during June and December because of  
the solstices. Most prescribed fires there should be set on, or 
just after, the highest spring tide to ensure the remaining 
burned plant stems are not flooded.
 Cover burns are valuable and widely used on Gulf  and 
Atlantic coasts because they increase the abundance of  wild-
life food plants (Arthur 1931, Griffith 1940, Lynch 1941, Uhler 
1944) and prevent shrubs from dominating. Cover burns are 
used primarily in marshhay cordgrass–dominated marshes 
when marshhay cordgrass forms nearly monotypic stands. 
In the first or second year following a cover burn, Olney bul-
rush and other valuable food plants can become more abun-
dant. As succession continues for 3–5 years, marshhay cord-
grass again creates nearly monotypic stands. In areas with 
low salinity, shrubs can dominate after 5–10 years. Such 
dominance appears to be permanent in some areas because 
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the shrubs produce too little fuel to sustain a cover burn. In 
areas with high salinity, marshhay cordgrass will dominate 
until the next cover burn. Natural fires are common in large 
expanses of  marsh during later summer, when lightning 
strikes initiate fires that burn thousands of  hectares. Pre-
scribed cover burns should be limited to autumn and winter, 
however, because spring and summer burning can destroy 
nests or kill young wildlife. Another danger of  late-summer 
fires, whether natural or prescribed, in the southeastern 
United States, is the possibility of  tropical storm surges 
causing flooding of  recently burned areas with saline water 
for days or weeks.
 Root burn is a category of  fire described by O’Neil 
(1949) that has not been confirmed. Root burns were proba-
bly cover burns that occurred in late summer just before 
tropical storm surges or in early autumn just prior to high 
vernal equinox tides. Such a tide killed about 500 ha of  
burned marshhay cordgrass marsh on Rockefeller Wildlife 
Refuge in Louisiana in the 1950s (R. H. Chabreck, personal 
observation). After the water receded, it appeared the vege-
tation was killed by a root burn.
 Little is known about the effects of  fire on vertical accre-
tion or on organic matter export to adjacent estuaries. Ste-
venson et al. (2000) feared that fire management at Black- 
water National Wildlife Refuge in Maryland contributed to 
marsh loss by reducing organic matter accumulation. A pru-
dent plan would be to burn only as frequently as needed to 
prevent unplanned burns. Ending prescribed burning would 
not eliminate fire as a disturbance because large accumula-
tions of  litter develop, and lightning can still ignite that fuel.

SUMMARY

Coastal wetlands vary regionally in the United States be-
cause of  variation in slope, tidal range, and riverine discharge. 
Within regions, coastal wetlands vary from saline with large 
tidal ranges to tidal, freshwater wetlands where tides cause 
an ebb and flow of  water rather than a rise and fall. Water 

level, water salinity, and fire often are manipulated in coastal 
wetlands to improve habitat quality for waterfowl, furbear-
ers, wading birds, or American alligators. Mangrove swamps 
occur in nonfreshwater areas that lack freezing tempera-
tures, such as the South Florida coast. They rarely are man-
aged for wildlife and are not addressed.
 Management to improve habitat for waterfowl and fur-
bearers in tidal, nonsaline wetlands, particularly those domi-
nated by marshhay cordgrass, began in the mid-1900s and 
continues to be common on the Gulf  and Atlantic coasts. In 
the mid-1900s, some saline marshes were freshened via im-
poundments to improve waterfowl habitat; this management 
is not currently undertaken. Many earlier efforts are being 
reversed to restore saline habitats for shorebirds and estua-
rine fish. In the late 1900s, coastal marsh management to 
improve anadromous fish habitat began on the Pacific Coast.
 Unlike inland wetlands, coastal wetlands must gradually 
increase in elevation (i.e., vertically accrete) to survive global 
sea-level rise and local subsidence. Accretion depends on ac-
cumulation of  mineral sediments from tides and storms, or-
ganic matter from emergent vegetation, or a combination 
of  both. Where accretion depends on mineral sediments,  
levees and water control structures used to manipulate hy-
drological conditions may inadvertently slow accretion and 
eventually drown emergent vegetation. Where accretion de-
pends on organic matter, drawdowns used to promote an-
nual vegetation may inadvertently reduce soil elevation and 
eventually drown emergent vegetation. Evaluating the ef-
fects of  management on accretion is a recently recognized 
challenge facing coastal wetland managers.
 Management goals should be clearly documented and 
measurable. Management practices generally must be devel-
oped via trial and error to accommodate site-specific soil 
and hydrologic conditions. Regardless of  the locale, one of  
the most valuable practices is the systematic collection of  
hydrologic, vegetation, and wildlife data that can be used to 
evaluate management efficiency and guide changes in man-
agement practices.
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INTRODUCTION

AGR ICULTUR AL LAND USE  and associated technologies have dra-
matically changed over the past century, contributing to sweeping altera-
tions of  the natural flora and fauna. Natural resource agencies have been 

challenged to develop habitat programs to counter the negative effects of  these 
changes on wildlife.
 Wildlife management programs that succeed in farmlands are generally linked 
with soil and water conservation initiatives. These initiatives are driven by federal 
farm legislation that allocates resources and sets the rules framing conservation op-
portunities. Public support for programs that maintain and enhance wildlife in ad-
dition to other natural resource goals is strong. In recent years, public policy has 
more directly addressed issues concerning the sustainability of  farming and natural 
resources, with new programs that specifically integrate wildlife conservation with 
agriculture. We emphasize a systems approach to addressing farmland habitat 
needs and opportunities. There are numerous habitat management guides that pro-
vide technical information on the development and long-term maintenance of  spe-
cific habitat types (e.g., Newman et al. 2003).

CHALLENGES TO MANAGING WILDLIFE IN FARMLANDS

Herein, we recognize 6 challenges to managing wildlife in farmlands. They are: 
(1) goals of  wildlife management and agriculture have tended to diverge, especially 
in recent decades; (2) farm conservation programs, widely promoted for wildlife 
benefits, are often spatially dispersed and temporally insecure, making it difficult to 
show sustained progress toward wildlife management priorities; (3) reliable knowl-
edge about results of  wildlife habitat initiatives is lacking; (4) wildlife agencies need 
to redouble efforts to communicate the importance of  wildlife in critical ecosystem 
functions; (5) wildlife managers must address both the positives and negatives of  in-
teractions between humans and wildlife; and (6) wildlife managers must facilitate 
access to private lands to meet the public’s need for sporting and other recreational 
wildlife activities.

Divergent Goals
Many wildlife species thrived during agricultural settlement in the late 1800s and 
early 1900s when farm landscapes comprised small, diversified farms that prac-
ticed field rotations of  grains, forage grasses, and legumes (Leopold 1933). Subtle 

Managing Farmlands for Wildlife
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Box 30.1. EcosystEm sErvicEs in agricultural landscapEs

Ecosystem services are defined as the processes and conditions by which natural ecosystems and the species they contain 

sustain and fulfill human life (Daily 1997). Four main types of ecosystem services have been identified (Millennium Eco-

system Assessment 2005): (1) provisioning services (e.g., production of food, pharmaceuticals and energy), (2) regulating 

services (e.g., water purification, crop pollination, disease and pest control, carbon sequestration), (3) support services 

(e.g., seed dispersal, nutrient cycling), and (4) cultural services (providing recreational opportunities, cultural inspiration, 

scientific discovery).

 Agriculture is best known for providing provisioning services (e.g., food, fiber, and fuel), but farmers also help maintain 

other supporting services such as pollination, biological pest regulation, and soil nutrient regulation (Swinton et al. 2006). 

Agriculture also could provide a host of other services (water purification, water flows, and biodiversity protection) that are 

poorly captured by current markets. Agriculture may have more potential to expand its production of currently nonmarketed 

ecosystem services than other more natural ecosystems because (1) much is known about the input–output relationships of 

agricultural systems; (2) agricultural systems have precedent for payments that could induce the provision of additional eco-

system services; and (3) agricultural systems have shown strong capacity to provide goods and services in response to  

economic incentives (Swinton et al. 2006). Although the opportunity to provide ecosystem services from agricultural lands is 

high, indications are that agricultural landscapes are losing their ability to provide ecosystem services (Björklund et al. 1999). 

As a result, a greater understanding and appreciation of the services provided by agricultural lands is needed.

 Robertson et al. (2004) outline a systems approach to addressing environmental issues in agricultural landscapes, which 

has good potential for incorporating ecosystem services. Traditionally, agricultural research has been focused on problems at 

small scales and conducted within narrow disciplinary boundaries (Robertson et al. 2004). This approach has worked to pro-

vide solutions to a number of environmental problems, but limitations of the conventional narrowly focused problem- 

response approach become apparent when solutions developed to solve one problem create problems elsewhere (Robertson 

et al. 2004, Swinton et al. 2006). A systems approach as proposed by Robertson et al. (2004) provides better opportunity to 

exploit synergies between problem solutions and other benefits, such as ecosystem services, and also may better predict the 

effects of specific management interventions. Such an approach would provide expanded opportunities for incorporating cur-

rently nonmarketed ecosystem services, such as climate regulation and wildlife conservation, into agricultural policy.

variations in the nature and timing of  farming disturbances 
over time and space largely were correlated with trends in 
the abundance of  many upland wildlife species. Modern ag-
ricultural systems, by comparison, show reduced diversity 
in terms of  vegetation structure and the spatial arrange-
ment of  vegetation types (Fig. 30.1). Cropping practices now 

include mechanical and chemical disturbances that occur 
rapidly and extensively on farmland, causing habitat condi-
tions to have deteriorated in many respects. As a system, 
farmland has the capacity to provide for broader ecosystem 
services, such as carbon sequestration and wildlife habi-
tat, than are currently being realized (Box 30.1).

Fig. 30.1. Expansion of intensive row-crop agriculture 
near Flagg Center in Ogle County, Illinois, between 1957 
(left) and 2007 (right). The transition from small, 
diversified farms to large-scale row-crop enterprises 
occurred throughout many of the most intensively 
farmed regions of the United States during this period.

  1957 2007
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Changing Farm Conservation Programs
Since the New Deal era of  the 1930s, farm policies and pro-
grams have strongly influenced agricultural land use in the 
United States (Schlebecker 1975, Brady and Hamilton 1988) 
and have provided incentives for farmers to adopt conser-
vation practices (Langner 1985, Jahn 1988). Conservation- 
related aspects of  farm programs have the potential to affect 
large-scale changes in habitat conditions and, therefore, are 
of  critical importance to wildlife managers (Haufler 2007). 
The voluntary nature of  most programs can result in widely 
dispersed practices that make it difficult to measure land-
scape-scale changes in wildlife populations. Although pro-
grams have been effective in establishing habitat, incentives 
are often lacking to properly manage those habitats, result-
ing in gradual degradation and reduced wildlife benefits. 
Lands enrolled in conservation programs typically revert to 
cropping when contract periods end, creating new wildlife 
conservation crises.

Lacking Reliable Knowledge
Although wildlife agencies monitor and predict year-to-year 
trends in the relative abundance of  selected farmland spe-
cies, especially game animals and other economically im-
portant species, the mechanisms that cause these trends are 
often poorly understood. Only rarely have agricultural prac-
tices been carefully documented relative to the population 
ecology of  a target species. Land use changes have occurred 
too fast and with so many confounding factors that reliable 
knowledge is often lacking, especially given the minimal time 
and resources directed to these questions (Warner 1992b; 
Table 30.1). Moreover, there are many species (e.g., reptiles 
and amphibians) for which little at all is known about their 
population ecology or status in farmland settings (Corn and 
Peterson 1996, Hecnar and McCloskey 1996b, Maisonneuve 
and Rioux 2001).

Communicating Importance of Wildlife  
in Ecosystem Functions
The ecological and economic values of  wildlife in agricul-
tural settings should be better communicated to society  
(Pimentel et al. 1987, Daily 1997). Conservation initiatives 
in farmland settings typically cater to the needs of  land-
owners and hunters of  farmland wildlife—small segments 
of  the population. One of  the greatest failures of  wildlife 
professionals has been their inability to translate research 
findings of  management practices into ecological and socio-
economic benefits that resonate with an urban public and 
policy-makers.

Addressing Positive and Negative  
Human–Wildlife Interactions
As wildlife issues become more prominent, biologists should 
expect that landowners and the general public will have var-
ied and, often contradictory, perceptions of  wildlife manage-
ment initiatives. Wildlife managers are increasingly responding 
to perceived problems, such as to species that are declining 
and in need of  immediate habitat interventions or to species 
that cause problems for humans. Given that some species con- 
sidered as successes of  wildlife management interventions 
(e.g., white-tailed deer [Odocoileus virginianus]) are now fre-
quently perceived as causing problems, maintaining credibil-
ity is a challenge. In efforts to promote habitat management, 
wildlife managers should anticipate responding to the wild-
life-related problems espoused by their clients. Biologists have 
too often downplayed these problems.

Facilitating Access to Private Lands
Since 1940, individual farm operations in the United States 
have nearly tripled in size, while the number of  farms 
has decreased by about 70%. Meanwhile, the proportion 
of  Americans living on farms has decreased from 23% 
to <<2% (National Agricultural Statistics Service 2009). As a 
result, access to wildlife resources on private lands has be-
come increasingly difficult to obtain by an urban public 
with few ties to agricultural communities. Furthermore, 
perceptions of  liability and property damage, and increasing 
demand by outsiders, have led many landowners to curb ac-
cess. Convincing landowners to allow access to wildlife re-
sources on their land requires creative solutions (Box 30.2).

IMPACTS OF FARMING PRACTICES  
ON WILDLIFE

Rotation Farming
Prior to the early 1960s, rotation farming characterized the 
most intensively farmed landscapes of  North America. Corn 
was usually planted the first year, followed by small grains. 
These small grains served as a nurse crop for hay (typically 
forage grasses and/or legumes) that typically persisted for  

Table 30.1. Typical sources of errors in planning and 
assessing effects of habitat programs for upland wildlife 
species in intensively farmed areas

Animal Response 
response detected Sources of  errors Biological explanation

Yes No Evaluation period  Lag effects 
   too short  Development of
     vegetation
    Demographic  
     responses
Yes/No Yes/No Measurement  High variability in animal 
   techniques   responses and/or 

census techniques 
inappropriate

Yes No Limited spatial scale Dispersal

From Warner and Brady (1994).
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2 years. Hay fields pastured livestock and maintained soil 
fertility.
 The rotation farming system provided a spectrum of  habi-
tat needs for upland wildlife (Warner 1994). For instance, 
grain fields supported abundant and diverse food resources 
that included an understory of  weedy plants during the 
growing season (in the absence of  herbicides) and waste 
grains during autumn and winter (Warner 1984, Warner and 
Etter 1985). Hay fields provided permanent (year-round) 
cover and prime nesting habitat for many grassland bird spe-
cies. Due to the relatively small sizes of  fields, a variety of  
cover types occurred in close proximity. Ecotones (e.g., per-
manent vegetation along field borders) allowed wildlife to 
move freely between patches of  cover. In addition, the farm-
land matrix during this era was interspersed with perma-
nent cover such as wetlands, wood lots, and riparian areas.

Modern Farming Practices
Changes in agricultural practices in recent decades have pro-
foundly affected habitat conditions and altered the nature and 
juxtaposition of  landscape elements (Noss et al. 1995) in 
farmland settings. Larger farm equipment has led to larger 
fields and farms, resulting in a dramatic loss of  field borders 
(Best 1983, Baltensperger 1987). Since World War II, increased 
applications of  synthetic fertilizers have reduced the need 
for crop rotations that include legumes to fix nitrogen in the 
soil. Production of  row crops, especially soybeans, has ex-

panded. Livestock are primarily raised in large confinement 
operations, resulting in the elimination of  semipermanent 
fields of  forage grasses and legumes. These changes have 
produced a farmland matrix dominated by highly disturbed 
monocultures, with little connectivity among landscape 
elements. The collective impact of  intensive farming prac-
tices has been to decrease the likelihood that farmlands  
will offer the complexity of  life-sustaining resources wildlife 
need (Oldfield and Alcorn 1987, Power and Follett 1987, 
Turner 1987, Woolhouse and Harmsen 1987). This has led 
to a general decrease in wildlife traditionally common within 
farmland settings (National Research Council 1982; Figs. 
30.2, 30.3).
 The nature and timing of  farm disturbances, in particu-
lar, are increasingly hazardous to wildlife (Freemark and 
Boutin 1995, Dailey 2002). Modern agricultural practices 
have reduced the temporal diversity of  farm disturbances by 
increasing their rapidity and intensity across the landscape. 
The uniform maturation of  modern crop cultivars allows 
tilling, planting, and harvesting to be increasingly synchro-
nous. These physical disturbances often coincide with criti-
cal periods of  wildlife reproduction, maturation, and disper-
sal (Warner and Etter 1989, Bollinger et al. 1990, Frawley 
and Best 1991, Warner et al. 2000). For example, the cutting 
of  hay happens earlier and progresses more rapidly during 
the nesting season (Warner and Etter 1989, Bollinger et al. 
1990, Frawley and Best 1991). Likewise, increased autumn 

Box 30.2. puBlic hunting on privatE lands: nEw solutions By statE wildlifE agEnciEs

A common human-dimensions issue faced by natural resource agencies is facilitating access by the sporting public to 

wildlife on private lands. Nearly 20 states have instituted private-land access programs, typically offering landowners a 

lease payment and liability protection in exchange for allowing public hunting on their property. Funding to support these 

programs may come from a variety of sources, including hunting license and access program fees, Federal Aid to Wildlife 

Restoration Funds, and contributions from private conservation organizations.

 The combination of vast lands enrolled in the Conservation Reserve Program, strong populations of upland game, an 

influx of nonresident hunters, and little public hunting land have prompted “walk-in” programs in several Great Plains 

states. These programs have been popular with landowners and hunters. The Kansas Walk-In Hunting Access (WIHA) be-

gan with about 4,000 ha enrolled in 1995 and had grown to include 400,000 ha of private land by 2004. In neighboring 

Nebraska, a partnership between the Nebraska Game and Parks Commission and Pheasants Forever created the CRP-

Management Access Program (CRP-MAP), where landowners receive payments for the combination of habitat improve-

ments and public walk-in access to fields enrolled in the Conservation Reserve Program. The Kentucky Dove Field Lease 

Program is one of the few examples from an eastern U.S. state, with the Kentucky Department of Fish and Wildlife Re-

sources providing incentives for landowners to establish and manage sunflower or another crop on fields for public-access 

dove hunting. A different model, not based on a lease agreement or small game hunting, is the South Dakota Volunteer 

Deer Hunter Program. The South Dakota Game Fish and Parks hosts a list of hunters willing to harvest antlerless deer, en-

abling landowners to contact hunters directly. An often-repeated theme among states is that ethical behavior of hunters is 

critical for the continued participation of landowners in these programs.
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tillage in some areas has reduced availability of  crop stubble 
as forage and cover for wildlife during autumn and winter 
(Warner and Havera 1989), challenging wildlife to disperse 
in the context of  radical landscape changes, often for long 
distances and at significant mortality risk (Warner et al. 1999, 
2000).
 Frequent chemical disturbances, from the applications 
of  fertilizers, pesticides, and herbicides, have significant  
on-farm and off-farm effects on wildlife. Persistent organo- 
chlorine pesticides and their metabolites have destroyed 
many bottomland lakes (Bellrose et al. 1983, Judy et al. 1984), 
adversely affected the fish community in a substantial por-
tion of  the waters of  the United States (Flather and Hoeks-
tra 1989), and caused problems like eggshell thinning in bald 
eagle (Haliaeetus leucocephalus) and other birds. Since the 
1970s, more acutely toxic, but less persistent, organophos-
phates and carbamates have been the most commonly used 
agricultural insecticides. These chemicals vary in toxicity to 
fishes, birds, and mammals, but may reduce wildlife popula-
tions by limiting availability of  invertebrate prey (Benton et al. 
2002). Herbicides are typically less toxic to wildlife, but af-
fect habitat availability and condition in and near cropland. 
More than 70% of  the nitrogen and phosphorus causing hy-
poxia (the “dead zone”) in the Gulf  of  Mexico comes from 
agricultural sources (cropland and livestock) in the Missis-
sippi River watershed (Alexander et al. 2008).
 Some 240 million acres of  crops genetically engineered 
for resistance to pesticides or insects were planted worldwide 
within a decade of  their availability beginning in the 1990s 
(International Service for the Acquisition of  Agri-biotech 
Applications 2004), including nearly 90% of  the soybeans 
grown in the United States in 2005 (Fernandez-Cornejo and 
Caswell 2006). The effects of  genetically modified crops on 
wildlife have not been evaluated, though genetically modi-
fied crops are associated with less tillage of  cropland, reduced 
pesticide use, and use of  herbicides less toxic to humans 
(Fernandez-Cornejo and McBride 2002).

Fig. 30.2. Changes in the hunter harvest of selected 
upland game species in Illinois and the Crop 
Production Index (CPI), Illinois, 1956–2000. The 
CPI measures the productivity of agriculture by 
multiplying yearly production by season average 
prices, and then dividing by the same value for 
1977 (the yr the index was developed). The trends 
portray that agricultural practices were compatible 
with habitat needs of upland wildlife until recent 
decades. Data from the Illinois Department of Agriculture 
and the Illinois Department of Natural Resources.

Fig. 30.3. Population trends from the North American Breeding 
Bird Survey (1966–2003) for 2 characteristic farmland birds, the 
eastern meadowlark (Sturnella magna; top) and northern 
bobwhite (Colinus virginianus; bottom). Percent changes per year 
of 1.5–2.5%, typical of these and other farmland birds, suggest 
overall population declines of 40–60% during the 37-year period. 
From Sauer et al. (2008).
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Source–Sink Paradigm
One way of  conceptualizing the effects of  farming on wild-
life follows the “source–sink” paradigm, which describes how 
a species fares in a particular setting (Pulliam 1988). The fo-
cus of  this paradigm is the net effect of  births (b), deaths (d), 
and movement (immigration i and emigration e) on num-
bers of  a given species in a defined area (Donovan et al. 
1995, McCoy et al. 1999). In some settings, production of  
young exceeds annual mortality; b + d is positive, and the 
setting is a source. In others, young do not replenish the loss 
of  adults, and b + d is negative, indicating a habitat sink. 
Movement of  individuals between populations (i + e) is in-
fluenced by connectivity of  habitats.
 Over the past century, agricultural landscapes have tended 
toward fewer, smaller, structurally, and florally simpler, more 
isolated, and more disturbed habitat patches that are less 
likely to attract an abundance and diversity of  breeding spe-
cies. This has caused a decrease in the portion of  settings 
that are sources. In addition, attractive areas will be sinks 
unless wildlife agencies provide guidance or incentives to 
encourage farmers to minimize field disturbances during 
critical periods. Even in regions where attractive patches of  
cover abound, the intensity and timing of  disturbances cause 
most settings inhabited by wildlife to be sinks (Burger 1978, 
Best 1986, O’Neil and Carey 1986).

MANAGING LANDSCAPES FOR WILDLIFE

In accordance with the source–sink paradigm, habitat man-
agement within farmlands should strive to increase the num-
ber of  settings attractive to targeted wildlife and the portion 
of  settings that foster high rates of  reproduction and sur-
vival. Managers should be cognizant of  improvements that 
can be made on as many landscape elements as possible, in-
creasing the likelihood that farmland settings inhabited by 
target species will be sources. In farmlands, the major land-
scape elements are habitat patches, corridors, and the sur-
rounding farmland matrix (Forman and Godron 1981, For-
man 1995b).
 The following guidelines are useful for developing habi-
tat management plans that emphasize the ecological func-
tions of  landscapes and spatial relationships between key 
elements:

•   Manage for self-sustaining wildlife populations in densi-
ties that are suitable and achievable for the setting, given 
ecological, socioeconomic, and political considerations.

•   Preserve,  enhance,  or  restore  the  structure  and  func-
tion of  existing patches and corridors.

•  Create new patches or corridors to replace lost habitat.
•   Minimize negative effects and maximize positive habi-

tat attributes of  the matrix.
•   Restore or mimic natural disturbance regimes (Natural 

Resources Conservation Service 1999a).

Habitat Patches
Habitat patches are areas of  natural or restored native veg-
etation. In farmlands these consist primarily of  woodlots, wet- 
lands, and a few scattered prairie remnants (typically on 
slopes too steep to cultivate). These habitat patches are typi-
cally the focus of  management efforts to enhance vegetation 
and other cover for wildlife (Roseberry and Klimstra 1984, 
Walk and Warner 1999). Biological conservation strate-
gies, in particular, often emphasize management of  natural 
(unfarmed) habitats for rare and endangered plants and ani-
mals. However, most habitat patches in farmlands tend to 
be small and isolated (Herkert 1994), and the extent to which 
they are connected by permanent field edges and other cor-
ridors has been reduced. Furthermore, they are primarily 
edge. Hence, game and other edge-adapted species are of-
ten the primary benefactors of  small natural areas, not spe-
cies that typically require interior habitats (Noss 1983). None- 
theless, attention should be focused on characteristics of  the 
land that can preserve or enhance its biotic integrity.
 The following principles provide a useful framework when 
managing habitat patches for wildlife:

•  Large patches are better than small patches.
•  Connected patches are better than separated patches.
•  Unified patches are better than fragmented patches.
•  Several patches are better than one patch.
•  Proximate patches are better than separate patches.
•   Structurally diverse patches are better than simple 

patches.
•   Patches with native plants are better than patches with 

introduced plants (Natural Resources Conservation Ser-
vice 1999a).

Corridors
Corridors are linear strips of  permanent or semipermanent 
vegetation such as field borders, fencerows, roadsides, drain-
age ditches, and riparian areas. Corridors are important be-
cause they help sustain flora and fauna in the region by con-
necting habitat patches (Stamps et al. 1987, Chapman and 
Ribic 2002). They deter movement of  soil and water. By fa-
cilitating dispersal of  organisms between habitat patches, 
corridors tend to dampen population fluctuations within 
patches, reduce the risk of  extinction of  subpopulations 
within patches, and increase the probability of  recoloniza-
tion of  unoccupied patches (Noss 1983, Stacey et al. 1997). 
Even narrow field borders such as hedgerows and fences are 
important in the daily activities of  vertebrates in farmland 
settings and, therefore, deserve management attention (Ar-
nold 1983, Best 1983).
 The following principles provide a useful framework when 
managing corridors for wildlife:

•   Continuous corridors are better  than fragmented cor-
ridors.

•  Wider corridors are better than narrow corridors.
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•  Natural connectivity should be maintained or restored.
•  Introduced connectivity should be studied carefully.
•   Two  or  more  corridor  connections  between  patches 

are better than one.
•   Structurally  diverse  corridors  are  better  than  simple 

corridors.
•   Corridors with native plants are better  than corridors 

with introduced plants (Natural Resources Conserva-
tion Service 1999a).

Farmland Matrix
Row crops, small grains, pasture, and hay characterize the 
farmland matrix. Wildlife may make extensive use of  this 
matrix and are affected, both directly and indirectly, by farm-
ing disturbances thereon (Herkert et al. 1996, Kershner 2001, 
Walk 2001). Therefore, agricultural practices are an impor-
tant consideration for optimizing habitat conditions for 
farmland wildlife (Dahlberg 1992, Brady 2007). For exam-
ple, use of  pesticides is an important consideration relative 
to the abundance and diversity of  plants and invertebrates 
(Potts 1986) available to wildlife as food sources.
 Management strategies for enhancing the farmland ma-
trix for wildlife can be linked with soil conservation efforts. 
Soil-conserving measures tend to improve cover in farm-
lands. For example, conservation tillage leaves some or all 
of  the crop residues (cornstalks, wheat stubble) on the soil 
surface rather than turning them under. Leaving residue on 
the surface reduces soil erosion and also provides some use-
ful habitat for wildlife (Basore et al. 1986, Best 1986). Simi-
larly, contour-strip cropping uses interspersed strips of  
close-grown crops (hay and small grains) on the contour be-
tween strips of  row crops to control erosion. These alter-
nating strips of  corn, oats, and hay can provide the juxta-
position and configuration of  cover types important for 
enhancing landscape diversity and food webs (Brady 1985). 
Implementation of  these techniques not only improves hab-
itat for terrestrial wildlife, but also improve water quality for 

aquatic wildlife by reducing the amount of  agricultural pol-
lutants reaching waterways. However, managing for struc-
tural diversity and the optimal juxtaposition of  cover are 
of  little value if  agricultural disturbances continue to occur 
during critical periods, such as mowing of  legumes and agri-
cultural grasses during the nesting season.

FARM PROGRAMS AS A CONTEXT  
FOR HABITAT MANAGEMENT

Through much of  the 1900s, farm programs diverted crop-
land from production to adjust commodity production and 
prices, and to promote conservation. These “set-aside” pro-
grams have been important because they can potentially es-
tablish early successional cover, which is at a premium in 
farm landscapes. They also reduce the hazards of  farming dis-
turbances at critical times for wildlife (e.g., the nesting season).
 Most programs diverting land from production have fallen 
far short of  their potential for improving habitat conditions 
on farmland (Kammin et al. 2009). These programs affect 
millions of  hectares of  cropland in the United States annu-
ally (Fig. 30.4); therefore, influence should be brought, where 
possible, so that farmers will be encouraged to provide 
quality habitat for wildlife while meeting the guidelines of  
agricultural programs. Biologists working in farmland set-
tings should be well informed of  these programs in their  
region, and should strive to optimize the management 
guidelines that govern these programs. Familiarity with 
conservation programs (which are perpetually changing) 
will enable biologists to make informed recommendations 
to landholders, which in turn establishes credibility and fa-
cilitates landowner participation (i.e., getting more and bet-
ter habitat on the land).

Early Set-Aside Programs
The Agricultural Conservation Program (ACP) of  the 1930s 
and 1940s, the Soil Bank Program of  the 1950s, and the 

Fig. 30.4. Farmland diverted from production in 
the United States, 1956–2002. These “set-aside” 
programs have been important elements of farm 
conservation initiatives since the New Deal era. 
From Dahlgren (1988), Osborn et al. (1995), Farm Service 
Agency (2002).
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Set-Aside Acres Program of  the early 1960s were impor-
tant for moderating the negative effects of  increasingly in-
tensive farming on wildlife (Berner 1984, Edwards 1984, 
Jahn 1988). Most of  the land diverted as part of  these pro-
grams was seeded with forage grasses and legumes, and 
fields of  forage legumes and grasses already in place were 
often idled. With minimal farm disturbances, these habitats 
were immediately attractive to upland wildlife. These set-
aside programs, in conjunction with rotation farming, pro-
duced upland game densities of  historic proportions.

Conservation Reserve Program
The Conservation Reserve Program (CRP) emerged in 
the mid-1980s and has accomplished significantly more for 
wildlife populations compared to other programs in recent 
decades ( Jones-Farrand et al. 2007). At the program’s peak, 
>14.6 million ha (36 million acres) were enrolled (Fig. 30.5). 
Through this program, environmentally sensitive farmland 
is idled for 10–15 years to reduce soil erosion, improve water 
quality, and provide wildlife habitat (Table 30.2). Specifically, 
these initiatives protect highly erodible soils and establish 
permanent grass and/or woody vegetation along land–water 
interfaces to improve water quality. Landowners receive an-
nual payments based on local land-rental values and up to 
50% cost-share for establishing permanent vegetation. Addi-
tional cost-share arrangements and technical support are of-
ten available through state or local agencies and private con-
servation organizations.
 In 2009, 12.6 million ha (31.1 million acres) remain en-
rolled in the program. However, 7.5 million ha (18.6 million 
acres; about 60%) are scheduled to expire from 2010 to 
2013. Populations of  pheasants in the Great Plains and nest-
ing ducks in the Prairie Pothole Region, at their highest lev-
els in many decades, are in jeopardy, as are a number of  
nongame species that stabilized or rebounded in large part 

due to the CRP (e.g., Henslow’s sparrow [Ammodramus hens-
lowii]; Herkert 2007).
 Whereas early enrollments in the CRP were accomplished 
through a bidding process during general sign-up periods, 
the CRP increasingly has offered targeted or continuous en-
rollment options with additional incentives. The Conserva-
tion Reserve Enhancement Program (CREP) is a joint 
state–federal program that addresses specific, local environ-
mental needs. CREP is similar to CRP in contract length, 
approved practices, and cost-sharing, but additional financial 
incentives and cost-share resources may be available through 
state or local agencies and private conservation organiza-
tions. CREP in Maryland is well known for its efforts to im-
prove water quality in the Chesapeake Bay watershed. As 
part of  this cleanup effort, Maryland has committed to re-
storing up to 40,000 ha of  streamside property, including 
28,000 ha of  riparian forest and 4,000 ha of  wetlands (Mary-
land Department of  Agriculture 2002). The CREP in Iowa 
also provides an example of  how these programs can bene-
fit wildlife (Box 30.3).
 Practices to install filter strips and riparian buffers (CP 
21, 22) to reduce soil erosion and improve water quality 
have had limited benefits for wildlife (Henningsen and Best 
2005, Clark and Reeder 2007). In contrast, initial assess-
ments show the field borders practice (CP33) has had the in-
tended benefit of  increasing abundance of  northern bob-
whites (Colinus virginianus; Evans et al. 2009). CP 38, the State 
Acres for Wildlife Enhancement, gives state the flexibility 
to target locations and practices to address high-priority 
wildlife issues, such as those identified in State Wildlife Ac-
tion Plans (SWAPs).

Other Contemporary Farm Programs
Contemporary farm programs offer considerable opportu-
nities for addressing habitat needs at farm and regional scales. 

Fig. 30.5. Distribution of Conservation 
Reserve Program, by percent of county 
enrolled, in the United States in 2008. 
Data from Farm Service Agency (2009b).
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These are voluntary easement Wetland Reserve Program 
(WRP), Grassland Reserve Program (GRP), and Healthy 
Forest Reserve Program (HFRP) programs for protecting 
and enhancing habitat on private lands. The Conservation 
Stewardship Program (CSP) encourages producers to ad-
dress resource concerns in a comprehensive manner by un-
dertaking additional conservation activities and improving, 
maintaining, and managing existing conservation activities. 
The Wildlife Habitat Incentive Program (WHIP) and the 
Environmental Quality Incentives Program (EQIP) are op-
timized at local and regional levels by interagency agree-
ments and on-the-ground cooperation. Landowners are of-
fered annual lease payments and other incentives to enroll 
in these programs, often at rates that offer an attractive fi-
nancial alternative to producing crops on the land.
 The goals of  WHIP are to develop upland and wetland 
habitat for wildlife, fish, and threatened or endangered spe-

Table 30.2. Wildlife-related conservation practices available 
under the Conservation Reserve Program

Conservation  Contract length 
practice Description (yr)

CP1 Introduced grasses and legumes 10
CP2 Native grasses 10
CP3 Tree plantings 10
CP3A Hardwood tree plantings 10–15
CP4B Permanent wildlife habitat–corridors 10–15
CP4D Permanent wildlife habitat 10
CP5A Field windbreaks 10–15
CP8A Grass waterways 10
CP9 Shallow-water areas for wildlife 10
CP10 Previously established grass 10
CP11 Previously established trees 10
CP12 Wildlife food plot 10
CP15A Permanent contour grass strips 10
CP15B Permanent contour grass strips on  10 
  terraces 
CP16A Shelterbelts 10–15
CP17A Living snow fences 10–15
CP21 Filter strips 10–15
CP22 Riparian buffers 10–15
CP23 Wetland restoration 10–15
CP24 Permanent vegetation for cross-wind  10 
  trap strips 
CP25 Rare and declining habitat 10–15
CP27 Farmable wetland program—wetland 10–15
CP28 Farmable wetland program—buffer 10–15
CP29 Marginal pasture buffers—wildlife 10–15
CP30 Marginal pasture buffers—wetland 10–15
CP31 Bottomland hardwood trees 15
CP32 Hardwood trees (previously expired  ?? 
  contracts) 
CP33 Upland bird habitat buffers 10
CP36 Longleaf  pine initiative 10–15
CP37 Duck nesting habitat initiative 10–15
CP38 State acres for wildlife enhancement 10–15

Farm Service Agency (2009a).

Box 30.3. iowa consErvation rEsErvE 
EnhancEmEnt program: hElping 
landownErs protEct iowa’s natural 
rEsourcEs

The Iowa Conservation Reserve Enhancement Pro-

gram (CREP) is a major state–federal initiative to de-

velop strategically located wetlands and remove ni-

trate from tile-drainage water in cropland areas. The 

program is being implemented in cooperation with 

the Farm Service Agency (FSA) and Natural Resources 

Conservation Service (NRCS) of the U.S. Department 

of Agriculture to provide US$38 million in funding 

during 2002–2004 to construct and restore up to 

3,600 ha of wetlands and buffers. Financial incen-

tives are provided to private landowners to develop 

and restore wetlands that intercept tile drainage 

from agricultural watersheds. Landowners receive 

annual land payments over 15 years and reimburse-

ments for costs of wetland and buffer establishment. 

Easements to maintain the wetlands and buffers are 

required for a minimum of 15 years beyond the CREP 

payments, for a total of 30 years. Additional one-

time, up-front incentive payments are used to en-

courage participating landowners to enter into per-

petual easements.

 Research at Iowa State University has confirmed 

that strategically located and designed wetlands un-

der the program requirements will remove 40–90% 

of the nitrate and >90% of the herbicide in tile-drain-

age water from croplands. The Iowa CREP is avail-

able in the 37 counties in the tile-drained region of 

north-central Iowa and will specifically target the 

North Raccoon River Watershed. This watershed is 

noted for some of the highest nitrate loads in the 

Mississippi River Basin. Over the next decade, the 

Iowa CREP could develop wetlands in the program 

area with the capacity for removing over 5,000 met-

ric tons of nitrate–nitrogen annually. In addition to 

reducing nitrate loads to surface waters, the wet-

lands will provide wildlife habitat and increased rec-

reational opportunities.

Iowa Department of Agriculture and Land Stewardship 
(2002).
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cies. Landowners develop wildlife habitat plans with Natu-
ral Resources Conservation Service personnel. WHIP offers 
technical assistance and 75% federal cost-share, with up to 
25% cost-share by state or local agencies and private conser-
vation organizations, for 5–10-year agreements. Sample proj-
ects include restoring native grasslands, controlling exotic 
species, stream bank stabilization, and cave closures for bat 
(Chiroptera) habitat.
 EQIP offers financial and technical assistance to farmers 
and ranchers for installing or implementing structural or 
management practices on agricultural land. Examples in-
clude integrated pest management and improved grazing 
practices. EQUIP provides federal support at 75% cost-share 
(90% in limited cases) and annual payments for up to 3 years.

OPTIMIZING FARM PROGRAMS FOR 
WILDLIFE: STEPS TOWARD PROGRESS

Wildlife managers can readily use farm programs to affect 
farm-scale changes to the satisfaction of  individual land-
owners. Strategically applying farm programs to achieve 
specific or landscape-scale changes in wildlife habitat is con-
siderably more challenging. The success of  farmland habitat 
programs is associated with how well managers are able to 
accommodate the ecological, political, economic, and social 
contexts in which these habitat initiatives must occur. State 
Wildlife Action plans provide a useful new framework for 
guiding farmland wildlife priorities, including targeted spe-
cies, habitats, and geographic areas.

Identifying Target Species  
and Ecological Communities
Biologists should consider the community (ecosystem) ap-
proach to habitat development, a perspective that implies 
appraisal of  the potential effects of  management on the 
number and relative abundance of  wildlife species region-
ally. A community perspective does not preclude emphasiz-
ing one or several species in habitat initiatives at localized 
scales, but ensures the impact of  management at larger spa-
tial scales is at least considered. A management program 
that focuses on relatively common species, such as upland 
game, should avoid altering prime habitats of  uncommon, 
rare, or endangered species in larger tracts or remnant 
patches of  native vegetation. Large, permanent tracts of  
habitat in predominately agricultural settings are now un-
common. Where large tracts are present, managers should 
beware of  maximizing edge, a practice that does not benefit 
area-sensitive species, and may facilitate penetration of  cover 
by predators and by brood-parasitic birds (Winter and Faaborg 
1999, Winter et al. 2000).

Identifying Physiographic Characteristics
Once identified, the target region should be examined to as-
sess significant physiographic features from which to build 

a habitat management plan (Risser et al. 1984, Swanson et al. 
1988). Experienced biologists often perform this assessment 
informally, but it is important to review this process and 
document criteria used. What are the natural features that 
give definition to the region (Noss et al. 1995)? What was 
the natural vegetation prior to settlement: prairie, savanna, 
forest? What are the significant habitat features that define 
the wildlife community, including forests, wetlands, riparian 
corridors, intensive grain cropping, and livestock grazing? 
Are there remnant patches of  natural vegetation or other 
significant semipermanent vegetation (such as trees along a 
stream) from which to start? What life-history needs of  tar-
get species are being fulfilled in the existing agricultural ma-
trix? What life-history requisites are lacking? These are the 
kinds of  questions that generally define the resident fauna 
and should guide habitat management strategies.
 Regional habitat strategies should permit development 
of  corridors connecting important landforms and natural 
areas (Flather and Sauer 1996). The physical dimensions of  
corridors and how these corridors are managed will affect 
the reproduction and survival of  wildlife at local and re-
gional scales. River and stream corridors, their riparian veg-
etation, and quality of  water that flows through them 
merit special consideration. In addition to upland erosion 
control, emphasis should be placed on the land–water inter-
face, including near- and in-channel processes. Vegetative 
buffers, riparian forests, and wetlands represent opportuni-
ties to mitigate nonpoint-source pollution from agricultural 
lands. Further, expanded riparian green-belts provide addi-
tional perennial wildlife cover.

Recognizing Issues of Spatial Scale
Agricultural land use affects wildlife habitat at all spatial 
scales. Wildlife agencies usually develop habitat at the patch 
or field scale. These sites are readily affected by ecological 
phenomena occurring in nearby cover types (e.g., inter- 
actions at the farm scale). Likewise, regional phenomena 
influence responses by wildlife at farm and field scales. Re-
gardless of  the extent of  control over local conditions 
brought about by habitat initiatives, the response of  wildlife 
is affected by habitat conditions at larger scales where phys-
iographic and land use factors are similar.

Temporal Factors
The goal of  intensive habitat efforts is generally to improve 
reproduction and survival of  target species on a regional  
basis (Dumke et al. 1981). The resources needed to enhance 
the demographics of  target species often are poorly under-
stood, and habitat programs may require several years of  
development before responses by wildlife are apparent. For 
example, successful intensive ring-necked pheasant (Phasia-
nus colchicus) management programs typically require ef-
forts for 5–10 years on a high percentage of  farms over a re-
gion that is a township or larger in size.
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Planning and Coordinating Management Plans
Biologists are prone to underestimate and understate the 
time needed for different facets of  a management plan. They 
need to carefully consider the time needed to plan, develop 
support from key agencies and groups, coordinate and im-
plement the initial habitat work, evaluate and refine the ap-
proach, and maintain or rejuvenate habitat over the long term.
 We recommend resource planning as a method for the 
comprehensive management of  the resource base (soil, water, 
and related plant and animal resources) within intensively 
farmed landscapes. Management toward multiple natural-
resource objectives is a widely supported approach, but is 
difficult to accomplish on private lands ( Jahn 1988). It re-
quires considerable “front end” efforts by biologists that 
may seem counter to getting habitat in the ground. One 
problem is that it requires multidisciplinary expertise and in-
teragency cooperation. In the absence of  interagency coop-
eration, only the most persistent landholders will contact 
the agencies responsible for delivering independently derived 
plans for wildlife management, soil erosion control, wood-
land management, and commodity marketing.
 Effective coordination is a major effort, and one of  the 
most important aspects is to form an advisory group 
(Phipps 1972). Just as the wildlife biologist evaluates habi-
tat conditions for selected species and provides technical 
guidelines for management, other professionals provide 
similar information from their areas of  expertise. Mem-
bers should represent targeted groups (landowners, rent-
ers, and farm managers), the community, public agencies 
(e.g., Natural Resources Conservation Service, State De-
partment of  Agriculture, and Cooperative Extension Ser-
vice), farm organizations, and private entities such as sport-
ing and other outdoor groups. An effective advisory group 
is invaluable in forming realistic goals and benchmarks of  
success while having a key role in legitimizing and pro-
moting the effort.

Working with Landowners
There is often a direct relationship between effective inter-
actions among biologists and landholders during the plan-
ning process and the subsequent success of  the program.  
Biologists must learn what farm operators want accom-
plished on their land because it is the management goals of 
the landholder (not those of  the managing agency) that are 
likely to be applied and maintained over the years. Skills in 
communicating, marketing, and salesmanship are essential 
to success, but they must be supported with technical knowl-
edge that demonstrates to farmers an understanding of  wild- 
life management, agribusiness, and the complex world in 
which adequate cash flow and profitability are essential.
 Of  particular importance is recognition of  the time and 
other resources required for the farm operator to complete 
the new tasks generated by the habitat plan. An ecologically 
sound habitat management plan will fail if  the varied needs 

of  land users are not met. For example, the interests and op-
tions available to a hobby farmer with considerable time 
and other resources for habitat development would differ 
from those of  a large-scale farm operator. The plan should 
include local contact information for the U.S. Department 
of  Agriculture office, state wildlife agency, conservation or-
ganizations, and other groups that might be sources of  cost-
sharing monies or incentives, equipment, seed or plant ma-
terials, and labor.
 Little habitat management will be achieved and little 
demand generated if  the contact with a farm operator is 
represented only by a quick trip over his land and a hastily 
delivered “plan.” Follow-up is important because it gives 
the biologist opportunity to diagnose and correct unantici-
pated problems such as what to do about “all of  the weeds” 
in the grass planting, and it provides opportunity to em-
phasize the need for long-term maintenance of  vegetation, 
which is often a shortcoming in habitat plans. Follow-up 
also facilitates reevaluating and updating the plan as condi-
tions change on the farm (e.g., government farm programs 
or finances). Further, maintaining a close liaison with pro-
gram participants creates opportunities for the biologist to 
make additional contacts, allowing for expansion of  the 
habitat program to other farms. If  a professional plan is 
prepared with the landholder’s interests in mind, and fol-
low-up assistance is provided as reinforcement and to cor-
rect unforeseen problems, wildlife biologists can be assured 
the demand for their assistance in the farm community 
will grow.

Being Opportunistic and Flexible
Habitat opportunities on farmland are strongly influenced 
by policy changes that are shaped by an increasingly global 
economy, public opinion, resources available to landholders 
and agencies, and changing priorities in resource conserva-
tion. Some of  the most creative and effective habitat pro-
grams were crafted and have been kept alive by biologists 
who effectively anticipated these changes and articulated 
the benefits of  aggressive action to society.

EVALUATING AND REFINING PROGRAMS

The success or failure of  a program should be documented, 
cost effectiveness evaluated, and the appropriateness of  pro-
gram modifications considered. Evaluation can include 
(1) adherence by agencies to time tables, costs, and objectives, 
(2) success rates in establishing and maintaining desired  
vegetative configurations and structures, (3) participation by 
landholders, initially and over time (including assessments 
of  opinions, attitudes, knowledge, and conservation behav-
ior), and (4) responses by targeted species to management. 
The number of  farmland habitat programs that have re-
ceived rigorous evaluation with well-documented costs and 
benefits is small, and few published accounts are available.



  r ichard e.  warner et  al .

Monitoring Vegetation
The extent to which monitoring of  vegetation is warranted 
depends on how reliable the planting method is assumed to 
be. The success of  vegetation established and maintained by 
landholders (when planting methods are proven and widely 
known) is likely to be more variable than if  personnel from 
wildlife agencies had undertaken the task. Monitoring veg-
etation should minimally include the inspection of  a ran-
domly selected sample of  treated sites; these should be eval-
uated with respect to initial and long-term success in achiev- 
ing desired plant forms. Alternatively, landholders familiar 
with particular plant forms can provide feedback through 
questionnaires.

Monitoring Participation by Landholders
Participation by landholders can be evaluated in several 
ways. Opinion surveys can be taken before promotion of  
the program is initiated; follow-up surveys can document 
the effects of  participation in the program on attitudes and 
knowledge. Special recognition of  outstanding cooperators 
can enhance the visibility and importance of  wildlife man-
agement programs to landholders. Ideally, a rural sociolo-
gist or an education specialist should participate in program 
development and evaluation.

Monitoring Responses by Wildlife
Evaluating responses by target species to habitat programs 
can be accomplished by direct or indirect means, depending 
in part on the extent to which species–habitat responses are 
known. Direct evaluation involves, at a minimum, the use 
of  proven survey methods to establish trends in relative wild- 
life abundance. More involved evaluation of  demographic 
responses may require activities such as nest and radio- 
telemetry studies. In some instances, abundance of  wildlife 
is not necessarily an indicator of  a demographically healthy 
population (Van Horne 1983, Vickery et al. 1992). Although 
increased visibility and access to wildlife are important com-
ponents of  farmland management programs, biologists must 
ensure habitat manipulations are creating self-sustaining and 
expanding “source” wildlife populations rather than “sinks” 
that drain animals from larger scale metapopulations.
 Indirect methods of  evaluating habitat programs are 
gaining wide use by wildlife agencies because they are easy 
to use and relatively inexpensive. The most widely used 
method of  inferred evaluation is the habitat index in which 
changes in habitat quality are measured by computing 
change. Measuring and computing habitat indices are not, 
however, the same as measuring the responses of  target spe-
cies to management (Flather et al. 1992, Morrison 2001).

 Game species are the most common target of  manage-
ment interventions. Hunter success rates and changes in 
perceptions of  the quality of  hunting experiences are highly 
appropriate measures of  the success of  a program. Indeed, 
the perception of  the success of  wildlife management pro-
grams by user groups is likely to be more important in 
many ways than actual responses by wildlife.

Evaluating Interactions Between  
Wildlife and Habitat
If  responses by target species to habitat initiatives are a true 
measure of  success, few farmland habitat programs have 
been evaluated, let alone proven successful over a sustained 
period. Following the concepts of  validity in statistical de-
sign, faulty evaluations can be categorized as to type of  er-
ror. For example, invalid procedures can lead the evaluator 
to conclude that a positive response by target species to hab-
itat interventions occurred, when in fact the response was 
negative, negligible, or nonexistent. Other common errors 
are inappropriate evaluation period (typically too short), in-
valid measurement techniques for evaluating population  
responses, and management or evaluation over a limited 
spatial scale. In these instances, important underlying bio-
logical phenomena may go undetected, and some of  the 
same factors that limit success of  habitat interventions also 
lead to failure in evaluation.

SUMMARY

Forces that shape agricultural land use and frame the habi-
tat needs and opportunities for wild vertebrates are now 
global. As the human population continues to increase, 
pressures to produce more food and fiber per unit of  land 
are increasing on all continents. Concerns about how to 
address these challenges are now front-and-center in the 
news media, discussions by policy-makers, and opinion 
polls. The challenges are greater than ever, but so is the 
will of  the public to make steady progress in achieving 
multiple natural-resource goals on farmland. The knowl-
edge and performance of  wildlife agencies and profession-
als will be important in integrating the habitat needs of  
wild vertebrates in these emerging programs. The spatial 
and temporal factors requisite for successful farmland hab-
itat interventions are tied to a complex farming system 
with ecological and socioeconomic dimensions. Wildlife 
managers need to be aware of  and influence this system, 
ranging from regional policies and programs, to the prac-
tices that are used on the ground, and to the perceptions 
of  landholders.
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INTRODUCTION

GLOBALLY, >>50% of the human population lives in urban and sub-
urban areas, and >65% of the population is projected to live in cities by 
2045 (United Nations 2008). Urban areas account for only 2.4% of 

Earth’s surface (Millennium Ecosystem Assessment 2005), but because of the in-
tensity and magnitude of this land use, it has a disproportionate influence on re-
gional and global ecological systems and processes (Collins et al. 2000). Urban en-
vironments contain areas of dense human populations, buildings, impermeable 
surfaces, introduced vegetation, and high concentrations of food, water, energy, 
materials, sewage, and pollution (McDonnell and Pickett 1990, Pickett et al. 2001, 
Adams et al. 2006). From a landscape perspective, urban systems are a mosaic of 
residential, industrial, and commercial buildings, and infrastructure interspersed 
with green areas (Breuste et al. 2008). For wildlife, these important green areas 
often come in the form of a patchy network of lawn, parks, trails, golf courses, 
cemeteries, and a few areas of native vegetation.
 Wildlife ecologists have become increasingly engaged in and around urban areas 
because of  the potential impact of  working in these environments. More than in 
any other setting, the world’s human population interacts with wildlife in urban  
areas. The increased contacts of  humans and wildlife in urban settings have impli-
cations for human health, quality of  life, education, and esthetics; biodiversity in 
all environments improves the health of  humans along with their perceived qual-
ity of life (Fuller et al. 2007, Sala et al. 2009). Urbanities experiencing nature in ur-
ban green-spaces have shown measurable physical and psychological benefits, 
and these benefits increased with increased species richness in the green-spaces 
(Fuller et al. 2007). The proximity of  people and wildlife in urban locales also pro-
vides an educational opportunity to foster an understanding of  sound ecological 
principles (Pickett et al. 2008a). These realities have encouraged wildlife profession-
als to better understand and manage urban ecosystems and educate the public 
about the wildlife living amongst them in their cities.
 Wildlife professionals also have become active in urban areas because of  the 
challenges posed by people and wildlife living in close proximity. Interactions be-
tween humans and wildlife in urban areas creates a need to find safe, humane, and 
socially acceptable means to reduce property and natural resource damage from 
overabundant wildlife populations (Fig. 31.1). Wildlife can host pathogens that 
can be detrimental to humans and other wildlife populations (Bradley and Altizer 
2007). Sprawl from urban areas threatens native species and biodiversity, and has 
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fundamentally changed ecological processes in adjacent ag-
ricultural areas and wildlands (McKinney 2002, Pickett et al. 
2008a).
 In this chapter, we examine the features and processes 
that drive ecological interactions in the urban environment 
and make the urban environment inherently different from 
less developed areas. We explore how wildlife responds to 
urbanization and detail the influence of  specific features of  
the urban landscape on wildlife. We describe study designs 
and methodological consideration that should be addressed 
before starting urban wildlife research. Also, we provide a 
discussion of  the skills needed to be an effective urban wild-
life professional and discuss management strategies that can 
be used to promote the health and persistence of  wildlife in 
urban environments. We present management strategies 
that can be used for land-use planning, green developments, 
open space protection, backyard conservation, and design 
and construction of  roads. We provide suggestions for limit-
ing wildlife damage in urban areas, attracting wildlife around 
the home, and managing people in urban settings. Finally, 
we look ahead to the future opportunities and challenges in 
urban wildlife management.

Ecological Processes, Soils, and Vegetation
To understand why wildlife in urban areas are fundamen-
tally different than their counterparts in adjacent rural, 
managed, and wild areas, it is important to understand the 
driving forces that have altered the dynamics, behavior, ge-
netics, and physiology of  urban wildlife. In this section, we 
briefly detail some of  the large-scale ecological forces that 
shape urban ecosystems. Additionally, because of  their in-
delible link to wildlife, we briefly touch on the unique na-
ture of  soils and vegetation in urban areas.

Energy
Most natural systems are solar-powered through the pro-
cesses of  photosynthesis; this is not the case for urban areas. 
The cores of  urban areas are often covered with impervious 
surfaces that yield no net primary production; thus, the  
energy necessary to run cities must be imported. Most of  
the energy in urban environments comes from fossil fuels, 
allowing urban environments to transform about 70 times 
more energy into heat per square meter than most natural 
systems (Collins et al. 2000). This release of  heat and carbon 
from fossil fuel has been shown to increase local tempera-
tures (Ichinose et al. 1999) and change global climate pat-
terns (Bulkeley and Betsil 2003). An example of  an abundant 
and imported energy source for wildlife in the urban envi-
ronment is food. Food resources are often made available 
to wildlife in the form of  refuse or supplemental feeding.
 City peripheries differ considerably from their cores and 
can be productive because of  the fertilizers and watering 
they receive. In fact, the managed lawns and parks have been 
shown to be more productive than adjacent wildlands (Im-
hoff  et al. 2000), which might help mitigate the loss of  pri-
mary production from areas of  impervious surface in the 
core of  the city (Shochat et al. 2006). Some common wildlife 
species that take advantage of  the rapidly growing grasses, 
ornamentals, and ample invertebrate populations found on 
urban lawns (Falk 1976, McKinney 2002) include moles (Tal-
pidae), groundhogs (Marmota monax), and armadillos (Dasy-
pus novemcinctus).

Climate
Urban areas show increased temperatures compared to 
adjacent rural areas because of  a greater amount of  imper-
vious surfaces and other heat-absorbing materials. This phe-
nomenon is often referred to as the urban heat island. More- 
over, the cores of  cities are warmer than exterior areas, and 
temperature differences are most noticeable at night (Pickett 
et al. 2001). Humidity is lower and precipitation is often 
greater in the city during the day, especially in the down-
wind portion of  the city (Kuttler 2008). It also is more likely 
for it to rain in cities on the weekend, probably due to the 
accumulation of  particulates during the week (Collins et al. 
2000). Gaseous pollution can be 5–25 times higher in urban 
areas, and wind speeds are commonly reduced by 10–20% 
(Sukopp and Starfinger 1999). Changes in climate of  urban 
areas have been shown to alter the times of  flowering, leaf  
emergence, and leaf  drop (Sukopp 1998). Additionally, mod-
erated urban climates have been shown to reduce migra-
tion, increase winter survival, and lengthen the breeding sea-
son of  urban wildlife (Gliwicz et al. 1994, Jerzak 2001, Parris 
and Hazell 2005).

Disturbance
Urban areas have their own unique sets of  disturbances. Ur-
ban areas can experience the large-scale natural disturbances 

Fig. 31.1. People and wildlife living in close proximity. In Monterey, 
California, there is a history of conflict between residents and 
black-tailed deer (Odocoileus hemionus columbianus) populations. 
Photo by M. Wallace.
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such as fire and floods that drive succession and create het-
erogeneity in less altered landscapes. However, these natu-
ral disturbances are often controlled or suppressed in urban 
areas (Collins et al. 2000). Urban areas do see an increase in 
disturbances in the form of  anthropogenic activities such as 
construction, industry, landscaping, and recreation (Rebele 
1994). The combination of  mowing, trampling, and air pol-
lution along with other anthropogenic disturbances all in-
fluence the structure, composition, and succession of  plant 
communities and the wildlife associated with them (Gun-
tenspergen and Levenson 1997).

Soils
Soils become increasingly compacted, sealed, and imper-
vious with increasing urbanization (Pickett et al. 2001, Wes-
solek 2008). Damage caused to urban soils by compaction 
reduces the ability of  oxygen, water, and minerals to pene-
trate the soil (Adams et al. 2006). Sealed and compacted soils 
not only destroy vegetation and alter wildlife habitats, but 
they increase the amount of  runoff  and the temperature in 
the urban environment (Wessolek 2008). Pollutants washed 
off  impermeable surfaces collect in the topsoil and cracks in 
pavement (Wessolek 2008), helping to create soils with more 
heavy metals, salts, acidity, and inorganic nitrogen, along with 
a lower quality litter layer (Pickett et al. 2001). Additionally, 
despite more rainfall in urban areas, the poor water reten-
tion of  urban soils often leads to drought condition for ur-
ban vegetation (Ash 1991).

Hydrology
The increase in sealed and impervious surfaces in urban 
spaces increases surface runoff  while decreasing evapora-
tion and groundwater recharge (Paul and Meyer 2008). Run-
off  from urban areas increases channel size of  streams, water 
temperatures, and levels of  nitrogen, phosphorus, heavy 
metals, and pesticides in urban streams (Paul and Meyer 
2008). These changes generally lead to reduction in bio- 
diversity, including declines in aquatic macroinvertebrates 
(Morse et al. 2003) and stream salamanders (Orser and Shure 
1972, Willson and Dorcas 2003, Miller et al. 2007). Stream 
amphibian communities may be altered when as little as 8% 
of  the watershed is developed (Riley et al. 2005).

Evolution
Humans and human technology are possibly the dominate 
evolutionary force in the world (Palumbi 2008). Natural se-
lection has increasingly come under the direct or indirect 
influence of  humans, through human actions such as hunt-
ing, road kill, species introduction, removal of  predators, and 
climate change (Alberti et al. 2003). These selective pres-
sures are pronounced in urban areas, where animals exist in 
novel environments with new selective forces. The urban 
environment has been shown to alter the genetics, physiol-
ogy, morphology, and behavior of  wildlife and might even-

tually lead to the speciation of  urban populations (Gliwicz 
et al. 1994, Ditchkoff  et al. 2006, Shochat et al. 2006, Slab-
bekoorn and Ripmeester 2008).

Socioeconomic Considerations
Urbanization is a human process that is driven in part by  
social and economic processes. The scope, extent, and par-
ticular features of  urbanization in any given locality are, 
thus, tied to social, economic, and political realities. This 
includes the features known to influence the presence and 
abundance of  wildlife species. Studies have shown a clear re-
lationship between measures of  wealth, power, and status 
and building density, lawn size, tree size, garbage, soil com-
paction, and the richness of  plant and wildlife communities 
(Grove and Burch 1997, Nilon and Huckstep 1998, Kinzig  
et al. 2005).

Vegetation
Urbanization has a profound influence on vegetative com-
munities. In portions of  the urban environment, vegetation 
has been removed and replaced with pavement and build-
ings. Still, there is ample vegetation to be found in cities and 
for simplification, we place urban vegetation into 3 broad 
categories: remnant communities, colonizing communities, 
and planted communities (Adams et al. 2006). Remnant com-
munities are native vegetative communities surrounded by 
development. Colonizing communities are found on dere-
lict lands and vacant lots. These communities are dominated 
by invasive, exotic, and early successional plants. Planted 
communities, which dominate the urban landscape, are highly 
managed communities of  nonnative grasses and planted 
shrubs, trees, and ground cover that also are commonly not 
native to the region.
 In general, the structure of  urban vegetation becomes 
simplified as urbanization intensifies (Adams et al. 2006, 
McKinney 2008). It is common to find the shrub and under-
story layer of  urban and suburban environments removed 
or modified, creating a savanna-like community of  trees and 
grasses (Dorney et al. 1984). Suburban landscapes typically 
contain widely spaced plantings of  few species, most of  which 
are not native (Tallamy 2007). The fragmented nature of  
plantings in these landscapes causes animals to move fre-
quently as they search for food and cover. Too much move-
ment can expose wildlife to predators and traffic or cause 
them to use energy important for survival (Charnov 1976).
 From the periphery of  a city to its core, vegetative cover, 
species richness, and the number of  native and rare species 
typically declines (Sukopp and Starfinger 1999, Pyšek et al. 
2004). Nonnative plants often dominate the core areas of  a 
city, and the larger a city is the greater its proportion of  
nonnative to native plant species (Sukopp and Starfinger 
1999, Pyšek et al. 2004). These nonnative plants alter eco- 
system function and can degrade wildlife habitat (Schmidt 
and Whelan 1999, Borgmann and Rodewald 2004, Burghardt 
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et al. 2008). Additionally, nonnative plants attractive to birds 
and other wildlife are prone to invasiveness because animals 
serve as great dispersers of  their fruits and seeds. Autumn 
olive (Elaeagnus umbellata) and multiflora rose (Rosa multi-
flora), for example, are exotic plants that produce fruits fa-
vored by birds (Lafleur et al. 2007), and each grows and 
spreads quickly where the seeds are defecated. Further, bird 
nests located in multiflora rose and other exotic shrubs may 
experience higher rates of  predation than nests in native 
shrubs, possibly due to lower nest height or larger shrub 
volume surrounding nests (Schmidt and Whelan 1999, Borg- 
mann and Rodewald 2004).
 Snags (i.e., standing dead trees) and downed woody de-
bris are important features of  forest ecosystems and provide 
critical habitat for a diversity of  wildlife (Harmon et al. 
1986). In the southeastern United States., for example, >55 
mammal species, >20 bird species, and many reptile and am-
phibian species use downed wood for nesting, feeding, or 
protection from predators (Lanham and Guynn 1996, Loeb 
1996, Whiles and Grubaugh 1996). However, built areas con-
tain few snags (Blewett and Marzluff  2005) and, therefore, 
cavity-nesting bird densities are low in suburban areas (De-
Graff  and Wentworth 1986, Tilghman 1987, Blewett and 
Marzluff  2005, Fraterrigo and Wiens 2005). Similarly, downed 
logs and other downed woody debris occur in relatively 
low densities in built environments (Fig. 31.2). Downed de-
bris is removed by homeowners; future downed wood re-
cruitment is reduced as snags and dead portions of  live trees 
are removed for public safety reasons.
 Forests, remnant vegetation patches, parks, and nature 
preserves in and adjacent to urban areas are important for 

wildlife conservation efforts, but face a number of  threats 
to their quality and health. Disturbances from trampling, 
mowing, and recreational activities, along with fire sup-
pression, have all been serious threats to maintaining na-
tive vegetation in urban landscapes (Guntenspergen and 
Levenson 1997). Anthropogenic disturbances (i.e., tram-
pling and landscaping) in urban woodlots create open for-
ests with reduced regeneration of  overstory species (Pick-
ett et al. 1997). Urban vegetation also has an increased risk 
of  drought because of  the elevated runoff  from impervi-
ous surfaces and decreased nutrients in urban soils (Pyšek 
et al. 2004).

Wildlife Communities and Urbanization
Urbanization has been one of  the primary reasons for the 
extinction and local extirpation of  native vertebrate spe-
cies (Czech et al. 2000, McKinney 2002). Moreover, most  
research suggests that diversity or richness of  species, espe-
cially vertebrates, declines with rises in the degree in urban-
ization (Marzluff  2001, McKinney 2008). This is likely due to 
the loss and degradation of habitats, the loss of  vegetation 
to impervious surface, and the simplification of  vegetation as 
urbanization increases (McKinney 2008). While the creation 
and expansion of  cities has removed many native wildlife 
species, invasive nonnative species have replaced them, fill-
ing the ecological vacuum. As urbanization increases, the 
proportion and density of  nonnative birds and mammals  
increases (Mackin-Rogalska 1988, Marzluff  2001, McKinney 
2002). This is helping to create a situation where the same 
few species can be found in the core of  cities worldwide 
(McKinney 2006). Along with a pattern of  decreasing diver-
sity, there is an inverse relationship with the density and bio-
mass of  the remaining species. Animal densities are com-
monly higher in urban areas and biomass of  birds has been 
shown to increase 1–3 times in urban areas when compared 
with less developed areas (Adams 1994, Marzluff  2001, Adams 
et al. 2005).
 Still, some studies have indicated the diversity of  species 
increases with moderate levels of  urbanization. These find-
ings are more common for plants and insects than for verte-
brates and are believed to be a function of  the hetero- 
geneity of  the landscape and humans helping to increase 
nonnative populations (McKinney 2008). Species diversity 
also may vary with the age of  an urban area. Bird commu-
nities have shown greater diversity in older developments 
and parks (Fernandez-Juricic 2000, Chace and Walsh 2006). 
This relationship can possibly be explained by the increased 
complexity of  vegetation that occurs with aging of  these ur-
ban sites.
 As the structure of  animal communities change with ur-
banization, so do the types of  species that can be found 
there. In general, wildlife can be grouped into 3 categories: 
(1) urban avoiders, (2) urban adapters, and (3) urban exploit-
ers (McKinney 2002). As described by McKinney (2002), ur-

Fig. 31.2. The abundance of snags and downed logs is low in built 
environments; therefore, efforts should be focused on conserv-
ing these critical habitat elements. Photo by C. Moorman.
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ban avoiders are species sensitive to human activities and 
not able to use the anthropogenic resources of  urban envi-
ronments. These species are often large, interior species, 
predators, or migratory in nature. Urban adapters are often 
edge or savanna species that are well adapted to the typical 
suburban, backyard, forest–park matrix. Adapters utilize many 
of  the resources available around human development, in-
cluding ornamental plants, crops, garbage, and supplemen-
tal food. Urban exploiters, or synanthropes, are a homoge-
nous group of  species that are often not native to the region 
and highly adapted to urban environment. They are usually 
omnivorous and their populations are dependent on human 
resources with little reliance on local vegetative communities 
(Nilon and VanDruff  1987, McKinney 2002, Ortega-Álvarez 
and MacGregor-Forbs 2009).
 Urban-adapted mammals found outside of  the cities’ 
impervious cores include burrowing species (skunks [Mephi-
tis spp.], moles, rabbits [Leporidae]). Medium-sized omni-
vores (opossums [Didelphis virginiana], raccoons [Procyon lo-
tor], and foxes [Vulpes spp.]) also are common in and around 
the core of  cities (Pickett et al. 1997, McKinney 2002). Com-
mon urban-adapted birds (American robin [Turdus migrato-
rius], crows [Corvus spp.], seedeaters [finches, Fringillidae], 
and aerial sweepers [swifts, Apodidae; nighthawks, Chorde-
ilinae]) include both omnivores and ground feeders (McKin-
ney 2002, Chace and Walsh 2006, Ortega-Álvarez and Mac-
Gregor-Forbs 2009). McKinney (2002, 2006) noted that urban 
exploiters common in the city core included house mice 
(Mus musculus), rats (Rattus spp.), pigeons (Columba livia do-
mestica), and house sparrows (Passer domesticus). There also 
are a few examples of  native species thriving in the city core. 
For example, the peregrine falcon (Falco peregrinus) thrives 
in inner cities and benefits from the similarity of  buildings 
to cliff  faces for nesting areas and from abundant food sources 
like pigeons and house sparrows.

Demographic and Behavioral Changes  
of Populations
Wildlife populations that have settled in urban areas often 
show distinct differences in their population demography, 
behavior, and physiology when compared to their counter-
parts in more natural areas. For example, urban populations 
commonly have higher densities and higher rates of  fecun-
dity and survival. Furthermore, individual animals found in 
urban populations are often larger and show reduced re-
sponses to humans and other predator stimuli. Recently, 
there has been a push to understand the mechanisms that 
are causing those changes (Schochat et al. 2006) and not to 
simply look at the patterns of  change that wildlife show in 
response to urbanization. Table 31.1 provides examples of  
some dominate urban features that are believed to influence 
wildlife communities and populations. Many of  the rela-
tionships between specific urban features that we present 
have not been tested as causal relationships. In some cases, 

associations or correlations have been made, and in other 
cases, the relationships are simply hypothesis; nonetheless, 
we believe this table helps to illustrate how the specific fea-
tures of  the urban environment may influence wildlife pop-
ulations and individuals.
 Urban wildlife research as a subdiscipline has struggled 
to place appropriate boundaries and definitions on the use 
of  the term urban. Too often researchers use the term  
“urban” and assume their audience knows the meaning 
(McDonnell and Pickett 1990, McIntyre et al. 2000, Marzluff  
et al. 2001). This problem has arisen because most of  the 
places where wildlife ecologists work, including >75% of  
the ice-free portion of  Earth’s surface, have been modified 
by humans (Ellis and Ramankutty 2008) and there are not 
commonly used standard designations for all the types of  
human-altered landscapes. Additionally, the names and short-
hand that have been given to human-altered landscapes 
(urban, golf  course, urban park, suburban, exurban, rural, 
city core, city center, urban–wildlands interface, etc.) have 
not been consistent, nor have they specifically detailed how 
the landscape has been altered. The term urban clearly is at 
one end of  the gradient of  human land uses and indicates 
that researchers are interested in studying wildlife in altered 
environments. However, the extent and type of  alteration is 
of  vital importance to understanding wildlife’s response  
to the different and numerous features of  urban areas (see 
Table 31.1). As wildlife research in urban settings expands, 
there is a need to define the subdiscipline and for research-
ers to document and even quantify the extent of  urbaniza-
tion on their study sites.
 The urban wildlife subdiscipline investigates wildlife in 
areas dominated or influenced by the built environment and/ 
or human habitation. Within these areas, the subdiscipline 
focuses on the behaviors, dynamics, and physiology of, and 
interactions between, wildlife, as well as the interactions of  
wildlife with humans and the biotic and abiotic features of  
these areas. Urban wildlife research is not restricted to cities 
and their surrounding suburbs or to natural areas within 
them. Urban wildlife research also includes investigations of  
wildlife in and around concentrated human developments 
of  varying sizes, and in areas and communities connected to 
cities through transportation, utilities, or the flow of  mate-
rials (Pickett et al. 2001, Anonymous 2008). Due to their re-
duced scale, many towns and developments have not been 
classified as urban, but if  these areas have the same features 
as urban areas they should be considered within the scope 
of  urban wildlife research (see Table 31.1).
 The study of  urban wildlife also is an inherently inter-
disciplinary field. We cannot truly understand how pat-
terns of  human development influence wildlife without in-
tegrating social sciences into ecological research. Sociology, 
demography, psychology, urban planning, and political sci-
ence are a few of  the many disciplines that can help wildlife 
ecologists elucidate the processes and drivers of  the urban 
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system. For more information on integrating social sciences 
into applied wildlife research see Chapter 23 (This Volume).

Classifying and Quantifying Study Sites
Due to the breadth of  “urban research,” it is important not 
to simply describe any area developed by humans as urban, 
but to describe the extent of  human development and alter-
ation in and around each study site. Marzluff  et al. (2001) 
spelled out definitions for classifying land uses (Table 31.2) 
that can be used to classify studies along an urban–rural gra-
dient. A second and more precise approach would be to 
quantify the features of  the urban environment that are hy-
pothesized to influence wildlife on a particular study site. 
One common metric often used as a proxy of  urbanization 

has been the amount of  impervious surface (Arnold and 
Gibbons 1996, McKinney 2002). Some of  the features of  the 
urban environment that also could be quantified to help ex-
plain the distribution, demography, or behaviors of  wildlife 
are land cover type, age since conversion, road density, traf-
fic patterns, and human population density (McIntyre et al. 
2000).

Design of Studies Examining the Influence of 
Urbanization
Any number of  study designs can be used to examine wild-
life, but some designs are better suited to understanding 
wildlife ecology in an urban context. One of  the simplest 
approaches to studying wildlife in urban areas has been to 

Table 31.1. Relationships and hypothesized associations between features of the urban environment, and wildlife populations, 
communities, and individuals

Urban feature Associated wildlife response Citations

Increased food supply (anthropo- Altered diet; reduced migration; increased population Andrzejewski et al. 1978; Gliwicz et al. 1994; Heusmann 
 genic food, supplemental  densities, fecundity, and winter survival; smaller  1988; Beckmann and Berger 2003; Prange et al. 2003, 
 feeding, primary production  ranges; longer breeding season; greater body mass  2004; Ditchkoff  et al. 2006 
 from lawn and ornamentals)  
Human presence Reduced activity during daylight, reduced antipredator  Beckmann and Berger 2003, Ditchkoff  et al. 2006, 
  response, avoidance behaviors, habituation to humans  McCleery 2009a
Reduction of  predators Reduced response to predators, lower predation pressure,  McCleery 2009a, Gliwicz et al. 1994, Marzluff  2001
  increased longevity, higher survival, high population  
  densities 
Moderated climate Reduced migration, higher winter survival, longer  Gliwicz et al. 1994, Jerzak 2001, Parris and Hazell 2005 
  breeding season, range expansion 
Roads Road mortality, road avoidance, barriers to movement,  Forman and Alexander 1998, Forman and Deblinger 2000 
  subdivided populations, associated noise can inhibit the  
  ability of  male songbirds to attract mates, fragmented  
  habitats, altered stream and wetland hydrology, polluted  
  water, facilitated plant invasions 
Windows Bird strikes, bird mortality Adams et al. 2006, Klem 1990, Hagar et al. 2008
Culverts Movement corridors, roost sites Tigas et al. 2002, Scales and Wilkins 2007, Ascensao and  
   Mira 2007, Gosselink et al. 2007
Bridges Nesting sites, roosting sites, hibernacula, migratory rest- Adams et al. 2006, Mackin-Rogalska et al. 1988 
  stops 
Buildings Shelter, nesting sites, roost sites, den sites, hibernacula,  Marzluff  2001, Pickett et al. 2001, Ree and McCarthy 
  higher cat densities, barriers to migration and dispersal,   2005, Adams et al. 2006, McCleery et al. 2007b
  bird strikes 
Reduced snags and downed wood Loss of  nesting sites, reduction in cavity nesters and tree  Blewett and Marzluff  2005, Rottenborn 1999, Adams 
  roosters, increased nesting in buildings, increased   et al. 2006, McCleery et al. 2007b, Ree and McCarthy
  predation pressure from lack of  cover  2005
Domestics and feral cats Extensive predation, restricted distribution of  prey species,  Dickman and Doncaster 1989, Woods et al. 2003, Baker 
  reduced densities of  prey species, reduced diversity  et al. 2005, Ree and McCarthy 2005
Patchy, fragmented landscape Reduced juvenile dispersal, source–sink dynamics, loss of   Andrzejewski et al. 1978, Dickman and Doncaster 1987, 
  interior species, high wildlife densities in favorable   Nilon and Pais 1997, Marzluff  and Ewing 2008, Etter 
  habitats, increased exposure to predators, increased   et al. 2002, Beckman and Berger 2003, Harveson et al. 
  competition with exotics  2004, McCleery 2009c
Noise Higher frequency bird calls, louder vocalization, restricted  Estes and Mannan 2003, Slabbekoorn and Peet 2003, 
  distribution, reduced reproductive success  Slabbekoorn and Ripmeester 2008
Pollution Reduced reproductive success, reduced health and survival,  Ditchkoff  et al. 2006, Bradley and Altizer 2007 
  interspecific competition 
Simplified vegetation Decreased native species, an increase in invasive species,  Sukopp and Starfinger 1999, Guntenspergen and 
  loss of  species richness  Levenson 1997, Savard et al. 2000, McKinney 2008
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compare wildlife populations and/or communities in urban 
areas to less developed areas. This approach can help eluci-
date the basic difference between wildlife in urban and rural 
areas. However, this design is limited because it can under-
estimate the extent of  development (Miller et al. 2001a), 
does little to explain what mechanisms are creating the dif-
ference, and does not help establish levels or thresholds of  
development where ecological changes will occur.
 A design that helps to address the aforementioned prob-
lems with the urban versus rural design is the gradient ap-
proach proposed by McDonnell and Pickett (1990). The idea 
behind this approach is that influence and extent of  urban-
ization changes in relation to distance from the center of  
the city. By studying wildlife at uniform distances from the 
city center, researchers should be able to see patterns in re-
lation to urbanization. A problem with this approach is that 
looking solely at distance oversimplifies urban systems that 
do not always change predictably from the center of  the city 
(Alberti et al. 2001). This is to say that cities don’t always 
grow in even circles out from the city center. An alternate 
approach is to select sites that vary quantifiably by type or 
intensity of  development. Similarly, one of  the strongest 
study designs for understanding wildlife responses to urban-
ization is to hypothesize what features of  the urbanization 
are influencing wildlife communities or populations of  in-
terest, quantify these features, and relate them to measured 
changes (diversity, reproduction, behavior, etc.). Addition-
ally, Alberti et al. (2001) have argued that using landscape 
and patch metrics can provide useful measures of  the ur-
ban environment to relate to ecological questions.
 Regardless of  what design is used to study the urban en-
vironment, it is important to account for scale when exam-
ining wildlife in urban environments. Take, for example, a 
study on the influence of  urban vegetation on bird commu-
nities on 0.25-ha plots. Even if  the vegetation on the plots 
was similar, we would certainly expect there to be detect-
able ecological difference between plots surrounded by houses 
with 0.25-ha lawns and plots next to a freeway surrounded 
by impervious surfaces. Animals select habitats on multiple 
scales ( Johnson 1980); therefore, we suggest that research-
ers attempt to conduct research on multiple scales or to 

couple fine-scale research (vegetative structure, food resources, 
nesting sites) with broad-scale landscape-level examinations 
of  the patterns and intensity of  development (see Miller et al. 
2001a). By examining wildlife’s response to urbanization on 
multiple scales, planners and ecologists will become better 
equipped to understand and mitigate at the scales at which 
urbanization has the greatest influence on communities and 
populations (Hostetler 1999).
 The timeframe of  most urban wildlife research has been 
1–2 years (Marzluff  et al. 2001). Despite the difficulties asso-
ciated with conducting long-term research, it holds unique 
advantages in urban areas. Urbanization and cities are fluid 
systems and long-term research projects allow researchers 
to establish cause-and-effect relationships between the changes 
in the structure of  a city and changes in wildlife communi-
ties. Additionally, long-term population studies of  demo-
graphic and behavioral changes can help explain why we see 
the patterns of  change in response to different levels of  de-
velopment (Marzluff  et al. 2001). Long-term studies such as 
those currently underway in Phoenix, Arizona and Balti-
more, Maryland as part of  the Nation Science Foundation’s 
Long Term Ecological Research (LTER) program also al-
low researchers to evaluate the potential for cumulative ef-
fect, time lags, and feedback mechanisms in urban systems 
(Pickett et al. 1997).

Research Logistics in the Urban Environment
Many of  the research techniques used for researching wild-
life in an urban environment are similar to those in other 
field environments; however, there are a number of  issues 
to consider before conducting research in an urban study 
site. First, researchers should realize there are multiple 
stakeholders in urban environments, including individual 
landowners, local clubs, NGOs (Nongovernmental Organi-
zations), and interest groups. Also, there are likely to be di-
verse opinions about, and considerable interest in, your re-
search. Before starting, we suggest you meet with as many 
of  these groups as possible to help gain their confidence. 
Therefore, budget a suitable amount of  lead time ahead of  
your project’s proposed start date. Some researchers have 
suggested distributing leaflets (VanDruff  et al. 1996). We also 
recommend creating a website and using local radio, televi-
sion, and newspaper to help engage local residents. We 
also have found engaging local groups can generate a great 
number of  volunteers for your project. Be ready to have 
tasks where they might be able to help.
 Access to urban study sites also should be considered be-
fore commencing field work. Depending on the nature of  
the study, researchers might have to gain permission for ac-
cess to study sites from individual landowners (even going 
door to door), park managers, homeowner associations, and 
police. Tax maps or digital county property records can be 
useful for identifying landowners. Additionally, it is impor-
tant to realize that jurisdiction for wildlife and property on 

Table 31.2. Classification for land uses in urban wildlife 
ecology studies

 Percentage  Residential 
Classification developed Building/ha human density

Wildlands 0–2 0 <1/ha
Rural and exurban 5–20 <2.5 1–10/ha
Suburban 30–50 2.5–10 >10/ha
Urban >50 >10 >10/ha

Adapted from Marzluff  et al. (2001).
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an urban site may fall under different or multiple entities 
such as individual landowners, and municipal, county, state, 
and federal governments.
 Once field work has begun, it may be highly visible, and 
with this comes increased contact with the public. Inter-
acting with the public and answering questions is part of  
urban research. Field workers should be courteous, patient, 
and prepared to answer questions. Special care should be 
taken with field research that includes the trapping and han-
dling of  animals (Peterson et al. 2003a). Every effort should 
be made to make trapping methodology acceptable to the 
public and to reduce the chance the public encounters a 
trapped animal. This means checking traps frequently or  
attaching remotely accessed triggers to notify researchers 
when a trap has been tripped (Larkin et al. 2003). We also 
recommend that handling of animals be conducted away 
from the public’s eye. If  it is possible, use a vehicle, tent, or 
building for concealment. The humane handling of  animals 
might appear normal to a wildlife researcher, but might be 
misinterpreted as cruelty by others. To protect yourself  and 
the study animals, make sure your animal handling protocol 
has been approved by your Institutional Animal Care and 
Use Committee (IACUC) before you start the study. Col-
lars and marks on animals also generate interest in, and con-
cern for, animals. Field workers and investigators should be 
prepared to answer questions about the safety and utility of  
animal collars and marks. Previously prepared written infor-
mation available for quick dissemination can increase public 
awareness and community support.
 Many urban wildlife researchers have encountered diffi-
culties with theft and vandalism of  their equipment. Traps 
can be hidden or labeled with information about the research. 
Alternatively, traps can be placed out in the evening and re-
moved in the morning. When monitoring mammal distri-
butions, use of  infrared cameras without a flash might help 
reduce public attention to them, or scent stations can be used 
as a cheaper alternative.
 There are advantages to urban research. Many animals 
are habituated to people, making them easy to observe 
without considerably altering their behaviors. This also  
can make it easier to get visual locations of  marked or radio-
collared animals. The network of  roads in the urban envi-
ronment also provides easy access to den sites and areas of  
high activity (VanDruff  et al. 1996). Additionally, roads and 
landmarks make it easy to home in on or triangulate the lo-
cations of  radiocollared animals. Another advantage of  not 
being at a remote field site is the ease with which field crews 
can receive and fix equipment and the accessibility of  the 
site to the principal investigator, who can provide support 
when necessary (VanDruff  et al. 1996). Finally, urban research 
provides an excellent opportunity to promote wildlife ecol-
ogy and provides opportunities for education and outreach 
(McCleery et al. 2005).

 In some cases, researchers might be forced to alter their 
methodologies in the urban environment. For exampling, 
darting an animal that might access >100 properties before 
it becomes sedated is probably not a good idea. In these sit-
uations, researchers should consider portable drop nets or 
drive nets (Peterson et al. 2003a). Density estimation also 
can be complicated. Often the only access for researchers  
in the urban environment is limited to roads. This can bias 
sampling because roads are not an accurate representation 
of  the rest of  the study area. Fortunately, researchers are be-
ginning to develop methods of  adjusting samples from 
roads to make them more reliable (Marques 2007). An alter-
native is to use a helicopter to overcome the biases gener-
ated from road-based methodologies (Drake et al. 2005). 
Additionally, urban wildlife’s varying use and avoidance of 
the abiotic features of  the urban environment have forced 
researchers to consider buildings, pavement, fountains, and 
other features of  the urban environment in their habitat se-
lection research (McCleery et al. 2007b).

MANAGING IN THE URBAN ENVIRONMENT

Practitioners
Wildlife management in urban environments is often more 
complex than in remote or agricultural settings (Adams et al. 
2006). Additional issues include agency image and credibil-
ity problems, conflicts between recommended solutions and 
values of  diverse urban publics, and even public animosity 
toward regulatory agencies (Lowery and Siemer 1999). A 
few agencies have reached out to nontraditional urban cli-
entele (Adams et al. 1997), but overall the wildlife profes-
sion has not left its traditional hunting and fishing comfort 
zone and has had difficulty communicating effectively with 
the general public (Decker et al. 1987). Agency responsibil-
ity for wildlife conflicts is a confusing maze of  jurisdictions 
and poorly articulated policies (Berryman 1994). Agencies 
have often left resolution of  urban human–wildlife con-
flicts to individuals or private wildlife-control operators 
(Hadidian et al. 1999), who may address the symptom, but 
often do not have adequate training or incentive to deal 
with the underlying issues (Barnes 1997). The result is that 
the American public has been frustrated and is unsure of  
whom to contact for help (Reiter et al. 1999).
 Wildlife management is people management. This tru-
ism is even more important for the urban wildlife practitio-
ner than the traditional one. It’s relatively easy to solve the 
wildlife issue or at least to know HOW to solve the biologi-
cal problem. The difficult part is getting people to connect 
with you enough to trust you and listen to what you say 
long enough to influence their way of  thinking. The num-
ber and diversity of landowners and residences in urban 
areas can make this a challenging and time-consuming part 
of  any management action. However, it cannot be over-
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looked because the acceptance of  a management activity  
by individual landowners and the community as a whole  
are vital to the success of  any urban wildlife management 
program.
 Practitioners can promote their programs through leaf-
lets, signs, the internet, newspaper, radio, and television. It 
is equally important for urban wildlife managers to engage 
directly with individuals and groups. Engaging stakeholders 
door to door, at meetings, and even over the phone can be a 
highly effective means to spread information about the ben-
efits of  a management program. In efforts to change or al-
ter behaviors, perceptions, and attitudes, this type of  direct 
contact with stakeholders is believed to be more effective 
than passive means of  communications (print, television,  
radio, etc. [McCleery et al. 2007a]). Still, nothing is more 
important than encouraging involvement or participation 
from the public. Individuals that have performed a behavior 
(e.g., put a bat box in their backyard) or participated in  
an activity (e.g., used nature trails at the city park) are more 
likely to have a favorable attitude toward it and to do it 
again if  their experience was positive (McCleery 2009b). 
Practitioners should make every effort to include and re-
cruit school children, volunteers, housing associations, and 
interest groups to physically help with and participate in 
management activities as a way to influence behaviors and 
perceptions. Not only does this build community support 
and increase public awareness, but it is reduces personnel 
and management costs.
 To help initiate wildlife-friendly projects, practitioners 
should consider small symbolic projects in the urban area 
(VanDruff  et al. 1996). People are more receptive to chang-
ing their behaviors and thinking if  they can physically see 
the benefits of  a project (McCleery et al. 2007a). Small and 
highly visible projects can serve as excellent opportunities 
for education and can help managers explain and demon-
strate the benefits of  wildlife management to the public.
 Outreach, involvement, and interpretation are good 
initial steps to gain acceptance of  management initiatives, 
but for program success, it might be necessary to gain a bet-
ter understanding of  what urban stakeholders value and 
why they value it. Depending on the scale of  management 
action, this information can be gained from informal com-
munication with individuals or collected through formal 
surveys of  attitudes, experiences, and behaviors (see Chap-
ter 24, This Volume). Armed with information about what 
communities and individuals value, practitioners can help to 
tailor management programs to specific communities (e.g., 
community-based wildlife management) and create programs 
that allow individuals to see value and benefits coming from 
their efforts, tax dollars, or donations. Another tactic to en-
courage involvement and to help individuals see the benefits 
of  responsible management strategies is to provide incen-
tives for the management activities you would like to en-

courage. This can be done in the form of  cost sharing, cash 
grants, or tax breaks.
 Urban wildlife practitioners should cultivate interests 
that can be readily shared with the urban public (e.g., birds, 
herps, native plants, xeric plantings). They also should broaden 
their knowledge base to be able to talk intelligently in diverse 
arenas. Success also takes persistence. Building connections 
over a period of  years will pay off  as the public you have 
“informed” begins to expand the influence of  your voice to 
wider audiences. In addition to wildlife management, prac-
titioners need an understanding of  landscape architecture 
and design. Urban practitioners should also understand the 
physics behind stream flow and erosion, and the engineer-
ing requirements behind other environmental management 
problems, and cultivate a working knowledge of  how to  
address them. Additionally, urban practitioners need a solid 
understanding of  economics and an understanding that 
most decisions are driven by money spent and political will 
( J. Davis, Texas Parks and Wildlife Department, personnel 
communication). Practitioners will benefit from the ability 
to integrate the ecological needs of  wildlife species into the 
concepts of  landscape ecology that increasingly are used in 
urban planning and design. And, finally, patience, enthusi-
asm, and genuine desire to find ways to integrate informa-
tion from different fields and communicate this information 
to people will help the practitioner find success in the urban 
environment.

Habitat Conservation and Management
Considerable opportunity exists to protect, restore, and man-
age wildlife habitats in urban and suburban environments, 
but efforts need to be matched to the density of  humans 
and the extent of  habitat needed by the wildlife (Table 31.3). 
In densely populated urban areas, land-use planning has lim-

Table 31.3. Opportunities for habitat protection and 
management in urbanizing landscapes, categorized by 
human density and by habitat extent required

Habitat  
extents Exurban Suburban and urban

Small Protection through develop- Protection through develop- 
  ment ordinances, conserva-  ment ordinances, conserva- 
  tion subdivisions; collabora-  tion subdivisions; collabora- 
  tive backyard activity;   tive backyard habitats; 
  appropriate park and open-  appropriate park and open- 
  space management  space management
Large Protection through zoning and  Limited options; corridors or 
  development ordinances,   stepping stones to help 
  conservation subdivisions;   wildlife move through 
  collaborative backyard  
  activity; appropriate park 
  and open-space management 
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ited potential for conservation of  large habitats because 
most wildlife habitats already have been developed. In these 
areas, land-use planning for wildlife conservation activities 
can focus on integrating goals and objectives for restoring 
degraded sites (e.g., stream restoration), improving back-
yards, and protecting and managing existing open space or 
integrating open space into community planning documents. 
In addition, these initiatives can be undertaken by a variety 
of  groups outside of  the land-use planning process. In less 
dense, exurban areas, planning has more potential to link large, 
contiguous areas of  open space, especially when integrated 
with the local-scale collaborative habitat management ef-
forts in more densely populated areas.
 These habitat conservation efforts should be directed 
by specific landowner or societal objectives and should be 
based on the target species of  wildlife to be conserved, in-
cluding consideration for the scale at which the species op-
erates. Additionally, wildlife population responses to habitat 
management should be monitored continuously and adap-
tive adjustments to management practices should be used. 
Different wildlife species operate at different scales; there-
fore, the spatial extent of  human activities will influence  
the effect on wildlife (Hostetler 1999). For example, home-
owner efforts to appropriately landscape a yard might at-
tract a northern cardinal (Cardinalis cardinalis) or a butterfly, 
but will have little effect on a coyote (Canis latrans) or a red-
tailed hawk (Buteo jamaicensis) establishing a home range. 
To address ecological response at multiple scales, planning, 
design, implementation, and monitoring of  wildlife response 
to urban land use should be coordinated collaboratively with 
urban planners and landscape architects (Hostetler 1999).

Land-Use Planning
Typically, planning departments place little emphasis on 
biodiversity conservation, except when mandated by water-
quality guidelines or threatened and endangered species leg-
islation (Miller et al. 2008). Planning departments with a 
staff  specialist and funding allocated to biodiversity conser-
vation are most likely to emphasize habitat protection, yet 
these conditions are uncommon (Miller et al. 2008). Few 
planning departments have these resources; therefore, Bro-
berg (2003) suggested that ecologists educate local govern-
ments, participate in public hearings, and volunteer to serve 
on planning commissions or review boards. To integrate 
wildlife conservation into urban planning, it is important  
for wildlife biologists to work collaboratively with urban 
planners and developers during all phases of  development 
(Hostetler and Drake 2009).
 To appropriately conserve wildlife and their habitats, land-
use planners must incorporate ecological principles into 
community planning and design. Planning departments can 
acquire conservation data (e.g., key habitat corridors, land-
scape context) and natural resources inventories (e.g., rare 

species occurrences) from state natural-heritage databases 
or other government databases. State wildlife action plans 
identify priority species and habitats with high conservation 
needs and can be an aid to prioritizing conservation lands in 
urbanizing areas. A map of  a jurisdiction’s potential conser-
vation lands can be developed using these data sources and 
with input from regional experts and other stakeholder 
groups (Carter 2009). Once created, maps of  high-priority 
conservation areas can be used to guide regional open-space 
acquisition and local protection of  natural areas during sub-
division development.

Landscape Context
Factors that influence wildlife demographic patterns may 
differ between urban, suburban, and rural landscapes, so 
wildlife managers should consider landscape context in local 
and regional conservation planning (Burhans and Thomp-
son 2006). Kennedy et al. (2003) suggested a minimum of  
60% of  the landscape should be conserved as suitable habi-
tat to sustain long-term populations of  area-sensitive species 
and rare species. Protecting a single, large habitat fragment 
may be superior to protecting several large fragments, espe-
cially for conserving vertebrate species (Soulé 1991a). For 
example, Donnelly and Marzluff  (2004) suggested that large 
forest reserves (>42 ha) in landscapes with >40% urban land 
cover will support rich bird communities.

Connectivity
Small, isolated patches of  habitat embedded in a built land-
scape are unlikely to support viable wildlife populations over 
the long term, so corridors often are suggested as a means 
to maintain patch connectivity (Forman and Godron 1986, 
Noss 1987). Riparian systems and road underpasses can be 
used to form the initial framework of  a corridor network, 
and additional linkages can be made through coordinated 
protection of  open space (e.g., see Greenways and Recre-
ational Trails below). If  the distance between remnant patches 
is short (for the species of  emphasis) then a stepping-stone 
approach can be used to promote movement. In this case, 
the stepping stones are suitable patches of  habitat positioned 
within the urban matrix so that an individual species is able 
to move across the landscape by moving easily from one patch 
to another (Kennedy et al. 2003). If  the distance between 
remnant fragments is relatively far, continuous corridors 
likely are the more appropriate mechanism to maintain con-
nectivity and increase inter-patch movements (Haddad 2000).

Zoning and Growth Boundaries
Zoning and development ordinances are 2 tools that local 
jurisdictions use for regulating new developments (Pejchar 
et al. 2007). County and city governments use zoning to 
segregate incompatible land uses and preserve the character 
of  a community. Zoning ordinances often designate the ac-
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ceptable land use (e.g., open space, residential, commer-
cial), the allowable building density on a site, the allowable 
height and footprint of  buildings, and the proportions of  
the types of  space on a lot (e.g., landscaping and impervious 
surface). Within a subdivision ordinance (one type of  devel-
opment ordinance), specific guidelines and exceptions for 
subdivision development also are defined. Other types of  
development ordinances may include watershed, tree, and 
steep-slope protection. Some communities have integrated 
all development ordinances into one unified code called a 
“Unified Development Ordinance.”
 Zoning and development ordinances direct future devel-
opment patterns and have long-term effects on wildlife habi-
tats. Ordinances that incorporate protection of  natural re-
sources are an important tool for habitat conservation in 
urbanizing regions. Activities associated with wildlife man-
agement on public lands, including hunting, timber harvest, 
and prescribed burning, can cause aesthetic and safety con-
cerns for developments along property boundaries. There-
fore, zoning can be used to limit development densities in 
areas that lie adjacent to working public lands (ideally, 1 
dwelling unit/2 ha or 4 ha), thereby increasing the chance 
that wildlife management activities will be feasible in the fu-
ture. These low-density zoning districts also might be 
used to protect the watersheds surrounding drinking-water 
supply reservoirs or to establish a rural buffer outside of  ur-
ban areas. However, even dispersed homes can fragment 
habitat for area-sensitive wildlife such as bobcats (Lynx rufus) 
and forest-breeding songbirds (Theobald et al. 1997, Odell 
and Knight 2001). In large-lot zoning districts, homes should 
be located far away from sensitive habitats and open space 
on adjoining lots should be connected when possible.

Overlay District
An overlay district can be used to establish alternative land-
development requirements for a specific environmentally sen-
sitive area or an area where development might pose a risk to 
wildlife conservation (e.g., adjacent to working open space). 
The overlay is a mapped area that is usually superimposed 
over conventional zoning districts, but overlays can be stand-
along regulations. The regulations associated with the overlay 
district supersede those of  the existing zoning district.

Urban Growth Boundaries
Government can protect natural resources using urban 
growth boundaries (UGB), which are zoning controls that 
separate designated development areas from rural lands 
(Carter 2009). Inside the UGB, development is encouraged, 
while outside the line, development is strongly discouraged.

Development Patterns
Protected open space either can be integrated into the 
built environment or consolidated into separate areas; these 

2 approaches can yield spatial patterns of  wildlife habitat that 
are distinctive. For example, city-center designs that concen-
trate development near the urban core may contain rela-
tively little green-space as compared to municipalities with a 
more dispersed development pattern (Sandström et al. 2006), 
but the latter can promote sprawling exurban develop-
ment that is detrimental to wildlife conservation. New ur-
banism is an urban design movement that supports com-
pact, pedestrian-friendly, and mixed-use neighborhoods, and 
the strategies associated with New Urbanist design may re-
duce traffic congestion and limit urban sprawl relative to 
conventional approaches (Gordon and Vipond 2005).

Transit-Oriented Development
By promoting transit-oriented development, municipalities 
can cluster development around existing transit centers. This 
will avoid urban sprawl encroachment into wildlife habitat.

Conservation Incentives
Homes closer to open space may have increased property 
value; therefore, market forces may facilitate the adoption 
of  green growth patterns by developers (Pejchar et al. 2007). 
If  not, local or regional governments may choose to offer 
economic incentives to encourage changes in development 
patterns to better conserve natural resources (Pejchar et al. 
2007). Conservation incentives include density bonuses, 
transferable development rights, and tax credits for donating 
conservation easements. Density bonuses may be used to 
allow developers to include more lots in a development than 
is allowed under the existing zoning regulations in exchange 
for setting aside larger contiguous blocks of  habitat as open 
space. Transferable development rights allow development 
rights to be transferred out of  ecologically important areas 
to receiving areas, usually with a density bonus or house 
size increase attached as an incentive. Tax credits for donat-
ing conservation easements can be used to protect rural ar-
eas on the urban fringe and to conserve agricultural lands 
near urban centers.

Considerations for Open-Space Management
Following protection of  open space through outright pur-
chase or a conservation easement, active management gen-
erally will be necessary in order to restore and maintain the 
appropriate habitat conditions for wildlife.

Invasive Plants
Volunteer groups (e.g., clubs, student organizations, and 
park friends groups) can be enlisted to help remove invasive 
plants. Plants either can be removed mechanically (e.g., pulled, 
cut) or sprayed with herbicides, and sometimes both prac-
tices may be necessary depending on the plant. However, re-
moval programs likely will need to be perpetual to stay ahead 
of  the rapid spread of  nonnative plants in urban landscapes.
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Recreational Effects
User-related effects on open-space resources include loss 
of  soil and ground vegetation in recreational areas, soil ero-
sion along trails, tree damage, and wildlife harassment (Cole 
and Landres 1996). Effects on wildlife can be either indirect 
(through habitat alteration) or direct (as excessive noise or 
disturbance from people and their pets). Visitor effects on 
open space can be contained by closing sensitive areas to us-
ers or by concentrating use along designated trails (Leung 
and Marion 1999). Pets that accompany users should be 
leashed to prevent disturbance or predation of  wildlife, and 
pet waste should be collected to prevent contamination of  
adjacent water bodies. Developing a Trails and Recreation 
Master Plan is critical to directing recreation into the appro-
priate areas. This also provides a public forum by which to 
understand the recreation needs of  the citizens.

Early Succession Habitats
Many wildlife species associated with early succession or 
shrubland habitats are uncommon in urban landscapes be-
cause their habitats are uncommon. Backyard hedges and 
other edge habitats abundant in urban landscapes do not 
provide quality habitat for many early succession species 
such as shrubland-breeding birds (Schlossberg and King 2008). 
Furthermore, backyard hedges and edge habitat may exac-
erbate issues with overabundant wildlife populations that in-
habit these habitat types. Early succession habitats in urban 
areas are small and fragmented. In urbanizing areas, distur-
bance-dependent species that use early succession habitat 
suffer because of  the unpopularity of  timber harvest and 
prescribed burning. Increasingly restrictive air quality stan-
dards and the complexities of  managing smoke make the 
use of  prescribed fire a challenge, especially near areas of  
concentrated human dwellings. Many local governments also 
have land-use regulations, including zoning, tree protec-
tion, and landscaping regulations that can restrict the cut-
ting of  trees or disturbance of  vegetative buffers. These ulti-
mately limit the use of  timber harvesting as a management 
tool when managing for wildlife. Managers can work with 
local planners to ensure that zoning ordinances and other 
land-use regulations do not restrict habitat management 
practices in urban settings.
 Wildlife managers can work with parks staff  and open-
space planners to create and maintain early succession habi-
tat. Where allowed, timber harvests and prescribed burning 
can be used to reverse succession and maintain habitat 
conditions for fire-dependent plants and animals. Periodic 
(every 1–2 yr) disturbance (e.g., mowing) of  grassy areas or 
the margins of  ball fields or other open areas will yield 
weedy or shrubby habitats used by early succession wildlife. 
Similarly, restored prairies or planted wildflower meadows 
create early succession habitat that may be aesthetically 
pleasing to local residents.

Green Developments
Neighborhood Design
A variety of  innovative design strategies have been proposed 
to create conservation developments or “green neighbor-
hoods” (Milder 2007). One such concept is the cluster devel-
opment or conservation subdivision (Arendt 1996, Odell  
et al. 2003). In conservation subdivisions, houses are grouped 
together using smaller lots, lower setback requirements (i.e., 
closer to road), and fewer and more narrow roads than in 
conventional subdivisions, so that a significant portion of  
the development property (>50% of  the land area) remains 
in ecologically significant open space (Arendt 1996). Hous-
ing density across the property, including the open space, 
must be at least as high as what would have been allowed in 
neighborhoods of  relatively low-density single-family hous-
ing; lower densities would promote more urban sprawl  
(Arendt 1996). Open space should target riparian areas and 
wetlands, steep slopes, threatened and endangered species’ 
habitat, historic sites, view sheds, and working agricultural 
lands and forests (Arendt 1996, Carter 2009). Ideally, conser-
vation subdivisions are linked to regional land-use plans so 
that open space is connected, contiguous corridors are pres-
ent on the landscape, and remnant open-space patches are 
large enough to provide habitat for area-sensitive wildlife 
(Arendt 2004, Carter 2009). However, the collaborative plan-
ning required to ensure that future development maintains 
open-space connectivity rarely occurs.
 Dispersed homes in conventional developments frag-
ment wildlife habitat and favor human-adapted wildlife spe-
cies (Theobald et al. 1997, Odell and Knight 2001), so con-
servation subdivisions have been proposed as a strategy  
to simultaneously satisfy habitat needs for wildlife and  
provide human residences (Arendt 1996, Odell et al. 2003, 
Hostetler and Drake 2009). However, cluster develop-
ments may not provide habitat conditions any better than 
dispersed home neighborhoods if  open-space areas are  
relatively small, if  the set-aside open spaces are not the 
most important habitats on site or if  large areas around 
homes are cleared of  native vegetation and replaced with  
nonnative plantings (Nilon et al. 1995, Lenth et al. 2006). 
Hostetler and Drake (2009) reviewed the conservation 
subdivision concept and provided suggestions for modifi-
cations that would further improve wildlife habitat condi-
tions. They suggested that the construction and postcon-
struction phases be given the same weight as the design 
phase (Hostetler and Drake 2009). More specifically, Hostetler 
and Drake (2009) suggested that

during construction:
•   contractors protect residual trees and other native veg-

etation from fill dirt and heavy equipment; and
•   contractors  use  well-maintained  silt  fences  to  prevent 

silt from entering water bodies.
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during postconstruction:
•  native plants are used for landscaping;
•  pets are required to stay indoors or on a leash;
•  water use does not draw down nearby wetlands;
•   fertilizers and pesticides are used carefully and not al-

lowed to enter local streams or wetlands; and
•   open space is managed perpetually to sustain biodiver-

sity (e.g., prescribed fire is used when appropriate, trail 
use is managed).

 The long-term challenges of  managing open space in 
conservation subdivisions can be met by setting up a perma-
nent funding mechanism to cover management costs (Ar-
endt 1996) and by implementing a neighborhood education 
program that teaches residents the best management prac-
tices for maintaining the biological integrity of  conserved 
open space (Hostetler and Drake 2009). Alternatively, sub- 
division open space can be placed in a conservation ease-
ment with a local land trust and management responsibility 
shifted to the land trust or other partner organization (e.g., 
local chapter of  the National Wildlife Federation).

Riparian Buffers
Forested riparian buffers placed between upland pollutant 
sources and the receiving water body can be used to miti-
gate the effects of  impervious surfaces and pollution associ-
ated with urbanization. Buffers provide stream bank stabil-
ity, maintain thermal and hydrologic regimes, and reduce 
pollution from sediment, nutrients, and pesticides.
 Although buffers that are 30–50 m wide can effectively 
protect water quality, they do not adequately conserve habi-
tats for some specialized wildlife species (Semlitsch and 
Bodie 2003). For example, semiaquatic reptiles and amphib-
ian species move between wetlands and the adjacent up-
lands to forage, reproduce, and overwinter, and require core 
terrestrial habitat between 127 m and 290 m from the edge 
of  the aquatic site (Semlitsch and Bodie 2003). In suburban 
areas in central North Carolina, riparian buffers 50 m wide 
contained no development-sensitive breeding bird species, 
and buffers ≥300 m wide were needed to conserve the en-
tire breeding bird community (Mason et al. 2007). Rodewald 
and Bakermans (2006) suggested the landscape matrix also 
was an important predictor of  the bird community in ripar-
ian forests, and recommended that low-density development 
buffers also should be established around wide riparian for-
ests to maintain their integrity as wildlife habitats. Riparian 
buffers, no matter how wide, will not maintain stream sala-
mander populations if  pollutants enter from upstream, non-
buffered stretches or if  buffers are breached by stormwater 
drains or other direct inputs (Miller et al. 2007). Therefore, 
catchment-wide, nonbreached buffers, especially along first-
order headwater streams, are vital to maintaining sensitive 
aquatic species such as salamanders (Miller et al. 2007).

Greenways and Recreational Trails
Greenways are multipurpose, linear, protected, open spaces 
that link natural areas while providing recreation opportuni-
ties, alternative transportation, urban beautification, increased 
property value, floodplain protection, and habitat for some 
wildlife (Ahern 1995, Searns 1995, Bryant 2006). Wider for-
ested greenways (>100 m) harbor more development-sensi-
tive breeding birds and fewer mammalian nest predators in 
their interiors (Sinclair et al. 2005, Mason et al. 2007; Fig. 
31.3). Migrating birds also favor wider forested greenways, 
especially those with multiple vegetation layers (Kohut et al. 
2009). Human activities along recreational paths affect 
wildlife habitat in a variety of  ways (van der Zande 1984, 
Miller and Hobbs 2000). In Colorado, specialist birds (e.g., 
western meadowlark [Sturnella neglecta] in grasslands, west-
ern wood-pewee [Contopus sordidulus] in forest) were less 
common and nest predation rates were higher near recre-
ational trails (Miller et al. 1998; but see Miller and Hobbs 
2000). Wide trails through forest corridors (when they break 
the forest canopy) essentially create 2 narrower corridors 
that are less suitable to forest-interior birds, so managers 
should avoid clearing trees and other vegetation adjacent to 
paths (Mason et al. 2007). Alternatively, trails can be consol-
idated along forest edges, as opposed to through the inte-
rior, or in open areas so that forested habitat is not frag-
mented (Miller et al. 1998). When considered in long-term 
regional planning efforts, wide greenways can be connected 
and used to provide wildlife corridors across large land-
scapes and large habitat blocks for interior species (Arendt 
2004).

Impoundments and Artificial Wetlands
Construction of  stormwater control impoundments and 
sewage treatment lagoons can create shallow-water wet-
lands used by wildlife. To benefit wildlife, these impound-
ments should be constructed with irregular shorelines and 
gently sloping banks (Adams et al. 1986). Irregular shore-
lines decrease sight lines and provide hiding places for  
waterfowl, and also reduce wave action and decrease bank 
erosion. In larger impoundments (>2 ha), islands can be 
constructed to provide breeding areas for waterfowl. Gently 
sloping banks of  10:1 provide a littoral shelf  of  shallow- 
water habitat along the wetland margin. To encourage 
aquatic plant growth and to improve feeding habitat for  
waterfowl, wading birds, and shorebirds, 25–50% of  the  
water surface area should be ≤0.6 m deep (Adams et al. 
1986). Seeding or planting generally is not necessary for veg-
etation establishment along wetland margins unless soils 
have been highly disturbed by urban activities. Water-level 
regulation through periodic drawdown promotes inter-
spersion of  a diverse vegetation community and the associ-
ated aquatic invertebrates. Public education programs and 
riparian buffers are critical to protect natural and artificial 
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water bodies from pollution. Urban stormwater, which can 
contain pollutants and superheated water, should not be di-
verted into existing wetlands because of  the potential effects 
on aquatic wildlife.

Individual Home Lots
Landscaping Practices
As much of  the predevelopment plant community should 
be retained as is possible during land clearing and construc-
tion. However, vegetation can be restored on these areas via 
landscaping. To learn more about the growing conditions in 
a suburban landscape, soil samples should be collected from 
different areas on a property and then analyzed. The local 
Cooperative Extension office generally can provide detailed 
information on how to proceed with a soil sample analysis.
 Despite the growing base of  knowledge related to the 
potential problems of  exotic plants, some exotic species 
continue to be used as plantings in urban landscapes. Addi-
tional wildlife-friendly landscaping principles are to

•   include a diversity of  native plants in the landscape, in-
cluding species known as hosts for the Lepidoptera lar-
vae that are important food sources for birds (Tallamy 
2007);

•   select plants that flower and bear fruit at different times 
of  the year, thereby assuring fruits, seeds, and nectar 
will be available throughout most of  the year;

•   cluster similar types of  vegetation to allow wildlife easy 
access to seasonally abundant food sources without ex-
cessive movement and increased exposure to predators;

•   plant low-growing herbs and shrubs under taller shrubs 
and trees. This helps to provide the vertical complexity 
of  the vegetation that is important to birds. Different 
birds nest and feed in the ground, shrub, midstory, and 
canopy layers of  a landscape (MacArthur and MacAr-
thur 1961); and

•  minimize lawn coverage.

Managing Dead Wood
To ensure the availability of  snags to birds and other wild-
life in urbanizing areas, Blewett and Marzluff  (2005) recom-
mended conserving patches of  forest with high densities of  
snags (>8 snags of  ≥25 cm dbh/ha). Large-diameter, more 
decayed snags that pose no risk to human safety or property 
also should be protected when possible in built portions of  
suburban landscapes (i.e., in open space protected in conser-
vation subdivisions), but educational efforts first will be re-
quired to convince planners, developers, and homeowners 
of  the environmental value of  dead wood (Blewett and 
Marzluff  2005).

Brush Piles
Brush piles, although not appropriate for every urban lot, 
can be constructed to provide cover for songbirds (e.g., win-

Fig. 31.3. Greenways are multipurpose, linear, protected, open spaces that provide a means for alternative transportation and places for 
outdoor recreation. When designed appropriately (i.e., wide, well-connected areas of green-space), they also can conserve habitat for 
development-sensitive wildlife in the urban landscape. Photo by G. Hess.
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ter sparrows, towhees [Pipilo spp.], wrens [Troglodytidae], 
and brown thrashers [Toxostoma rufum]), rabbits, and other 
small mammals. Brush piles should be placed near food 
sources (e.g., bird feeders) or along travel corridors in the 
urban environment. They can be constructed from downed 
limbs, hedge clippings, or old Christmas trees. The woody 
debris should be loosely stacked 1.2–2.4 m tall and 3–6 m in 
diameter. As the wood decays and settles, new material 
should be stacked on the pile. Before construction, home-
owners should check that brush piles are allowed in their 
neighborhood landscaping ordinance. Homeowners also 
should be aware that often unwanted animals like snakes, 
rabbits, and mice (Muridae) may be as likely to use brush 
piles as songbirds.

Nest Boxes
The retention of  snags may not be compatible with some 
urban land uses; therefore, nest boxes (Fig. 31.4) may be used 
as surrogates for natural cavities to provide nesting sites 
for a variety of  wildlife species, especially birds such as great 
crested flycatchers (Myiarchus crinitus), screech owls (Mega-
scops asio), chickadees (Poecile spp.), wrens, titmice (Baeolo-
phus spp.), and bluebirds (Sialia spp.).

Guidelines for putting out nest boxes include the fol-
lowing:
•   Nest boxes should be built following recommended di-

mensions for box height, box width, entrance-hole di-
ameter, and placement height.

•   A well-designed nest box is made of  sturdy lumber (e.g., 
pine [Pinus spp.], red-cedar [Juniperus virginiana], or cy-
press [Cupressaceae] wood), has a metal entrance guard 
to prevent expansion by woodpeckers (Picidae) or 
squirrels (Sciuridae), and does not have a perch. Perches 

increase the use of  nest boxes by aggressive birds like 
house sparrows and European starlings (Sturnus vul-
garis) and may limit use by native birds.

•   Do not paint or stain the interior of  the box. If  you de-
cide to paint or stain the exterior, use a nontoxic paint 
or stain. If  painting, use a light-colored paint (e.g., white) 
to allow the box to reflect, rather than absorb, radiant 
heat.

•  All boxes need ventilation and drainage.
•   To prevent easy access by nest predators  (e.g.,  snakes 

and squirrels), nest boxes may be placed on a wooden 
or metal post away from overhanging tree limbs. A 
predator guard, or baffle, can be placed below nest boxes 
to further limit nest predation.

•   Boxes should be placed in a habitat and location appro-
priate for the target bird species. If  a box goes unused 
for a year, it can be moved to another spot before the 
new nesting season begins.

•   Nest  boxes  meant  for  woodpeckers  should  be  filled 
with wood shavings or sawdust so the adults are able 
to complete the excavation process that is important 
for pair bonding.

Bird Feeders
Millions of  Americans feed birds, and bird feeding is a criti-
cal means by which people remain connected to wildlife in 
urban settings. However, feeding can have positive and neg-
ative effects on bird populations (Temple 1988, Brittingham 
1991). Potential positive effects include improved physio-
logical condition, resulting in higher overwinter survival, es-
pecially during extreme weather, and higher reproduction. 
Potential negative effects include higher rates of  disease 
transmission among individuals at feeders, higher rates of  
accidental collisions with windows near feeders, or increased 
predation. Feeders also may favor granivorous bird species 
at the expense of  insectivorous species, cause birds to shift 
their geographic ranges (e.g., allow birds to survive harsher 
winters and shift ranges north), or alter migratory patterns 
(Brittingham 1991). To minimize disease risk, feeders should 
be cleaned regularly. Feeders should be incorporated into 
residential areas only as a complement to an appropriately 
designed landscape that includes a diversity of  native plants 
and adequate cover. Placing feeders within close proximity 
to dense vegetation or brush piles provides feeding birds a 
quick access to escape cover.

Reducing Bird Collisions with Windows
Bird strikes with windows (Fig. 31.5) can be reduced by 
placing feeders close (within 1 m) to a window, angling win-
dows downward 20–40° from vertical, minimizing the pro-
portion of  glass in new construction, reducing the reflectiv-
ity of  the glass, and removing reflective vegetation from  
in front of  windows (Klem et al. 2004, 2009). Additionally, 
planting trees and installing window awnings to block the 

Fig. 31.4. Nest boxes can be used as surrogates for natural 
cavities in the built environment and should be designed and 
located as is appropriate for target wildlife species. Photo by C. 
Moorman.
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sun from hitting the window may eliminate some reflection. 
Window screen, flash tape, and bird netting can be used to 
break up the reflection on the outside of  the window. Fal-
con or owl silhouettes attached to windows with suction 
cups are not effective deterrents.

Roads
The width of  the ecological zone of  impact from roads 
may exceed hundreds of  meters, so protected open space 
should be separated from busy roads (Forman and Deblinger 
2000). Road crossings, including underpasses or overpasses, 
may increase road permeability, facilitate wildlife dispersal, 
and reduce road mortality (Clevenger and Waltho 2000). 
The primary types of  road underpasses are bridges and cul-
verts. Underpass entrances should be framed with native 
vegetation, human use should be minimized, and the height 
and width should be based on target species even though 
larger dimensions tend to allow use by a wider range of  spe-
cies (Clevenger and Waltho 2000).
 Overpasses typically are landscaped with soil and vege-
tation and offer continuity to adjacent habitats; hence, over-
passes are expensive to construct. Overpasses are used by 
species, such as deer (Odocoileus spp.), elk (Cervus canadensis), 
and grizzly bears (Ursus arctos), which prefer not to use the 
small spaces offered by most underpass structures. Amphib-
ian populations are especially susceptible to roads in urban 
landscapes (Findlay and Houlihan 1997), and amphibian tun-
nels are a means to mitigate these effects. Among the am-
phibian individuals that used experimental tunnels in France, 
all species showed a preference for tunnels lined with soil 

over bare concrete pipe (Lesbarreres et al. 2004). Placement 
of  road crossings is critical and should be based on known 
dispersal corridors or the location of  preferred habitats of  
target species (Clevenger and Waltho 2000). Fences often 
are connected to crossings and run for several hundred 
yards along road margins in both directions. Fences prevent 
crossings where they are erected and direct animals into 
crossing structures. Fences should be sufficiently high to 
limit crossing by target species, and they should be buried to 
prevent animals from digging underneath.

Attracting Wildlife
Backyards have tremendous potential for wildlife if  they are 
landscaped or modified. Altering backyards to attract wild-
life also can increase property values while decreasing en-
ergy costs with careful selection and placement of  trees 
(Diekelmann and Schuster 1982). Additionally, backyard wild- 
life habitats can provide children a place to explore and de-
velop a lifelong interest in wildlife and conservation (Louv 
2005).
 Attracting wildlife to backyards involves the same prin-
ciples used in traditional wildlife management. The process 
should start with mapping and inventorying the property, 
identifying where water, cover, and foods are already avail-
able. Special note should be taken of  trees or shrubs that 
provide fruits or seeds during at least some part of  the year, 
nectar-producing flowers, old snags, and stumps. Addition-
ally owners may want to have soils tested, consult experts 
and texts about local plants or wildlife, or find out what na-
tive plants are readily available in their areas. Owners should 
then decide what animals could prosper in their yards and 
determine what will need to be added or removed to sup-
port them (Martin et al. 1961). We advise growing an array 
of foods instead of  providing food supplements with a 
feeder. Landowners also should introduce plants (Table 31.4) 
that provide food or shelter for target species. Plants should 
be arranged so food and shelter are readily accessible and in 
close proximity. If  cover is not available it can be grown or 
built (Henderson 2009) for target species. It is important to 
note that plantings, feeders, houses, and other resources 
added to a backyard will require continued maintenance to 
make them effective for the desired species.

Birds
Because of  their mobility and the adaptability of  many spe-
cies to human-dominated sites, birds are perhaps the easiest 
animals to attract to urban habitats. Water is particularly 
lacking for wildlife in urban areas and, because it is scarce, 
shallow frog ponds, water gardens, or bird baths can be used 
to attract birds and other wildlife. Bird feeders (see previ-
ous section) can provide a quick and reliable food source for 
seed-eating birds and mammals. Bird houses are a quick 
way to replace cavities that are commonly missing in the  
urban environment. However, birds are very selective, and 

Fig. 31.5. Millions of birds die each year from collisions with 
windows; however, recent research has identified some window 
design options that may help reduce the number of collisions. 
Photo by C. DePerno.
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each species has different requirements for nest cavity size, 
shape, and location (Henderson 2009). Although we’ve pri-
marily mentioned artificial provision of  habitat to attract 
birds (and other wildlife), landscaping to provide natural 
sources of  habitat is highly recommended.
 Homes also create hazards for birds. Feline predation is 
a major threat to backyard birds and small mammals (Dick-
man and Doncaster 1989, Woods et al. 2003, Baker et al. 2005, 
Ree and McCarthy 2005). Cats are a serious threat to fledg-
lings, birds roosting at night, and birds while they’re on the 
nest, at the feeder, or using a bird bath. Cats should be kept 
indoors for their health and safety as well as to eliminate 
cat-caused predation. Owners who are not willing to keep 
their cats indoors should be discouraged from attracting 
birds to their yards.

Mammals
Small brush piles, intended for amphibians and reptiles, 
also provide shelter for rabbits and mice. Chipmunks (Tamias 
spp.) and woodchucks (Marmota monax) will dig their own 
burrows. Trees may provide shelter for squirrels, raccoons, 
and opossums. Food set out for birds may attract many of  
these animals. Squirrels, chipmunks, and mice will readily 
eat birdseed. Raccoons will feed on suet and on the trash, as 
well as on any dog or cat food you inadvertently leave out. 

Woodchucks and rabbits will eat a variety of  vegetation, in-
cluding garden vegetables and flowering plants. Precautions 
should be taken to avoid unwanted encounters with animals 
that are attracted to backyards; for example, garbage cans 
should be placed in a secure shed or garage or metal cans 
that scavengers cannot chew through should be used (see 
Wildlife Damage Management in Suburban and Urban Areas 
[this chapter, below] for more suggestions).

Bats
People don’t want bats in their houses, and urban arborists 
seldom allow old decadent trees to persist; therefore, bats 
lack shelter in urban areas. Bat houses are an excellent way 
to provide shelter for bats. Proper roost temperature is 
probably the most important factor for a successful bat house. 
Interior temperatures should be warm and as stable as pos-
sible (ideally, 27–38° C in summer) for maternity roosts. Bat 
house construction should be tight, roosting partitions 
should be rough, and roosting crevices should be 1.9–2.5 cm 
wide (Tuttle et al. 2004). Plans for constructing bat houses 
are readily available on the internet or at your local library 
or wild bird store. Keys to occupancy involve temperature 
(exposure), location, and maintenance. Houses should come 
with instructions (appropriate to the region) on painting 
houses and locating them to receive adequate solar heating. 

Table 31.4. Generalized list of recommended plants that are useful landscaping additions for wildlife in residential areas. Check 
with local sources for native plants best suited for each region of the country. This table provides examples that might not be 
native or suited to all regions of North America.

Kinds of  plants Wildlife needs fulfilled Example species

Conifers Escape cover, winter shelter, and summer nesting sites.  Pines, spruces, firs, arborvitae, junipers, cedars, and yews 
  Some also provide sap, buds, and seeds. 
Summer-fruiting plants that  Provide foods for small mammals, brown thrashers,  Cherry and plum (Prunus spp.), raspberry (Rubus spp.), 
 produce fruits or berries   catbirds (Dumetella carolinensis), robins, thrushes  serviceberry (Amelanchier spp.), blueberry (Vaccinium
 from May through Aug.  (Turdidae), waxwings (Bombycilla spp.), woodpeckers,   spp.), grape (Vitis spp.), mulberry (Morus spp.), and
  orioles (Icterus spp.), cardinals, towhees, and grosbeaks   elderberry (Sambucus spp.)
  (Coccothraustes spp.). 
Autumn-fruiting plants that  Important for increasing migratory birds’ fat reserves prior Dogwoods (Cornus spp.), mountain ash (Fraxinus texensis),
 produce fruits or berries   to migration and as foods for nonmigratory species that  winter-berries (Ilex verticillata), cotoneasters (Cotoneaster
 from Aug through Dec  need to enter the winter in good condition.  spp.), and buffalo-berries (Shepherdia spp.)
Plants with fruits that remain  Many fruits are not palatable until they have frozen and Glossy black chokecherry (Photinia melonocarpa), red
 attached to the plants   thawed numerous times; also, fruits provide long-lasting  splendor crabapple (Malus spp.), snowberry (Symphori-
 through winter.  foods for animals through the toughest periods of  winter.  carpos spp.), sumacs (Rhus spp.), American highbush 
   cranberry (Viburnum spp.), and Virginia creeper 
   (Parthenocissus spp.) 
Nectar-producing plants Provide nectar that attracts hummingbirds (Trochilidae),  Flowers with tubular red corollas attract hummingbirds. 
  orioles, bees, and butterflies.  Other fruiting trees, shrubs, vines, and flowers can also  
   provide nectar and sugars.
Grasses and legumes Provide cover for small mammals and ground nesting  Native prairie grasses: grammas (Bouteloua spp.),
  birds—especially if  the area is not mowed until 15 Jul or   switchgrass (Panicum spp.), and bluestems (Schizachyrium
  later. Some grasses and legumes also provide seeds.   spp. and Andropogon spp.), are becoming increasingly 

popular for landscaping purposes.
Mast- or nut-producing  Nuts and acorns are eaten by a variety of  wildlife. These Oaks (Quercus spp.), hickories (Carya spp.), buckeyes
 plants  plants can also provide good nesting habitat.   (Aesculus spp.), chestnuts (Castanea spp.), butternuts 

(Juglans spp.), walnuts (J. major), and hazels (Corylus spp.)
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Failure to consider these points accounts for >80% of  bat 
house rejection (White 2004).

Reptiles and Amphibians
Most toads, frogs, lizards, turtles, or snakes found in back-
yards are harmless and all are beneficial—feeding on destruc-
tive insects or rodents. Backyard habitat for these animals 
can be easily created. Several rocks can be piled in a sunny, 
south-facing spot for basking. Cover can be provided by 
planting shade-tolerant, native groundcovers under trees and 
leaving leaf  litter under trees and shrubs. Stumps, rotting 
logs, and stones should be left where possible for hiding spots, 
or cover can be constructed with wooden rails or fence slats 
to provide lizards with perches on which to bask and catch 
insects. Adding a small pond for frogs and toads to live and 
breed in (don’t add chlorine or fish because neither one is 
good for amphibians) also will provide water for other wild-
life species.

Butterflies
Adult butterflies feed in the sun and in areas protected from 
the wind and can be attracted to red, yellow, orange, pink, 
and purple flowers (Fig. 31.6). Butterflies and Moths of  
North America is an excellent online resource (http://www 
.butterfliesandmoths.org/) for determining what butterflies 
or moths occur in particular regions and what host plants 
can be grown to attract them. Plantings should be planned 
so that when one plant stops blooming, another begins. 
Planting caterpillar-host plants also will increase the chance 
of  attracting unusual and uncommon butterflies. Insecti-
cides should not be used in or near butterfly gardens and 
shallow pools of  water with a sand or small pebble bottom 
can be used to provide a source of  drinking water for 
butterflies.

Fig. 31.6. Native rabbitbrush (Chrysothamnus spp.) plantings used 
to attract butterflies to a suburban setting. Photo by M. Wallace.

Table 31.5. List of government and nongovernment 
organization Internet sites that provide fact-based 
information about attracting wildlife to residential habitats

Topic URL

Landscaping  http://library.fws.gov/Bird_Publications/attract.html 
 for wildlife http://www.ncsu.edu/goingnative
Bird houses http://library.fws.gov/Bird_Publications/house.html
Bird-feeders http://library.fws.gov/Bird_Publications/feed.html
Problems with  http://library.fws.gov/Bird_Publications/Glass.pdf  
 glass windows 
Attracting bats http://www.batcon.org/
Bat houses http://www.batcon.org/pdfs/bathouses/ 
  bathousecriteria.pdf
Butterflies and  http://www.butterfliesandmoths.org/ 
 moths 
Herps http://www.pwrc.usgs.gov/neparc/Products/PDFs/ 
  NEPARC_backyard.pdf

Websites accessed October 2009.

 There are many sources of  information on the internet 
for people interested in ways to enhance their residential 
property for wildlife (Table 31.5). We caution against relying 
on information from commercial vendors who are selling 
their products; such sources often may not have the best in-
terests of  wildlife or homeowners in mind. For example, 
birds are species-specific about the placement and size (of  
entrance hole, nest box interior, and depth of  box) of  the 
nest boxes they will use (Henderson 2009). Farmhouse, wind-
mill, and gingerbread bird houses, made to appeal to people, 
usually just contribute to the problem of  invasive and gen-
eralist cavity nesters like the house sparrow and starling. Ta-
ble 31.5 presents several useful government sites, many of  
which serve as the source material for the better extension 
publications about backyard wildlife.

Backyard Wildlife Habitat Programs
The National Wildlife Federation (NWF) certification pro-
gram is designed to help individuals develop and apply a 
wildlife habitat plan for a home site or small acreage. On re-
quest, NWF will send you an application package and in-
structions for its Backyard Wildlife Habitat Program. If  
your application and plan meet the criteria, you will receive 
a certificate, and if  you wish, a sign to show your commit-
ment to wildlife conservation.

Backyard Wildlife Habitat Program
National Wildlife Federation
8925 Leesburg Pike
Vienna, VA 22184-0001
http://www.nwf.org/backyardwildlifehabitat/

 The U.S. Fish and Wildlife Service’s Office of Migra-
tory Bird Management, works with groups and individuals 
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to conserve and manage migratory birds. This agency offers 
information about backyard habitats for birds and wild-
life. Several pamphlets are available (http://library.fws.gov/
BirdPublications.html). For more information contact:

U.S. Fish and Wildlife Service
Office of  Public Affairs
Washington, DC 20240

Wildlife Damage Management in Suburban  
and Urban Areas
Wildlife can cause significant economic, health-related, and 
natural resource damage (Conover 2002). The focus of  this 
section is on wildlife damage management from the per-
spective of  property damage (economic) because it is the 
most common motivating factor urban residents have for 
managing wildlife damage. For a broader context regarding 
wildlife damage management, see Chapter 34 (This Volume).
 Urban residents spend an estimated US$8 billion annu-
ally to manage wildlife damage in and around residential 
and commercial buildings (Conover 1997). Some of  the spe-
cies that have caused the greatest economic damage to 
metropolitan households include mice and rats, squirrels, 
raccoons, moles, European starlings, and pigeons. Other spe-
cies commonly involved in negative human–wildlife inter- 
actions in urban environments (Conover 1997, 2002) include 
white-tailed deer, beaver (Castor canadensis), woodchuck, Can-
ada geese (Branta canadensis; Fig. 31.7), wild turkey (Melea-
gris gallopavo), and American crow (Corvus brachyrhynchos). 
Regardless of  how common a species is, there is no wildlife 
species that someone doesn’t perceive as a problem at some 
time.
 Wildlife managers have struggled to control population 
growth for many of  the abovementioned species (see Wild-

life Society Bulletin, Vol. 25, 1997; DeStefano and DeGraaf  
2003). These species tend to be edge-oriented and habitat 
generalists. As such, they have benefited from the creation 
of  abundant edge habitat as urban environments are frag-
mented and developed to meet human needs (Marzluff  et al. 
2001, DeStefano and DeGraaf  2003). Additional factors that 
make many wildlife species inhabiting urban areas difficult 
to manage is their ability to adapt to human-dominated 
landscapes and achieve their reproductive potential, and the 
lack of  sufficient natural (e.g., predation) or cost-effective, 
human-implemented, population control (Conover 2002, 
DeStefano and DeGraaf  2003).
 Many people incorrectly equate wildlife damage man-
agement with urban wildlife management. In suburban and, 
to a lesser degree, urban areas, wildlife habitat is juxtaposed 
within residential and commercial development. The hu-
man and wildlife populations in suburban and urban areas 
are contained within a matrix of  bounded space, creating in-
creased opportunities for human–wildlife interactions rela-
tive to human–wildlife interactions in rural environments. 
Furthermore, urban residents, especially younger genera-
tions, spend more time indoors than out, and may not feel 
comfortable encountering wildlife (Louv 2005). Thus, with 
the exception of  backyard bird feeding, many of  the inter- 
actions suburban and urban residents have with wildlife are 
often perceived to be negative. For example, common en-
counters such as a deer darting in front of, but not colliding 
with, a vehicle, or a skunk meandering across a front lawn, 
can be perceived negatively. More problematic wildlife inter-
actions, like a raccoon nesting in a chimney or bats roosting 
in the attic, only reinforce many people’s idea that wildlife 
damage management and urban wildlife management are 
synonymous. Keep in mind, however, that what one person 
perceives as a problem, another may consider a benefit.

Fig. 31.7. Groups of Canada geese in residential 
areas are often viewed as pests because of the 
mess their droppings make and the damage they 
can cause to residential lawns, golf courses, and 
ornamental plants. Photo by M. Wallace.
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PRINCIPLES OF WILDLIFE DAMAGE 
MANAGEMENT

The general principles of  wildlife damage management can 
be used to improve success, reduce frustration, and save 
time and money when resolving a wildlife interaction that 
could result in damage or a health-related issue. The first 
step is to correctly identify the species causing the problem. 
Sometimes there may be more than one species. Signs, such 
as tracks, feathers or fur, scat, or the damage itself  (i.e., 
browsed vegetation or a hole in the side of  a house) can be 
used to determine which species are causing the problem. 
Once correctly identified, the knowledge of  the animal’s 
life history, ecology and behavior can be used to resolve the 
problem. For example, if  you want to trap an animal, you 
must understand where the animal is likely to travel and 
what it eats, for correct and successful trap placement and 
baiting. Field guides can be used to learn about the animal’s 
life history, ecology, and behavior.
 Choices for controlling nuisance animals and popula-
tions include doing nothing and letting the problem resolve 
itself, or implementing nonlethal or lethal management 
practices singularly or in combination. Taking no action may 
be appropriate if  the problem is not causing intolerable 
damage or health concerns and is relatively short-lived. An 

Table 31.6. Nonlethal wildlife-damage management practices for select species commonly found in urban and suburban 
environmentsa

 Cultural  Habitat   Trap-and- 
Species modification Exclusion modification Frightening Repellents relocate Citation

Birds
 American crow X X X X   Johnson 1994
 American black vulture  X  X X   Avery et al. 2002 
  (Coragyps atratus) 
 Canada goose X X X X X  Cleary 1994
 European starling X X X X X  Johnson and Glahn  
        1994
 Pigeon X X X X X  Williams and Corrigan  
        1994
 Woodpeckers  X  X X  Marsh 1994c
Mammals
 Bat  X   X  Greenhall and Frantz  
        1994
 Beaver  X X    Miller and Yarrow  
        1994
 Mice and rats X X X  X  Timm 1994a
 Moles   X    Henderson 1994a
 Rabbit  X X  X  Craven 1994
 Raccoon X X    X Boggess 1994
 Squirrels  X X X X X Jackson 1994b
 White-tailed deer X X   X  Craven and  
        Hygnstrom 1994
 Woodchuck  X  X  X Bollengier 1994

a For specific information and details about explanation and implementation of  each practice listed, see Chapter 34 (This Volume) or the references listed in the table.

example may be an American robin or northern cardinal 
frequently fluttering against a picture window of  a house in 
an attempt to ward off  a perceived, albeit reflected, compet-
itor. Once mating season ends and he no longer needs to de-
fend his territory, the fluttering will stop.
 Nonlethal management practices (Table 31.6) are in-
tended to reduce or eliminate wildlife damage using man-
agement practices that do not kill. Nonlethal management 
practices include frightening techniques like noise-making 
harassment (e.g., clappers), visual harassment (e.g., eye-scare 
balloons or predator decoys), or techniques that combine 
both noise and visual harassment (e.g., dogs), exclusion meth-
ods like fencing and chimney caps, taste and odor repel-
lents, capture and translocation, habitat modification to de-
ter damage-causing wildlife or to attract predators that prey 
on damage-causing wildlife, or changing human behaviors 
that attract damage-causing wildlife (also known as cultural 
modification). Lethal practices (Table 31.7) are intended to 
humanely kill individual animals to reduce populations of  
damage-causing wildlife. Lethal management practices in-
clude body-gripping traps, trap-and-euthanize, shooting, fu-
migants, and toxicants.
 Each lethal and nonlethal management technique has its 
own set of  advantages and disadvantages. One advantage 
of lethal management practices is that they can decrease 
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the number of  animals in a population that is causing dam-
age, thereby reducing the amount of  damage. In some cases, 
one or a few animals are causing the problem, and lethal 
management can eliminate the damage once the individual(s) 
causing the damage are killed. A disadvantage of lethal 
management is that it is neither universally accepted nor 
applicable, and certain practices like shooting may not be  
legal or safe in urban areas. One advantage of nonlethal 
techniques is that they are generally more accepted by the 
public than are lethal techniques because they do not kill 
animals and can be used in areas with high human density 
more readily, and often more safely, than lethal techniques. 
A disadvantage to nonlethal management techniques is 
that they are often not effective and typically make the ani-
mals causing the problem move to another location. Although 
nonlethal techniques may reduce or eliminate the problem 
at the first location, the animals causing the problem may 
move and cause the same problem at a different location.
 Reproductive control techniques are a unique set of  
wildlife management practices that have been employed in 
an attempt to regulate overabundant populations of  wildlife 
(DeNicola et al. 1997). Conover (2002) provided an over-
view of  fertility control. In brief, these techniques are used 
to control reproduction in urban wildlife populations where 
lethal methods like shooting are not practical, safe, legal, or 
accepted. Reproductive control practices include steriliza-
tion, immunocontraception, and contragestation agents. 
Some reproductive control methods can only be used for re-

search purposes, and all are expensive relative to traditional 
population-control methods (e.g., hunting). Although these 
methods have demonstrated efficacy in controlling repro-
duction in individuals, delivery and specificity are still chal-
lenges, and they have not proven cost effective on a popula-
tion or landscape scale.
 An integrated approach to wildlife damage manage-
ment is necessary in most cases, especially when using non-
lethal management techniques like harassment and repel-
lents. Most wildlife species will habituate to a foreign object 
in their area, and more so the longer that object is present. 
The more diverse and varied the management techniques 
used, the less chance for habituation to occur and the more 
successful the wildlife-damage management program (Fig. 
31.8). Another factor that will increase the success of  a wild-
life-damage management program and combat habituation 
is randomness. The more random the application of  the wild- 
life management techniques, the more successful one will 
be in reducing or eliminating damage because the wildlife 
will be less sure about when it is safe to be in the area. Ran-
domness may include implementing different management 
practices, applying management techniques at different times 
or locations, or all of  the above.
 Not all wildlife damage management practices are equally 
effective or applicable in all areas; often, it is necessary to de-
velop a wildlife-damage management program specific to 
the problem that is occurring. Proactively combating a prob-
lem before it occurs if  it is predictable (i.e., seasonal), or as 

Table 31.7. Lethal wildlife-damage management practices for select species commonly found in urban and suburban environmentsa

 Body-gripping    Trap-and- 
Species traps Fumigants Shooting Toxicants euthanize Citation

Birds
 American crow X  X  X Johnson 1994
 American black vulture    X  X Avery et al. 2002 
  (Coragyps atratus)   
 Canada goose   X  X Cleary 1994
 European starling   X X X Johnson and Glahn 1994
 Pigeon   X X X Williams and Corrigan 1994
 Woodpeckers X  X   Marsh 1994c
Mammals
 Bat     Only if  bite   Greenhall and Frantz 1994 
     or contact   
     with human   
     has occurred 
 Beaver X     Miller and Yarrow 1994
 Mice and rats X X  X  Timm 1994a
 Moles X X  X  Henderson 1994a
 Rabbit   X  X Craven 1994
 Raccoon X  X  X Boggess 1994
 Squirrels X  X  X Jackson 1994b
 White-tailed deer   X  X Craven and Hygnstrom 1994
 Woodchuck X X X  X Bollengier 1994

a For specific information and details about explanation and implementation of  each practice listed, see Chapter 34 (This Volume) or the references listed in the table.
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soon as the problem is noticed, will resolve a damage prob-
lem more quickly than letting the problem persist prior to 
resolving it. And finally, it is important to be knowledgeable 
about all local, state, and sometimes federal laws that regu-
late the wildlife being managed, especially when using lethal 
management techniques. State and federal permits may be 
available to kill game species that cause damage outside of  
established harvest seasons, and (with the issuance of  appro-
priate permits) even select nongame species may be killed 
when they cause damage. However, even if  state and federal 
laws are observed, local laws such as those dictating no dis-
charge of  weapons, or zoning ordinances relative to fencing, 
may prohibit the implementation of  certain management 
practices within municipal boundaries. In addition to legal 
considerations, ethical considerations may be necessary. 
For example, trapping and translocating problem animals 
may not be humane, especially for animals that are territo-
rial (see Chapter 36, This Volume).

Future Directions
Scientific research in urban areas has increased in the past 
decades, due in part to the establishment of  2 Urban Long-
Term Ecological Research Sites (Urban LTERS; Marzluff  
et al. 2008). Nonetheless, organisms that have not been do-
mesticated for human use, but have adapted to living within 
human-dominated landscapes, have been far less studied 
than their ex-urban counterparts (Hadidian and Smith 2001). 
It is imperative that we seize the opportunity to further our 
understanding of  how urbanization will continue to alter the 
composition of  wildlife communities as well as the demo-
graphics, behaviors, and physiology of  wildlife populations.
 Urbanization may be better understood from an ecologi-
cal perspective than it is from a socioeconomic one (Hadid-

ian and Smith 2001). Work in the Urban LTERS has recog-
nized that urban areas not only offer many advantages as 
laboratories for understanding ecological theory, but also re-
quires integrating that understanding with social theory. 
Such work is increasing our understanding of  humans’ ef-
fects on nature and nature’s on humans. Recent research has 
shown that many of  our assumptions and the tools we have 
used have misled us about the homogeneity and simplicity 
of  the social and biophysical processes in urban areas (Pick-
ett et al. 2008a, b). There will continue to be growing op-
portunities for urban ecological research to learn more 
about this neglected system. The interaction of  biological 
sciences and social sciences can help us to understand the 
dynamics of  the only habitat that is increasing on our planet. 
Shochat et al. (2006) and Pickett et al. (2008a) provide new 
hypotheses and paradigms for the next generation of  scien-
tists interested in these new research objectives in cities.
 Most importantly, as urbanites live and work farther 
away and more isolated from nature (Louv 2005), it is im-
perative that those currently involved in urban wildlife re-
search and management lead the way to increasing urban 
residents’ awareness and appreciation of  nature. Both native 
and exotic species can help counter the experience deficit 
for nature in cities (Louv 2005, Miller 2005). We can start by 
helping the public understand the wildlife living with them 
in urbanizing habitats; for example, by explaining why there 
are so many individuals of  only a few species are frequently 
found in human-dominated habitats, and why those that 
cannot coexist in human-dominated habitats are not found, 
or are found in lower numbers. We need to show what can 
be done to increase the biological diversity and decrease the 
problems associated with living with wildlife in the urban 
and suburban habitats in which most people live. Urban 
wildlife practitioners will be in greater demand as munici-
palities and citizen groups look for biologists trained in the 
ecological, political, design, planning, and people skills nec-
essary to enhance the livability and reduce the footprint 
(Rees 1996) of  their homes and lives. This is critical to main-
tain the next generation’s support for traditional, as well as 
urban, wildlife management programs.
 To achieve this, we must provide diverse educational ex-
periences for the wildlife students of  the future. It is incum-
bent upon wildlife programs at colleges and universities to 
change the way they train future wildlife managers. A stan-
dardized curriculum should be developed that could be 
adopted by wildlife programs. Urban wildlife ecology and 
management still includes, but is so much more than, ani-
mal damage control in the city. Today’s urban biologist 
needs to take a leadership role in changing the rat-and- 
pigeon-control stigmata with which “urban biologists” have 
been saddled. We must move away from the perception that 
wildlife does not live in the city and overcome the fact that 
many of  us chose to enter natural resources management 
to “get away from people.” We may have to convince our-

Fig. 31.8. Nuisance wildlife, like these once-endangered brown 
pelicans (Pelecanus occidentalis), can easily habituate to people. 
Elimination of hand-outs, and the random implementation of 
diverse harassment techniques, can help combat habituation. 
Photo by M. Wallace.
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selves, as well as the public, that a more diverse wildlife and 
the most important ecological questions (Pickett et al. 2008a) 
exist with us in our cities, not just outside the city. Effective 
urban wildlife managers will need a more diverse and inte-
grated skill set than the traditional wildlife manager needed. 
Modern generations of  students, interested in different ob-
jectives than growing more quail or bigger deer, will find 
the challenges and opportunities of  making a real impact on 
how we design our future and work to integrate nature 

back into the American lifestyle to be a most exciting part 
of  the new urban ecology and management. Exciting, dy-
namic new careers are growing in the intersection of  the so-
cial sciences (human dimensions and others) and traditional 
wildlife ecology and management. The future of  urban wild-
life ecology and management depends upon the new cohort 
of  biologists, and it will be what they make of  it. Their ac-
tions, as the next generation of  urban wildlifers, will help 
define what urban wildlife management becomes.
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INTRODUCTION

GUTZWILLER A ND COLE (2005) provided a landmark chapter in 
The Wildlife Society’s “techniques manual” by providing a synthesis that 
combines elements of  human dimensions and recreational use of  wild-

lands research and management. Our intent in this chapter is to provide an over-
view of  assessing and managing wildland recreational disturbance. We believe that 
by providing the reader with this overview and these literature citations, we pro-
vide students, wildlife biologists, and managers an understanding and ability to ap-
ply these methods to field situations. For readers with a desire for more detail on 
this topic, literature citations provide more detailed coverage of  the topics discussed 
in this chapter.
 Wildland recreation refers to nonwork outdoor activities that are conducted in 
natural environments (Gutzwiller and Cole 2005). Wildland recreation depends on 
one or more natural resources (e.g., forests, water, and wildlife) that occur in a wild 
or undeveloped environment. In wildland recreation, a primary focus and source of  
motivation for activities is the natural setting itself  or components thereof.
 Although not all wildlands are wildernesses, wildland recreation occurs in 
places where natural conditions are the management goal. Recreation occurs in un-
developed lands that are close to urban areas, but lands used for wildland recreation 
are typically isolated from dense human populations. Roads, when present, are of-
ten of  lower quality, and trails may not exist (Gutzwiller and Cole 2005). Most wild-
land recreation occurs on public lands, such as federal and state parks, refuges, for-
ests, and grasslands, but some occurs on private lands.
 Wildlife-dependent activities are pursued with the goal of  encountering wild-
life for some purpose (e.g., harvest, observe, and photograph). Other recreational 
activities are not contingent on wildlife. Wildlife may add enjoyment, present risk 
and challenge, or may be a nuisance, but participation does not depend primarily 
on wildlife occurrence because wildlife encounters are incidental. Activities (e.g., 
big-game and upland-game hunting) involving harvest are referred to as consump-
tive, and recreational activities that do not involve harvest are referred to as non-
consumptive. The latter term can be misleading, however, because some of  those 
activities can decrease wildlife reproduction and survival, causing these activities to 
be consumptive in their effects (Gutzwiller and Cole 2005). This chapter empha-
sizes nonharvest activities.
 Outdoor recreation demand has grown since the late 1940s, when the post-
World War II economy expanded and general affluence increased (Flather and Cordell 

Assessing and Managing Wildland 
Recreational Disturbance
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1995, Cordell and Super 2000). During the last 5 decades, 
the number of  participants and days of  participation have 
increased for consumptive pursuits and nonconsumptive 
activities (e.g., camping, backpacking, hiking, off-road vehi-
cle driving, horseback riding, swimming in natural waters, 
boating, waterskiing, downhill and cross-country skiing, and 
snowmobiling). Recently, some of  the most dramatic increases 
in participation have occurred for wildlife watching. In ad-
dition, newer activities, such as mountain biking, moun-
tain climbing, rock climbing, spelunking, orienteering, raft-
ing and tubing, and jet skiing have become increasingly 
popular (Gutzwiller and Cole 2005).
 Most non-wildlife-dependent recreational activities and 
participation (no. of  trips) in many of  these activities will in-
crease in the future (Gutzwiller and Cole 2005; Fig. 32.1). 
Participation in fishing and in wildlife-dependent activities 
that do not involve harvest is expected to increase 63–142% 
during 1985–2040 (Gutzwiller and Cole 2005). During this 
period, big-game hunting participation is predicted to re-
main stable and small-game hunting participation is pro-
jected to decrease. Future disturbance from consumptive 
activities may stabilize or decline; nonconsumptive activ-
ity disturbance, which is frequently detrimental to wildlife 
(Boyle and Samson 1985), is expected to rise. Thus, wildland 
managers should expect recreational disturbance of  wildlife 
to continue to increase in intensity and geographic scope as 
the public demand for experiences in natural environments 
increases.
 Disturbance from direct contact with recreationists has 
been implicated as a factor responsible for declines in wild-
life reproduction, survival, and vigor; higher depredation rates; 
increased vigilance at the expense of  brooding of  young 
and foraging; displacement from habitats that are needed 
for important life requirements; and alteration of  food hab-
its (Boyle and Samson 1985, Burger 1995, Knight and Gutz-
willer 1995, Joslin and Youmans 1999). Indirect effects are 
defined as those that arise through habitat degradation by 
recreationists, which can be just as problematic as direct ef-
fects (Cole and Landres 1995, Joslin and Youmans 1999). Ef-
fects of  human disturbance in wildlands can vary among in-
dividuals, populations, and species (Knight and Temple 1995a) 
and with time of  year (Hamr 1988, Götmark 1992), prior ex-
perience with humans (Knight and Fitzner 1985, Marzluff  
1988), noise levels (Bowles 1995), speed of  recreationist 
movement (Richens and Lavigne 1978, Burger 1981), loca-
tion of  recreationists (Herbert and Herbert 1965, Hicks and 
Elder 1979, MacArthur et al. 1982), and type of  recreation 
(Burger 1995, Knight and Cole 1995a). Cumulative and syn-
ergistic effects of  these influences are possible (Bell and Aus-
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Fig. 32.1. Projected participation indices (growth in wildland 
recreation trips, 1987 = 100) for land- (A), water- (B), and snow- 
based (C) activities in the United States, 2000–2040. Data from 
Flather and Cordell (1995); figures from Gutzwiller and Cole (2005).
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tin 1985, Gutzwiller 1995). Accordingly, assessment and man-
agement of  recreational disturbance typically does not entail 
simply applying approaches used previously; instead, efforts 
must be tailored to a particular disturbance situation (Gutz-
willer and Cole 2005).
 Land-management agencies operate under multiple man-
dates, including providing recreational opportunities; there-
fore, minimizing recreational disturbance to wildlife must 
usually be balanced with other goals. The public derives sub-
stantial benefits from viewing wildlife, so management ac-
tions that limit such activities may not be appropriate. In 
some situations, recreational activities have minimal nega-
tive effects on wildlife (Knight and Gutzwiller 1995). Many 
groups of  wildland recreationists are among the strongest 
advocates for wildlife or the environment, and it is impor-
tant that wildlife professionals not alienate these groups by 
acting on preconceived notions about the effects of  their 
recreation. Thus, during assessment and management ef-
forts, it is crucial that wildlife scientists remain objective 
about potential influences and that wildlife managers care-
fully consider both the costs and benefits of  providing rec-
reational opportunities. Gutzwiller and Cole (2005) recom-
mend that techniques be used to develop and implement a 
policy that seeks a balance between wildlife protection and 
the provision of  opportunities for recreation.
 The need to assess and manage recreational disturbance 
to wildlife populations is pressing because it is occurring on 
public and private wildlands, which are the most natural ar-
eas that support wildlife. This chapter reviews methods for 
assessing the nature and magnitude of  recreational distur-
bance and for avoiding or reducing that disturbance to wild-
life. Specifically, we (1) describe how existing information 
can be used to evaluate the potential for harmful effects,  
(2) indicate how to conduct field studies to obtain new in-
formation, (3) present a framework for disturbance manage-
ment based on objectives, monitoring, and effects of  previ-
ous management actions, (4) provide options for managing 
recreationists, including approaches for informing visitors 
and regulating aspects of  their activities, and (5) explain how 
to reduce recreational disturbance through wildland plan-
ning and management, with emphasis on facilities and infra-
structure placement, and regulation of  their use.

ASSESSING EFFECTS OF RECREATIONAL 
DISTURBANCE ON WILDLIFE

Recreational disturbance of  wildlife occurs on all wildlands; 
therefore, the severity of  effects of  recreational disturbances 
on wildlife should be assessed routinely. The nature of  as-
sessments will vary with management goals, available infor-
mation, perceived threats, and available funding. All areas 
should assess impact potential, most should conduct rou-
tine monitoring, and some should initiate field studies. As 
uncertainty about how some recreational activity affects wild-

life and the importance of  wildlife conservation grows, man-
agers face 2 choices—either conduct field studies or err on 
the side of  unnecessary restriction when managing these ac-
tivities. Field studies can be costly in the short term. How-
ever, long-term costs can be greater if  wildlife is severely 
disturbed or recreationists are needlessly restricted (Gutz-
willer and Cole 2005).

EVALUATION OF IMPACT POTENTIAL

An evaluation of  impact potential uses existing information 
(data, expert knowledge, and logical thinking) to identify 
wildlife species that may require unusual management em-
phasis. These may be species with special status (e.g., threat-
ened and endangered species), game species, or species that 
are major attractions for recreationists. In addition, they may 
be species that are vulnerable to substantial recreational dis-
turbance in particular places and at certain times. Defini-
tions of  what constitutes high vulnerability and substantial 
disturbance are not absolute; they will vary from place to 
place. An assessment of  the relative vulnerability of  different 
species, places, and times is a means of  prioritizing monitor-
ing efforts and management techniques. If  there is sufficient 
uncertainty about effects, field studies are warranted.
 The initial step in any evaluation of  impact potential is to 
compile an inventory of species either known or likely to 
occur in the area. Next, gather existing literature and expert 
opinion about likely effects on these species. Joslin and You-
mans (1999) provide an excellent example of  the wealth of  
insight that can be gained by compiling existing information 
about recreational effects on Rocky Mountain wildlife in 
Montana.
 Species with special status should be identified first. 
The most obvious are species listed under the Endangered 
Species Act, those proposed for listing, or those identified 
as sensitive by the U.S. Forest Service, U.S. Bureau of  Land 
Management, or state agencies. These species will probably 
be the focus of  most monitoring, field studies, and most of  
the recreation management program.
 The species most vulnerable to recreational disturbance 
are those for which a large portion of  the population is ex-
posed to recreational activities and individual animals are 
adversely affected by recreational disturbance. In large wild-
lands, the majority of  species will probably not be affected 
by recreation because their populations are widespread, sea-
sonal ranges or territories are small, and recreational distur-
bance is often localized around the recreation site. Many in-
vertebrates, amphibians, reptiles, birds, and small mammals 
may fall into this category. If  there is little potential for wide- 
spread impact, then little effort needs to be expended on 
monitoring recreation effects on these species unless the  
situation changes (e.g., increasing habitat fragmentation or 
development of  adjacent lands). This does not mean that there 
is no impact on these species. Nor does it mean that educa-
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tional programs should not be developed to reduce effects 
as much as possible (Gutzwiller and Cole 2005).
 Of  the species with small seasonal ranges or territo-
ries, the most vulnerable are those that are highly selective 
in the habitats they occupy. Suitable habitat for such selec-
tive species can be mapped, either on the basis of  direct ob-
servation or from predictive models, and the information 
can be overlaid on maps of  recreational use to identify areas 
of  potential conflict or to suggest where trails and facilities 
should not be constructed. Recreationists are often attracted 
to riparian strips (Blakesley and Reese 1988), where species 
of  concern often occupy these same riparian zones. Some 
species (i.e., invertebrates, reptiles, and amphibians) are con-
centrated and, therefore, more vulnerable at certain times 
of  the year. Management of the timing of  recreational ac-
tivity can effectively limit impact on these species (Gutz-
willer and Cole 2005).
 It is difficult to generalize about effects on species that 
are numerous and have large seasonal ranges or territories. 
These species may have a large proportion of  individuals in 
the population come into conflict with recreationists even 
when use is localized. These individuals have the capacity to 
learn from encounters with recreationists. The severity of  
impact to such species is influenced by the nature of  the 
learned response, along with the spatial pattern of  recre-
ational use and critical habitat. Populations in which most 
individuals learn strong avoidance behavior may be substan-
tially affected if  recreational use is widely dispersed and/or 
occurs within much of  the preferred habitat for feeding, 
breeding, or birthing. Populations in which most individuals 
exhibit strong attraction responses also can be affected sig-
nificantly if  the outcomes of  encounters are often lethal, as 
is the case with black bears (Ursus americanus; Singer and 
Bratton 1980).

MONITORING

Recreational use and wildlife populations of  concern should 
be monitored. It is important to monitor recreational activ-
ity because most techniques for mitigating wildlife impact 
involve managing visitor use (Gutzwiller and Cole 2005). 
The amount and type of recreational use, including how 
use is distributed in space and time, should be monitored. 
Techniques for monitoring visitor use are varied and highly 
developed. For example, numerous devices are commercially 
available for measuring vehicular traffic and flow through 
facilities. Monitoring dispersed travel, particularly foot travel 
in remote wildlands, is more challenging. Watson et al. (2000) 
provide a handbook on alternative techniques for estimating 
magnitude, type, and location of  recreational use in wildlands.
 Techniques for monitoring wildlife populations also are 
diverse and well developed. Monitoring the effects of  recre-
ation on wildlife can be problematic because it is seldom 
possible to separate the effects of  recreation from other in-

fluences on wildlife populations. It is often necessary to con-
duct field studies to establish cause-and-effect relationships 
between recreation and wildlife and then to monitor recre-
ation activities carefully. If  dramatic changes in manage-
ment are undertaken, then monitoring of  wildlife popula-
tions can provide crucial information about the effectiveness 
of  these actions.

CONDUCTING FIELD STUDIES

When potential exists for significant recreational disturbance 
to wildlife, and when available information does not provide 
an adequate scientific basis for evaluating the actual effects 
of  this disturbance, field studies should be conducted. 
These studies should attempt to evaluate factors that influ-
ence the nature and magnitude of  impact and whether the 
activity is detrimental. This work is needed to verify sus-
pected recreational effects so that decisions about how to 
manage these activities are consistent with their real impact. 
If  careful studies confirm that an activity with significant 
disturbance potential actually has negligible effects, then 
restrictive management would not be necessary; indeed, 
regulation of  recreation in this case would be indefensible 
and detrimental to relationships between recreationists and 
wildland managers. If  field studies indicate that a recre-
ational activity is substantially detrimental to wildlife, then 
decisions must be made about how to manage the activity 
so that wildlife effects are not significant. Because of  the 
context-specific nature of  recreational effects on wildlife, it 
is not wise to apply blindly a management technique that 
has been used previously for a similar problem. Differences 
between one’s local situation and the situation in which  
the management technique was applied previously (e.g., the 
species, frequency of  recreation, habitat conditions, histori-
cal context of  human disturbance) may reduce or eliminate 
the method’s effectiveness. Thus, in many cases, field stud-
ies may be needed not only to reveal actual effects, but also 
to evaluate the success of  a management approach.

Field Study Type and Design
Experimental and nonexperimental (observational or cor-
relative) studies can provide information about recreational 
disturbance and how to manage it. Each of  these 2 study 
types has advantages and disadvantages, and which type of  
study to conduct will be determined by the specific type  
of  recreational disturbance, available resources (i.e., fund-
ing, personnel, time), and the need to determine cause-and-
effect relationships. Simple pilot studies can be used to 
identify the factors on which more costly, in-depth research 
should focus, but such initial studies may not be rigorous 
enough to formulate management policy. Research must be 
scientifically valid if  intended to direct management because 
inaccurate information may lead to mismanagement of  wild- 
life or recreational activity, and user groups may challenge 
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management actions in court. Regardless of  study type, the 
usual principles of  sampling, replication, statistical power, 
study design, and data analysis must be applied. We do 
not discuss these principles because they are described in de-
tail elsewhere (e.g., Green 1979; Hurlbert 1984; Cohen 1988; 
Hairston 1989; Hair et al. 1998; Zar 1999; and Chapters 1 
and 2, Volume 1).

Experimental Studies
Lack of  understanding about cause-and-effect relationships 
is an impediment to managing recreational disturbance. 
The most credible, defensible, and efficient way to surmount 
this problem is to conduct properly designed experiments. 
Assessment of  recreational disturbance lends itself  quite 
well to experiments (Gutzwiller 1991). The reason is that 
human activity is the primary factor of  interest, and such 
activity can often be experimentally manipulated (Yarmoloy 
et al. 1988, Skagen et al. 1991, Knight and Cole 1995a). In a 
recreational disturbance experiment, one manipulates the 
activity of  concern to test a hypothesis about the effect of  
that activity on wildlife. Controls (no disturbance occurs) in 
space and time, along with treatments, allow cause-and- 
effect relationships to be established. Examples of  experi-
mental units in recreational studies include sites (Gutzwiller 
et al. 1997), nests (Knight and Fitzner 1985), individual ani-
mals (Stalmaster and Newman 1978), and family groups 
(Keller 1991).

Nonexperimental Studies
When constraints on logistics, funding, timing, or other re-
sources preclude experimental assessment, nonexperimen- 
tal studies can often be used to identify associations between 
recreational disturbance and wildlife responses. Nonexperi-
mental studies may be more realistic to implement because 
they can be quicker, easier, and less expensive to conduct 
(Gutzwiller 1991). These characteristics may be especially 
advantageous when influence of  a recreational activity must 
be discerned quickly, as might be the case when species of  
special concern are involved. Wildlife scientists can use non-
experimental studies to help identify the most relevant fac-
tors and hypotheses to address in subsequent experiments.
 Gutzwiller and Cole (2005) describe the various experi-
mental and nonexperimental approaches for investigating 
the effect of  recreation activity on wildlife. Experimental 
approaches include (1) mimicking recreational disturbance 
through use of  investigators who conduct the recreational 
activity, and (2) an adaptive approach where activities of  ac-
tual recreationists are manipulated in time, space, or both 
through management actions.

Complex Effects
Gutzwiller and Cole (2005) discuss interaction, cumulative, 
ripple, threshold, and lag effects. These may often reflect 

reality better than simple main effects. Wildlife scientists 
have not typically assessed complex effects of  recreational 
disturbance on wildlife.

Deciding Which Response and  
Disturbance Variables to Measure
Management objectives, the potential for direct and in-
direct (habitat) effects, and the importance of  addressing 
wildlife fitness (reproduction, survivorship, longevity) should 
be used to decide which response and disturbance variables 
to measure. To be maximally useful, response and distur-
bance variables must directly reflect the spatial scale, time-
frame, and level of biological organization (e.g., popula-
tion, community, ecosystem) that a management objective 
addresses (Gutzwiller and Cole 2005). Gutzwiller and Cole 
(2005) discuss response and disturbance variables in relation 
to recreational activity research.

MANAGING RECREATIONAL  
DISTURBANCE OF WILDLIFE

In terms of  time, personnel, funding, disturbance to wildlife, 
and inconvenience to recreationists, it usually is less costly 
to preclude a recreational problem than it is to correct one. 
Although not all situations lend themselves to preemptive 
strategies, we recommend that managers apply proactive 
(rather than reactive) approaches to manage recreational ef-
fects whenever feasible.

Framework for Management
Managing recreational disturbance of  wildlife is both art 
and science. It involves value judgments and scientific infor-
mation. Contemporary management frameworks attempt 
to bring values and science together (while making the dis-
tinctions clear) in processes that lead to effective manage-
ment solutions to problems that are explicitly defined and 
based on societal values. The Limits of Acceptable Change 
process is the original and best known of  these processes 
(Stankey et al. 1985). Another closely related process is Visi-
tor Impact Management (Vaske et al. 1995). These processes 
are equally useful as informal ways to structure decision- 
making.
 Each process involves (1) identifying problems—situations 
where monitoring data (scientific information) show that 
management objectives (value judgments) are not being 
met, (2) implementing management solutions to problems 
based on insight into causal factors, and (3) obtaining feed-
back from periodic monitoring to assess both the effective-
ness of  management solutions and whether new problems 
have developed (Gutzwiller and Cole 2005; Fig. 32.2). Al-
though these steps are conceptually simple, their imple-
mentation is often hindered by managers not making their 
value judgments as transparent and explicit as they are in 
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this process. Implementation often is stymied by the chal-
lenge of  making monitoring an integral part of  manage-
ment. Management in the absence of  science or based on 
personal biases of  mid-level managers is no longer accept-
able to a pluralistic and democratic society (Gutzwiller and 
Cole 2005).
 The initial step in these frameworks involves collecting 
information, assessing values, and then codifying value judg-
ments in quantifiable management objectives. The second 
step is to develop narrative descriptions of  management ob-
jectives or what are frequently referred to as desired future 
conditions. The third step, defining indicators and stan-
dards, amounts to stating objectives in quantifiable terms. 
The fourth step involves inventorying conditions, with most 
attention given to monitoring selected indicators. The fifth 
step is to develop or fine-tune management programs to 
reflect where problems do and do not occur. The final step, 
often neglected in the process, is monitoring. Gutzwiller 
and Cole (2005) discuss each step in more detail.

Management Strategies
There are many potentially effective approaches for manag-
ing recreational disturbance of  wildlife. Working through a 

management framework should narrow the array of alter-
natives by (1) specifying problems in terms of  what, where, 
and when, and (2) suggesting the relative social acceptability 
of  different approaches. However, it is important to consider 
all possible management avenues, and it is often most effec-
tive to combine approaches and attack a problem from sev-
eral different perspectives.
 The magnitude of wildlife disturbance is a function of  
the magnitude of  recreational disturbance and the vulnera-
bility of  wildlife to that disturbance. This suggests 3 basic 
strategies for management: (1) manipulate visitor charac-
teristics to reduce recreational disturbance; (2) manipulate 
wildlife to reduce vulnerability to disturbance; and (3) ma-
nipulate habitat either to reduce wildlife vulnerability or to 
compensate for recreational disturbance. Each of  these 3 
primary strategies consists of  several substrategies (Gutz-
willer and Cole 2005; Table 32.1).

Manipulation of Visitor Characteristics
The amount of  recreational use on a given area is one obvi-
ous factor that influences the magnitude of  disturbance. One 
strategy is to reduce or limit amount of use. There are 
many ways to limit use, ranging from requiring entry per-
mits to more subtle approaches such as limiting parking 
spaces, making access more difficult, and even manipulating 
the type of  information provided to visitors. Somewhat 
counterintuitively, reducing amount of  use by itself  is often 
not an effective management approach. As use levels increase, 
additional use has less and less additional effect (Ferguson 
and Keith 1982). Limiting use may be most worthwhile in 

Fig. 32.2. A framework for managing recreational impacts on 
wildlife. From Gutzwiller and Cole (2005).

Table 32.1. Strategies for managing recreational effects 
on wildlife

Manage people
 Reduce amount of  recreational use.
 Reduce per capita impact of  use.
  Manipulate type of  use.
  Manipulate visitor behavior.
  Concentrate recreational use.
  Manipulate location of  use.
  Manipulate timing of  use.
Manage wildlife
 Reduce vulnerability to disturbance.
  Increase habituation to recreational use.
  Decrease attraction to humans.
  Increase avoidance behavior.
Manage wildlife habitat
 Reduce vulnerability to disturbance.
  Attract wildlife to locations far from users.
  Screen wildlife from recreationists.
 Compensate for disturbance.
  Create new habitat.
  Improve habitat quality.

From Gutzwiller and Cole (2005).
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places where use levels are currently low and regulations are 
effective in keeping disturbance levels below thresholds 
(Hammitt and Cole 1998).
 Other strategies try to reduce the per capita impact of  
recreationists (see Table 32.1). The type of  recreational ac-
tivity can have a large effect on disturbance. Although there 
are exceptions, motorized uses will generally cause more dis-
turbance than will nonmotorized uses, groups with livestock 
and/or dogs will cause more impact than will groups with-
out animals, and overnight users will cause more disturbance 
than will day users (Knight and Cole 1995b, Hammitt and 
Cole 1998).
 The behavior of  recreationists may have an even greater 
influence on the magnitude of  disturbance than type of  ac-
tivity. Disturbance depends on decisions about whether or 
not to approach wildlife and, if  they are approached, how 
close to get to them. Research shows that fast-moving snow-
mobiles cause more disturbances to white-tailed deer (Odocoi-
leus virginianus) than slow-moving snowmobiles, but that 
the greatest disturbance occurs when the snowmobile stops 
(Richens and Lavigne 1978). Noisy behavior can be partic-
ularly problematic (Bowles 1995). Some of  the worst cases 
of  disturbance are the result of  malicious acts; but, well-
intentioned, uninformed people likely cause most impact.
 In most situations, impact on wildlife should be less 
when recreational use is concentrated as opposed to being 
widely dispersed. Concentration of  recreational use and re-
lated activities also increases the predictability of  human ac-
tivity. Many animals habituate to (and, therefore, are not 
highly disturbed by) human activities that are predictable 
and nonthreatening (Knight and Cole 1995a). Miller et al. 
(2001b) found, for example, that the alert distance, flush dis-
tance, and distance moved by deer and birds increased when 
hikers were off-trail compared to when hikers were on-trail. 
They attributed these results to trail-use habituation by wild- 
life and to the unpredictability of  off-trail activity.
 The location where recreation occurs also influences the 
magnitude of  disturbance. When recreational activities oc-
cur, near or even within the view of  nest sites, nests can be 
abandoned or depredated (Miller et al. 1998). Miller and Hobbs 
(2000) found birds that were able to nest close to trails actu-
ally suffered less nest depredation. Activities close to pre-
ferred feeding sites can result in reduced feeding, increased 
energy expenditure, and even displacement of  birds to less 
productive habitat (Stalmaster and Kaiser 1998).
 Finally, timing of  recreational use has a pronounced ef-
fect on the likelihood of  serious impact because animals are 
most susceptible to disturbance at critical times of  the year, 
especially during the nesting season and the postnatal period. 
There is substantial evidence that disturbance while feeding 
can be cause for concern (Hobbs 1989, Skagen et al. 1991). 
Some species are particularly vulnerable at certain times be-
cause they are highly concentrated. Examples include mi-

grating birds concentrated on stopover sites, and amphibi-
ans migrating during the breeding season.

Manipulation of Wildlife
There may be potential to manipulate wildlife so they are 
not severely affected by ongoing recreational disturbance. 
The most obvious examples are aversive conditioning of  
animals that are attracted to humans, and attempting to ha-
bituate animals to recreational activities. In Glacier National 
Park, managers have used cracker shells, rubber bullets, and 
specially trained Karelian dogs to teach bears to stay away 
from human food ( Joslin and Youmans 1999). It is not clear 
how successful such attempts have been. Bears also have 
been the subjects of  successful attempts to habituate ani-
mals to human activities. In Alaska, McNeil River Falls is 
where people come to watch brown bears (U. arctos) fish in 
salmon streams. The bears’ feeding habits are not disrupted 
by this activity because viewer number, location, timing, and 
behavior remain constant, and the bears habituate to the 
viewers (Aumiller and Matt 1994). Whittaker and Knight 
(1998) observe that there can be unintended consequences 
of  such efforts. For example, habituated bears may become 
easier targets for hunters and poachers.

Manipulation of Habitat
Habitat modification can serve both to reduce disturbance 
and to compensate for recreational disturbance. Hockin et al. 
(1992) provide examples of  manipulations that reduce dis-
turbance (e.g., creating attractive nesting sites away from 
areas of  recreational activity or visually screening recre-
ationists from nesting sites). They also discuss examples of  
compensation (e.g., creating habitat to replace habitat al-
tered by recreational use and improving feeding areas to 
which recreation displaces wildlife).

Synergistic Effects
It is important to consider the effects of  multiple manage-
ment strategies working in combination (Gutzwiller and 
Cole 2005). Limiting amount of use is seldom an effective 
management strategy. However, it can be a highly effec- 
tive supplement to actions that concentrate and control lo-
cation of  use. The most effective management programs 
apply a variety of  management techniques, particularly visi-
tor education, activity restrictions and zoning, and thought-
ful design of  roads, trails, and facilities.

Visitor Education
Education is one of  the keys to reducing recreational effects 
on wildlife (Gutzwiller and Cole 2005). By changing human 
behavior (Klein 1993), education can be an effective means 
of  reducing per capita impact. Through education, manage-
ment can become more proactive and preventive in nature. 
Education is not a panacea; instead, it is a foundation on 
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which to build a comprehensive management program. De-
velopment of  an effective low-impact educational pro-
gram requires considerable thought. It requires attention to 
the content of  educational messages and to the communica-
tion media that will be used to disseminate messages.

Message Content
Knowledge about appropriate low-impact techniques has 
developed slowly during the past few decades with accumu-
lation of  personal experience and recreation ecology research. 
Progress in developing consistent educational messages for 
wildland users has been profound. Over the past 2 decades, 
numerous books have been written about low-impact use 
of  wildlands (Hampton and Cole 1995), and a national 
Leave No Trace low-impact education program was devel-
oped (Swain 1996). Leave No Trace is a partnership between 
federal land-managing agencies, nonprofit educational orga-
nizations, and the recreation industry, with a mission to de-
velop a nationally recognized minimum-impact education 
system to educate federal land managers and the general 
public through training, publications, videos, and web sites 
(http://www.LNT.org). Consistency in low-impact educa-
tion has emerged, even among the different land-managing 
agencies. This consistency is most apparent in the 7 low-
impact principles that are the crux of  the program (Gutz-
willer and Cole 2005; Table 32.2).
 Although “Respect Wildlife” is one of  the Leave No 
Trace principles, recommended behaviors for “respecting 
wildlife” are poorly developed. Recommendations include: 
(1) travel quietly and give animals the space they need to 
feel secure; (2) avoid approaching animals too closely, feed-
ing them, or touching them; (3) learn about locations and 
times of  the year when disturbance of  animals is particu-
larly problematic; and (4) leave pets at home or keep them 
under control (Gutzwiller and Cole 2005). Individual man-
agers must craft recommendations that are specific to the 
situation that exists in the place they manage. The Leave No 
Trace program recognizes that education needs to be tai-
lored to individual places and user groups. Ultimately, visi-
tors must use their own judgment and ethics with respect to 
how they behave in these circumstances.

Effective Communication
There are many different ways to try to persuade recreation 
visitors to adopt low-impact practices. Some of  the most 
common educational media include brochures, personnel at 
agency offices, maps and signs, personnel in the field, and 
displays at visitor centers or in parking areas. Research by 
social psychologists, who have been studying persuasive com- 
munication for years (Eagly and Chaiken 1993), suggests 
that low-impact education is a difficult task. Principles of  
low-impact education that have been compiled from experi-
ence and research are varied (Roggenbuck 1992, Gutzwiller 
and Cole 2005; Table 32.3).

Activity Restrictions and Zoning
A common means of  limiting disturbance is to restrict or 
prohibit activities that are particularly disturbing to wild-
life populations and/or their habitats. Motorized use is per-
haps the most common activity that is restricted, both be-
cause motorized use can be particularly destructive and 
because motor vehicles can reach and disturb wildlife in re-
mote places. Complete restriction of  motorized vehicles is 
typically the policy that is enforced in areas designated as 

Table 32.2. Leave-no-trace principles, proposed for visitors 
using public recreation sites

Plan ahead and prepare.
Travel and camp on durable surfaces.
Dispose of  waste properly.
Leave what you find.
Minimize campfire effects.
Respect wildlife.
Be considerate of  other visitors.

From Gutzwiller and Cole (2005).

Table 32.3. Principles for effective communication when 
addressing the public

•  Educational programs should be guided by specific objectives.
  It is important to identify specific problems and users that are the 

primary cause of  the problems.

•  Focus the message.
  Address a few critical problems and desired behaviors instead of  

overwhelming the visitor with information. Clearly state the problem, 
type of  behavior that aggravates the problem, and how a change in 
behavior will improve the situation.

•  Identify the audience. 
  Different messages should be targeted to specific users and problems and 

delivered using different media in different places. For example, hunters 
should receive a different message than nonhunters and should be 
contacted in different places and manners (e.g., in hunter-safety classes). 
Certain behaviors and user groups will be more amenable to change 
than will others. 

•  Use a combination of  techniques.
  A combination of  techniques allows messages to be repeated and makes 

it more likely that most visitors will be contacted. Personal contact 
supplemented with written materials can be particularly effective.

•  Present messages in a professional manner. 
  Productions need not be slick, but they should not be perceived as 

amateurish. If  they are, credibility will suffer. Text and dialogue should 
be accurate and easy to understand. High-quality equipment and 
materials should be used for graphics and productions. Personnel who 
contact the public should be cheerful, polite, outgoing, have a positive 
attitude, and be trained in communication skills and low-impact 
techniques. 

From Gutzwiller and Cole (2005).
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“wilderness” in National Forests. In some situations, how-
ever, motorized use is less disturbing to wildlife than is slow-
moving, less predictable pedestrian use (MacArthur et al. 1982).
 Zoning is a means of  restricting activities while not pro-
hibiting them entirely. Certain activities are allowed in some 
zones, but not in others. In the context of  managing wild-
life, the general idea is to provide refuge for wildlife from re-
petitive disturbance. Depending on the situation, zones that 
provide refuge might be particularly critical locations for 
birthing, watering, roosting, or feeding, or they might sim-
ply provide some portion of  the area to which disturbed  
animals can escape.
 Zones might provide absolute protection from distur-
bance by prohibiting all recreational use. Alternatively, zones 
may only provide protection from severe types of distur-
bance. In these zones, recreational use would be allowed, 
but it might be restricted in quantity or in terms of  the ac-
tivities and behaviors that are allowed. In some zones, the 
only option for access might be to join a guided group of  
limited size. In other zones, recreationists might be required 
to travel on designated roads or trails.
 Timing can be critical to the overall effect of  recre-
ational disturbance; therefore, temporal restrictions can be 
an important part of  a management scheme. Use could be 
prohibited in critical locations (nesting sites) during crucial 
periods (nesting season). Knight and Temple (1995b) observed 
that, although most temporal restrictions involve seasonal 
closures for weeks or months, daily cycles of  vulnerability 
also exist, with wildlife feeding primarily at night or, alterna-
tively, primarily during the morning hours. In these cases, 
restrictions would be frequent, but short lived.

Wildlife-Sensitive Design of Roads,  
Trails, and Facilities
Wildlife disturbance is affected largely by where and when 
people and wildlife come in contact; thus, the design of 
traffic networks and facilities is important. Planning and 
design, to keep wildlife disturbance to acceptable levels, must 
be done at multiple spatial scales. Particularly in smaller ar-
eas, linkages between the management area and surround-
ing lands must be considered. For example, it is important 
to consider the possibility of  displacing wildlife from public 
to private lands, where increases in conflicts between hu-
mans and wildlife may occur. Effects of  noise and develop-
ment, as well as the likelihood that nonindigenous species 
might invade from adjacent lands, should be considered. Re-
gardless of  the size of  the management area, it is important 
to develop a broad-scale perspective of  the distribution of  
species, their habitat, and their corridors of  movement. 
Roads, facilities, and the flow of  traffic should be designed 
to minimize vehicle collisions with wildlife, disruption of  
travel corridors, fragmentation of  habitat, and impact to re-
gionally rare species and habitats (Gutzwiller and Cole 2005).

 The location of access points or trailheads, beyond 
which motorized use is not allowed, can influence the spa-
tial distribution of  visitor use. Use distributions also can be 
influenced by the placement of  facilities such as viewpoints, 
which attract use away from sensitive areas. Viewpoints can 
be located and designed to minimize impact (Gutzwiller 
and Cole 2005).
 Campgrounds should be located and designed to mini-
mize disturbance. Campgrounds are often placed in riparian 
zones because humans are attracted to water. However, the 
importance of  riparian zones to wildlife means that location 
and design of  riparian campgrounds are critical. Blakesley 
and Reese (1988) found that species that nest on the ground 
or in shrubs and small trees were underrepresented at 
campsites. To support a diversity of  bird species in camp-
grounds, active intervention may be necessary to maintain a 
diverse vertical structure and appropriate spatial pattern of  
vegetation. Maintenance of  shrub and tree patches between 
individual campsites and between the campgrounds and 
streams is critically important for such species.
 One of  the keys to controlling wildlife disturbance is the 
design of  an appropriate trail system. Design at broad scales 
can leave portions of  the area without trails, providing  
refuges for wildlife. Trails should avoid sensitive locations, 
such as ungulate wintering areas, key foraging areas, areas 
used for birthing and the immediate postnatal period for 
mammals, and breeding areas for birds. At finer scales, trail 
design should seek to avoid fragmenting habitat and to pro-
vide adequate buffering between hikers and wildlife. It is of-
ten possible to use natural features (topography and vegeta-
tion) as visual and acoustic buffers (Gutzwiller and Cole 
2005).
 Information about flush and flight distances can be help-
ful in deciding on desirable widths of  buffer zones around 
refuges for wildlife. For example, in deciding where to lo-
cate their wildlife viewing facility in relation to nesting wad-
ing birds, Colorado Parks and Outdoor Recreation relied on 
the research of  Erwin (1989) and others, which indicated 
that colonies of  nesting wading birds did not respond to hu-
man intrusions at distances >150 m (Larson 1995). Unfortu-
nately, there can be considerable variation in flushing re-
sponses within the same species as well as over time (Knight 
and Temple 1995b). Fernández-Juricic et al. (2001) propose 
using alert distance (the distance between an animal and an 
approaching human at which the animal begins to exhibit 
alert behaviors to the human) as a conservative estimate of  
approach distance.
 In addition to considering direct effects on wildlife, trail 
system design should consider indirect effects (i.e., effects 
of  recreation on vegetation, soil, and water) on the living 
space and food source for wildlife. Vegetation and soil vary 
spatially and temporally in their vulnerability to disturbance 
(Hammitt and Cole 1998). Trails and facilities should be 
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placed in more resistant environments. Careful trail design 
can reduce the need for spatial and temporal restrictions on 
use (Gutzwiller and Cole 2005).

SUMMARY

Recreational disturbance can detrimentally affect wildlife re-
production, survival, distributions, and behavior, and such 
activities can affect their habitat. Recreational activities are 
expected to increase in the coming decades, indicating that 
mitigating the effects of  these activities will continue to be a 
challenge for wildlife managers. Wildland recreation occurs 
on most lands that are valuable for supporting wildlife, so 
the need to assess and manage recreational disturbances is 

pressing. To conserve wildlife and maintain support for 
wildlife from wildland recreationists, Gutzwiller and Cole 
(2005) advocate management actions that protect wildlife 
and permit recreational activity. We, too, concur with this 
philosophy. Such approaches must be based on evaluations 
of  existing data and, because recreational effects are often 
context-dependent, new field studies. Field studies, assessing 
recreational disturbances on wildlife, should be (1) directly 
relevant to management objectives, and (2) responsive to 
management. A variety of  techniques are available to man-
age recreational effects. Most involve managing the behav-
ior, activities, or distribution of  recreationists; managing 
habitat; or designing facilities and transportation infrastruc-
ture that are minimally disruptive to wildlife.
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INTRODUCTION

INTER EST IN MA NAGING wildlife harvests has been widespread through-
out history. Elements of  harvest management can be dated to the eighth cen-
tury when Charlemagne instituted a detailed set of  game laws (Caughley 

1985). Current deliberations leading to hunting regulations may be little different 
than those of  the hunting subcommittee of  the Mongol Supreme Command in 
13th-century China (Caughley 1985). However, concepts of  hunting licenses and 
bag limits are reasonably new, having been introduced only in the second half  of  
the 19th century (Leopold 1933, Caughley 1985). In 1864, New York became the 
first state to require a license for hunting, and in 1878, the Iowa legislature enacted 
one of  the first bag limits, restricting prairie-chicken (Tympanuchus spp.) hunters to 
25 birds/day (Leopold 1933).
 Harvest management in North America dates to colonial times, when colonies 
established closed seasons for white-tailed deer (Odocoileus virginianus; Schmidt 
1980). The Texas legislature closed Galveston Island to hunting of  northern bob-
white (Colinus virginianus) in 1861, although in 1883, 130 Texas counties declared 
themselves exempt from all game laws (Cooke 2007). By the early 20th century, 
thoughts about harvest management and sport hunting were influenced by the 
doctrine of wise use advanced by Theodore Roosevelt and Gifford Pinchot in 1910 
(Strickland et al. 1994, Herman 2001). Early management efforts were largely di-
rected at recovering populations and preventing overharvest (Schmidt 1980). As 
populations of  game species (particularly deer) recovered, concerns developed 
about the impact of  wildlife on their habitats and emphasis changed toward popu-
lation control (Schmidt 1980, Strickland et al. 1994). Prior to establishment of  pro-
fessional state fish and wildlife agencies in the 1930s, harvest management decisions 
were largely based on anecdotal data and decisions were often politically motivated 
(Wing 1951, Trefethen 1964). Increased mobility of  the American public and a dou-
bling of  licensed sport hunters from 3 million to 6 million between 1910 and 1920 
led to increasing concerns over the welfare of  wildlife populations (Trefethen 1975, 
Autenrieth 1981). Both hunters and nonhunters demanded a greater accountability 
on the part of  the states for managing wildlife resources (Hornaday 1916, Trefethen 
1975).
 Following publication of  the American Game Policy (Leopold 1930), The Bobwhite 
Quail (Stoddard 1931), and Game Management (Leopold 1933), the profession of  wild-
life management in North America developed rapidly. Together, these 3 publications 
stressed the importance of  a biological approach to managing wildlife. Moreover, 

Harvest Management
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the American Game Policy called for training of  wildlife pro-
fessionals, to “find facts” or conduct research. Enactment  
of  the Federal Aid to Wildlife Restoration Act (Pittman–
Robertson program) in 1937 provided states with a stable 
funding source to fund the needed research and monitoring 
projects to further support harvest management programs 
(Murray 1938, Williamson 1987). As a result, information on 
the population dynamics of  a variety of  wildlife species was 
obtained rather quickly and this new knowledge was applied 
to harvest management.
 Sport hunting of  game species is an extremely popular 
and economically important activity. In 2006, >17 million 
hunters in the United States spent >236 million days hunt-
ing on >172 million trips, and spent >US$15 billion in hunting-
related expenditures (U.S. Fish and Wildlife Service and U.S. 
Census Bureau 2007; Box 33.1). Sport hunting can result in 
substantial harvests. For example, an estimated 16.1 million 
ducks and 4.2 million geese were harvested in the United 
States and Canada during the 2001–2002 recreational hunt-
ing seasons (Martin and Padding 2002), with unknown addi-
tional numbers of  waterfowl harvested by subsistence hunt-
ers. In some cases, recreational harvest can represent up to 
25% of  the postbreeding population size (Anderson 1975).
 For many biologists and managers working for state and 
provincial wildlife agencies, harvest management is where 
the “rubber meets the road” with regard to their constitu-
ents. Developing harvest strategies and regulations is the 
culmination of  extensive data gathering (see Chapter 1, Vol-
ume 1) and analysis (see Chapter 2, Volume 1), incorpora-
tion of  habitat conditions and wildlife behavior, and the 
melding of  stakeholder and political input into the most 
widely circulated documents produced by most agencies: 
their hunting-regulations publications. At smaller scales (e.g., 
private ranches, hunting leases, Native American reserva-
tions), managers may follow a similar process.
 This chapter discusses species commonly hunted in North 
America. Although harvest of  furbearers also is important 
and involves some of  the same concepts discussed here, fur-
bearer management is beyond the scope of  this chapter. 
Our purpose is to discuss the rationale and biology under-

lying harvest management in North America and provide 
examples of  successful harvest-management programs. We 
focus primarily on techniques used to address biological 
goals for harvest management. Nevertheless, we also under-
stand hunter participation and satisfaction are important 
considerations in formulating hunting regulations, and man-
agers typically are interested in maximizing hunting oppor-
tunity to meet these objectives (Smith and Roberts 1976, 
Babcock and Sparrowe 1989, Johnson and Case 2000). Some 
principles providing a foundation for harvest management 
strategies have been criticized (McCullough 1979, Romes-
burg 1981). In fact, Guthery (2000) stated the results of  field 
research in the past 2 decades did not support the early 
thinking on harvest management. Thus, we also provide a 
synopsis of  the important literature related to harvest man-
agement and attempt to identify and briefly discuss these 
principles. We recognize there is no “one-size-fits-all” approach 
and focus on differences in harvest management among 
groups of  species.

RATIONALE FOR HARVEST

North American Model
Two relatively early court decisions influenced development 
of  harvest management in the United States. In 1896, a 
Connecticut court (Greer vs. Connecticut) ruled that states 
have the right to control the manner in which wildlife is 
taken (Smith and Coggin 1984). In 1910, a Missouri Court 
decision (State vs. Heger) found that wildlife species within 
the boundaries of  a state are the sole property of  that state 
and not subject to private ownership on the land they in-
habit (Autenrieth 1981). These decisions, combined with 
passage of  the Weeks–McLean Act (1913) and Migratory 
Bird Treaty Act (1918), placing migratory birds under fed-
eral custody (Williamson 1987), largely provided a legal foun-
dation for harvest management in the United States. Cana-
da’s system is similar to the United States. In Canada, 
wildlife is considered government property, but the Cana-
dian government’s roles are not as clearly defined as they 
are in the United States (Smith and Coggin 1984). Generally, 

Box 33.1. Hunting activity in tHe united StateS during 2006

 Upland game Migratory birds Big game

Hunters 4,797,000 2,293,000 10,682,000
Trips 40,856,000 16,390,000 115,255,000
Days of hunting 52,395,000 19,770,000 164,061,000
Expenditures (US$) 2,365,778,000 1,349,148,000 11,754,122,000

U.S. Fish and Wildlife Service and U.S. Census Bureau (2007).
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in North America, states and provinces are responsible for 
harvest regulations pertaining to “resident” wildlife, while 
federal authorities set regulations for migratory game birds. 
Unlike in Europe, these regulations apply regardless of  owner-
ship of  the land the animals occupy.
 A general underpinning of  a harvest management sys-
tem is that a biological surplus exists, which can be har-
vested with little impact on subsequent breeding popula-
tions (Denney 1978, McCullough 1979). A major objective 
of  most harvest management programs is to apportion har-
vest opportunity equitably among hunters. The 3 approaches 
to harvest management include (1) harvesting at a low rate 
to ensure population increase, (2) harvesting to maintain a 
population, and (3) harvesting to reduce a population (Smith 
and Coggin 1984). The actual amount and type of  harvest is 
affected by population objectives set by the responsible 
agency (Denney 1978). The appropriate harvest level may 
vary among and within species depending on the status of  
the population (e.g., stable versus increasing) and whether 
or not the environment fluctuates annually (Caughley and 
Sinclair 1994).
 Harvest management includes 3 basic components: 
(1) inventory of  populations, (2) identification of  population 
and harvest goals, and (3) development of  regulations allow-
ing goals to be met (Strickland et al. 1994). These compo-
nents are usually part of  harvest management programs  
for some species (e.g., deer, elk [Cervus canadensis], but one 
or more are often lacking for other species (e.g., spruce 
grouse [Falcipennis canadensis], gray partridge [Perdix perdix]). 
Most harvesting of  wildlife for recreational purposes has 
been largely managed by trial and error, but this strategy of-
ten works well because of  the conservative approach taken 
by management agencies (Caughley and Sinclair 1994, Har-
din et al. 2005).
 In recent decades, there has been a greater emphasis on 
informed management decisions, based on knowledge about 
the effects of  harvest on game populations (Sutherland 2001, 
Sinclair and Metzger 2009). There are 4 basic requirements 
for successful, informed management of  game harvests 
(Nichols and Johnson 1989, Nichols et al. 1995). First, man-
agers must develop and agree upon explicit goals and objec-
tives for harvest management. Second, managers must be 
able to implement actions designed to achieve harvest man-
agement objectives. Third, managers must have some idea 
of  the likely effects of  alternative management actions. 
Fourth, systems must be in place to measure the outcome 
of  actions in relation to management objectives (e.g., popu-
lation size and harvest). Additionally, Beissinger (2001) ar-
gued that 6 areas of  biological knowledge are necessary for 
setting harvest levels at large spatial scales. These areas in-
clude (1) population size and range, (2) habitat requirements 
and movements, (3) resilience to human disturbance and 
habitat change, (4) estimates of  demographic rates, (5) key 

factors regulating populations, and (6) effects of  environ-
mental regulation. This observation reinforces Kokko et al.’s 
(2001) statement that slight differences in life histories can 
manifest themselves as major effects on the outcome of  
harvesting.

Principles—Past and Present
Many wildlife management principles and concepts cur-
rently applied to harvest management were first developed 
and then reinforced by research conducted from the 1930s 
through the 1960s (Wing 1951, Allen 1962, Dasmann 1964, 
Giles 1978). The writings of  Aldo Leopold, Paul Errington, 
and Durwood Allen, among others, and principles they  
introduced, still influence harvest management decisions 
(Strickland et al. 1994, Guthery 2000). We define the most 
common of  these principles below and provide a brief  as-
sessment of  their usefulness as reflected in recent literature.

Additive Mortality
The premise of  additive mortality is that each animal 
killed by hunters is an additional death that adds to the nat-
ural mortality, resulting in total mortality being greater than 
if  hunting did not occur (Anderson and Burnham 1976). 
Mackie et al. (1998) reported that hunting was additive to 
overwinter mortality for white-tailed deer and mule deer 
(Odocoileus hemionus). Bergerud (1988) suggested this applied 
to many grouse species and Connelly et al. (2000a, 2003) 
provided additional evidence this was the case for greater 
sage-grouse (Centrocercus urophasianus), a species generally 
having low overwinter mortality.

Compensatory Mortality
Compensatory mortality occurs when animals have rela-
tively stable annual mortality, regardless of  which decimat-
ing factors may be acting on the population; that is, removal 
of  hunting will result in increased mortality from predation 
or disease (Dasmann 1964). Hunting has long been thought 
to be a compensatory form of  mortality for virtually all spe-
cies of  upland game. However, relatively recent work (Rose-
berry 1979, Smith and Willebrand 1999, Connelly et al. 2000b, 
and others) suggests hunting mortality is often not compen-
satory. Ellison (1991) concluded there is little evidence for 
density-dependent breeding in tetraonids and hunting may 
result in an age structure that lowers a population’s produc-
tivity. Compensatory survival has been characterized as dogma 
within the field of  wildlife management (Romesburg 1981, 
Warner 1992a) and Guthery (2000) argued that additive and 
compensatory harvest mortality are intertwined for north-
ern bobwhite.

Diminishing Returns
This principle is often referred to as a the law of diminish-
ing returns (Wing 1951, Strickland et al. 1994), a concept 
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indicating that, past a certain point, hunting is largely unre-
warded (i.e., few successful hunters), resulting in relatively 
few hunters in the field, and suggesting hunting is largely 
self-regulating (Allen 1962, Guthery 2000). In conjunction with 
the concept of  compensatory mortality, the idea of  dimin-
ishing returns was used to support the argument that small 
game seasons could be quite long without any risk of  harm-
ing the population. Cole (1995) provided some evidence to 
support this concept, but Roseberry (1979) concluded that 
seasonal declines in hunter success were considerably less than 
expected considering the progressive loss of  birds through-
out the hunting season. This concept has generally been  
applied to upland game hunting and has not been widely ac-
cepted among waterfowl and big game managers. This con- 
cept also fails to recognize observations that late-season hunt-
ers may be more experienced and effective hunters (i.e., the 
“diehards”). The idea of  diminishing returns appears to have 
little value for present-day harvest management programs.

Doomed Surplus
Doomed surplus has been considered the number of  ani-
mals produced that exceed the capacity of  the habitat to 
support and keep secure from predation (Errington 1956, 
Roseberry 1979, Bailey 1984). Roseberry (1979) argued that, 
for northern bobwhite, there is a considerable “carryover” 
effect from year to year. Thus, birds not harvested in the au-
tumn may contribute to the next breeding population and 
are not necessarily part of  a doomed surplus. Moreover, 
Guthery (2000) argued that the research that initially pro-
posed this concept (Errington and Hamerstom 1935) was 
poorly designed by today’s standards and that the work has 
little value. A number of  wildlife species actually have high 
overwinter survival (Keppie 1979, Wood et al. 1989, Mackie 
et al. 1998, Schroeder et al. 1999) and this concept would 
seem to have limited usefulness.

Harvestable Surplus
Leopold (1933) formulated the concept of  harvestable sur-
plus to indicate most animals produce more young than 
necessary to maintain the population; this extra number can 
be removed by hunting without affecting the population. 
McCullough (1979:233) challenged this concept by arguing 
that it fails to include “the dynamic and compensatory na-
ture of  population responses.”

Inversity
An inverse relationship has been proposed to exist be-
tween productivity and abundance; when a species is partic-
ularly numerous in an area, that population is assumed to 
have relatively low productivity (Wing 1951, Errington 1956). 
Roseberry (1979) suggested that, for bobwhites, the rate of  
increase is linear or slightly curvilinear, but the amount of  
recruitment necessary to maintain stability increases expo-

nentially. He concluded that the system’s ability to compen-
sate for hunting losses progressively deteriorates as harvest 
increases.

Opening Day Phenomenon
This concept suggests most mortality for a given species oc-
curs on the opening day (or opening weekend) of  the sea-
son because that is when most hunters are afield (Giles 
1978, Guthery 2000). Although this seems intuitively correct, 
there appear to be few published quantitative data available 
that document hunting pressure and harvest throughout the 
season. Rusch et al. (1984) reported that >40% of  the har-
vest of  ruffed grouse (Bonasa umbellus) occurred in the last 3 
months of  a season that extended from October to January.

Threshold of Security
Threshold of security is the population size above which 
some animals are not secure from predation; a carrying- 
capacity concept indicating habitat ultimately decides popu-
lation size (Errington 1956, Bailey 1984). Romesburg (1981) 
indicated that this concept passed into the wildlife profes-
sion’s lore without being critically evaluated or tested. Myr-
berget (1989) referred to this idea as a winter bottleneck 
hypothesis, and provided evidence to refute this concept for 
willow ptarmigan (Lagopus lagopus). The “doomed surplus” 
and “threshold of  security” concepts are related and are sub-
ject to the same criticism.

Uncertainty in Harvest Management
Increased knowledge of  wildlife populations suggests many 
of  the concepts discussed above have limited application for 
today’s manager. Thus, rather than blindly adhering to prin-
ciples developed 30–70 years ago under vastly different envi-
ronmental conditions, today’s manager should first ask if  
any of  the concepts currently apply, and second, under what 
conditions. Wildlife professionals should follow Roseberry’s 
(1981:1056) advice: “as professionals, we are obligated to 
provide more credible justification for hunting than clichés 
such as `they would have all died anyway.’”
 Assuming explicit management objectives can be agreed 
upon, managers charged with developing harvest regulations 
are faced with several sources of uncertainty (Box 33.2). 
Each of  these sources poses challenges, but they also inter-
act to complicate efforts to understand the effects of  hunt-
ing regulations on game populations and to use this knowl-
edge to make informed harvest management decisions. For 
example, limits on the ability to precisely monitor harvest 
and population sizes hamper efforts to understand the struc-
tural relationships between these measures. Similarly, lack of  
control over actual harvest rates resulting from a given set 
of  regulations, due in part to uncontrolled environmental 
conditions, is further complicated by limitations on the abil-
ity to precisely observe harvest rates (Williams et al. 1996).
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MANAgEMENT OF UPLAND  
gAME HARVESTS

Development of Harvest Strategies
Early Years (1900–1944)
In response to public demand and a general lack of  biologi-
cal knowledge, harvest management during the early part 
of  the 20th century was largely characterized by a reduction 
in bag limits and season length for many species of  upland 
game. By today’s standards, established seasons in the early 

Box 33.2. SourceS of uncertainty aBout tHe relationSHip Between Hunting regulationS and 
tHe StatuS of game populationS

Partial Observability
Although extensive, costly monitoring systems have been developed to track some game populations and their harvests, 

results of these efforts are imprecise and/or subject to bias (Williams et al. 1996). This inability to perfectly observe the 

managed system hampers the ability of managers to make informed decisions (e.g., increased protection or increased 

harvest; Nichols et al. 1995, Williams et al. 1996). New or expanded monitoring efforts may provide improved information 

and at finer spatial resolutions, but this benefit must be weighed against the costs of such programs (Johnson and Case 

2000).

Partial Management Control
Harvest managers attempt to influence harvests through changes in hunting regulations, but harvest levels cannot be pre-

cisely controlled through regulations (Nieman et al. 1987, Trost et al. 1987, Johnson et al. 1997). Biologically meaningful 

changes in harvest or harvest rates may only occur between relatively different, discrete sets of regulations (Nichols and 

Johnson 1989, Johnson et al. 1997, Nichols 2000).

Structural Uncertainty
This type of uncertainty refers to our limited understanding of the influence of harvest rate on subsequent population size 

(Nichols 1991, Williams et al. 1996, Johnson et al. 1997). Uncertainty about the structure of population dynamics is the 

source of many of the debates over how to manage harvests (Johnson et al. 1993, Nichols et al. 1995). The 2 central com-

ponents of structural uncertainty involve hunting as additive or compensatory mortality (Burnham and Anderson 1984, 

Burnham et al. 1984, Nichols et al. 1984), and density dependence of the reproductive process (Nichols 1991, Hilborn  

et al. 1995). These hypotheses have important implications for harvest management because if harvest mortality is largely 

compensatory and reproductive rate is strongly density dependent, populations can sustain higher harvest levels than if 

hunting mortality is largely additive to other forms of mortality and reproductive rate is largely density independent (Nichols 

et al. 1995, Williams et al. 1996). Thus, structural uncertainty may lead managers to make decisions that are too liberal for 

sustaining populations or overly restrictive of hunting opportunity (Williams et al. 1996).

Environmental Variation
Habitats supporting many game populations in North America are subject to large, uncontrolled spatial and temporal 

variation and these changing conditions can have significant effects on the status of populations (e.g., Pospahala et al. 

1974). Managers cannot precisely (or accurately) predict future conditions when setting current regulations. Nevertheless, 

efforts have been made to examine the relationships between habitat status and population size, which can in turn assist 

managers in assessing the expected harvest under different environmental conditions (Johnson et al. 1997).

From Nichols et al. (1995), Williams et al. (1996), and Johnson et al. (1997).

20th century tended to vary considerably among years, of-
ten with liberal bag limits (Tables 33.1, 33.2). Leopold (1933) 
indicated that the season for ruffed grouse in the north- 
central states declined from about 50 days in 1900 to about 
10 days in 1930, while daily bag limits changed from 25/day 
to 7/day over the same period. Similarly, in Idaho, the greater 
sage-grouse season decreased from 137 days with a bag limit 
of  18 grouse/day in 1903 to being completely closed by 
1939 (see Table 33.1). During this same period, laws also were 
enacted to regulate firearms, hunting from boats and vehi-
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cles, and provide refuges (Leopold 1933). Game bird hunt-
ing was generally restricted to the use of  shotguns no larger 
than 10 or 12 gauge. Shooting hours were implemented and 
some states eliminated hunting on Sunday. Use of  nets and 
traps was outlawed (Leopold 1933, Strickland et al. 1994).

Changing Strategies (1945–1980)
The general approach to harvest management of  upland 
game was developed during the 1930s and 1940s. During 
this period, the concepts of  threshold of  security, doomed 
surplus, and compensatory mortality were introduced and 
subsequently formalized in several early wildlife manage-
ment textbooks (Wing 1951, Allen 1962, Dasmann 1964). 
Taken together, these concepts suggested that small game 
populations produce a large number of  young each year, 
most of  which are available for harvest because they would 
not survive the winter or add to the next season’s breeding 
population. These ideas further suggested hunting was a 
compensatory form of  mortality and implied that a large 
portion of  a small game population could be harvested each 
autumn because, if  not taken by hunters, they would likely 
die prior to the next breeding season from some other 
cause. Harvest strategies tended to stabilize and became 
somewhat more liberal in the 1960s and 1970s compared to 
the 1940s and 1950s (see Table 33.1).

Table 33.1. Representative greater sage-grouse hunting seasons in Idaho from the early 1900s to 2009

   Bag/possession 
Year Opening date Days limits Area closures

Early years
 1903 15 July 137 18/18 No
 1909 15 August 108 12/12 No
 1921 15 August 31 6/6 Yes
 1925 1 August 30–32 6/6 Yes
 1929 10 August 10–12 4/4 Yes
 1933 1 August 15 4/4 Yes
 1939–1942 None 0 0/0 Entire state
 1943 29 August 5 3/3 Yes
Changing strategies
 1944–1947 None 0 0/0 Entire state
 1948 4 Sep 2 2/2 Yes
 1956 Third Saturdaya 1.5 2/2 Yes
 1957 Third Saturday 4.5 2/2 Yes
 1966–1967 Third Saturday 5–16 2/2, 3/6 No
 1968 Third Saturday 7–16 2/2, 3/6 No
 1971–1972 Third Saturday 2–23 2/2, 3/6, 4/8 No
 1977–1978 Third Saturday 2–14 2/2, 2/4, 3/6 Yes
Current knowledge
 1980–1982 Third Saturday 9–21 2/2, 2/4, 3/6 No
 1985 Third Saturday 9–21 2/2, 3/6 Yes
 1986–1987 Third Saturday 14–21 2/4, 3/6 Yes
 1988–1989 Third Saturday 16–23 2/4, 3/6 Yes
 1990–1995 Third Saturday 30 3/6 Yes
 1996–2009 Third Saturday 7–23 1/2, 2/4 Yes

a In September.

Table 33.2. Pheasant hunting seasons in South Dakota, 
1919–1940

   Bag/possession 
Year Opening date Days limits Area closures

1919 30 October 1 2/2 Yes
1920 4 November 2 2/2 Yes
1921 21 November 7 2/2 Yes
1922 9 November 20 2/2 Yes
1923 19 November 6 3/3 Yes
1924 7 November 15 3/3 Yes
1925 30 October 15 3/15 Yes
1926 15 October 20 7/21 Yes
1927 26 November 40 4/12 Yes
1928 25 October 40 5/15 Yes
1929 29 October 16 5/15 Yes
1930 16 October 30 5/15 Yes
1931 15 October 12 3/6 Yes
1932 20 October 30 4/8 Yes
1933 10 October 30 5/10 Yes
1934 21 October 30 5/10 No
1935 21 October 37 6/12 No
1936 10 October 20 4/8 Yes
1937 9 October 4 3/6 Yes
1938 1 October 14 4/8 Yes
1939 14 October 29 4/8 Yes
1940 1 October 40 5/10 Yes
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 Early researchers (Errington and Hamerstrom 1935; Leo-
pold et al. 1943; Errington 1945, 1956; Bump et al. 1947; Al-
len 1962) provided evidence to support their ideas from 
studies of  muskrat (Ondatra zibethicus), northern bobwhite, 
ring-necked pheasant (Phasianus colchicus), ruffed grouse, 
and cottontail rabbit (Sylvilagus spp.). There was a strong 
tendency to believe reproductive characteristics and effects 
of  exploitation were the same for all species of  upland game 
(Allen 1962, Strickland et al. 1994). Allen (1962:43) summa-
rized this situation well when he wrote, “Our populations 
of  small animals operate under a one-year plan of  decima-
tion and replacement; and Nature habitually maintains a 
wide margin of  overproduction. She kills off  a huge surplus 
of  animals whether we take our harvest or not.” Unfortu-
nately, these early studies provided virtually no empirical ev-
idence to assess the effects of  exploitation. Population char-
acteristics were often documented for relatively discrete 
areas rather than compared over large portions of  the spe-
cies’ range. Moreover, the habitats, landscapes, and general 
conditions under which these populations existed are mark-
edly different now than in the 1930s, 1940s, and 1950s. For 
northern bobwhite, many agencies and individuals still rely 
on management guidelines (Stoddard 1931, Rosene 1969) 
developed during eras when land-use practices were drasti-
cally different than today (Kuvlesky et al. 1993).
 By the 1970s, new techniques and long-term studies pro-
vided wildlife managers with a wealth of  new information 
on many species of  upland game. Modeling began to be used 
to assess the effects of  exploitation on wildlife (Box 33.3). 
Upland game populations were being routinely monitored, 
and at least some of  these data were considered in harvest 
management decisions (Braun 1979, Roseberry 1979, Braun 
and Beck 1985, Hoffman 1985, Brennan et al. 2008). Despite 
this increase in knowledge, the general approach to harvest 
management had not changed from the 1950s or 1960s. As 
an example, in reporting on sage-grouse management in 
Montana, Wallestad (1975:27) provided the statements quoted 
from Allen (1962) above and then wrote, “Gamebird seasons 
in Montana are largely based on the philosophy that most 
birds will not survive the winter, hence replacing natural 
mortality with hunting mortality.”

Current Knowledge (1981–2009): A New Paradigm
Although early efforts suggested that response to exploita-
tion was similar for most, if  not all, upland game species, 
Peek (1986:279) argued “each population responds to exploi-
tation according to its characteristics; to the nature, timing, 
and duration of  the exploitation; and to the effect on other 
organisms that it interacts with.” Peek further indicated it 
might be inappropriate to apply inferences from data col-
lected on one population to another population of  the same 
species, especially if  the 2 populations had different demo-
graphic characteristics, or were affected by different envi-
ronmental factors. Similarly, Caughley and Sinclair (1994) 
observed that a safe sustained yield could only be esti-
mated with knowledge of  the population’s growth pattern, 
measured by the relationship between the population and 
its resources.
 Both Peek (1986) and Caughley and Sinclair (1994) were 
reflecting new information suggesting earlier views of  har-
vest management were not always correct. In referring to 
upland game in general and wildlife managers in particular, 
Brennan (1994:411) leveled relatively harsh criticism of  up-
land game management when he observed “I have a nag-
ging suspicion that wildlife and natural resource profession-
als have been missing the mark with respect to operating as 
responsible stewards for these unique vertebrate resources.” 
Gutiérrez (1994) reinforced this idea by also concluding that 
research and management have not met the challenge of  
upland game management.
 During the 1980s and 1990s, evidence began to accumu-
late suggesting that, under some circumstances, harvesting 
may have an additive effect on mortality for a number of  
species (Gregg 1990, Robinette and Doerr 1993, Dixon et al. 
1996). Bergerud (1985, 1988) summarized the effect of  ex-
ploitation on a variety of  game bird species (Box 33.4). Rob-
ertson and Rosenberg (1988) also addressed the issue of  
compensatory and additive mortality and concluded that in 
natural populations hunting mortality usually falls between 
the 2 extremes of  being totally additive or totally compensa-
tory. Strickland et al. (1994:463) indicated that through the 
early 1990s, trends in harvest management were generally 
toward liberal seasons based on the idea that “hunting has 
so little effect on upland game populations.” That approach 
seems to be changing (see Table 33.1) with a greater recog-
nition that effects of  hunting may vary depending on popu-
lation and habitat characteristics (Guthery 2000, Sutherland 
2001). As examples, Idaho changed the sharp-tailed grouse 
(Tympanuchus phasianellus) season to begin later in the au-
tumn to relieve hunting pressure on birds during the autumn 
lekking period, and also to reduce hunting pressure on iso-
lated and possibly declining greater sage-grouse populations 
(the seasons were held concurrently). Additionally, Idaho 
(see Table 33.1) and Wyoming reduced harvest on sage-
grouse, and Wyoming changed the opening date for greater 
sage-grouse from 1 September to mid-September, and re-

Box 33.3. early modeling effort to 
aSSeSS impactS of Hunting

Roseberry (1979) used field and simulated data to 

assess the effects of hunting on northern bobwhite 

and concluded harvests >55% of the autumn popula-

tion would depress the following spring’s population.
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ported that these changes resulted in lower harvest (Heath 
et al. 1997). In 1995, hunter participation and sage-grouse 
harvest rates were significantly reduced in Wyoming, and 
other more conservative harvest strategies have been imple-
mented since then (Christiansen 2008). Recent information 
supports the views of  Robertson and Rosenberg (1988), and 
suggests hunting mortality should be viewed as occurring 
along a continuum and not as categorical (i.e., either com-
pensatory or additive). Clearly, if  a population was very small 
(one male and one female as an extreme example) then all 
hunting would become additive, because if  one animal is 
shot there is no way hunting can be compensatory.
 Agencies are beginning to integrate information acquired 
from the last 30 years of  research into their upland game 
management strategies. There seems to be a growing recog-
nition that a successful harvest management program must 
integrate knowledge of  a species’ reproductive characteris-
tics and quality of  habitat that a population occupies. This 
change appears to be accompanied by an increasing aware-
ness that it is no longer acceptable to base management de-
cisions on dogmatic beliefs and findings from early wildlife 
studies. More information is needed on the effects of  exploi-
tation on a variety of  upland species over relatively large ar-
eas. The importance of  this information for establishing bi-
ologically sound harvest-management programs will continue 
to increase as habitats are continually lost to expanding hu-
man populations and populations of  some species continue 
to dwindle.

Inventory
A general approach to harvest management would base 
harvest on abundance of  the species (Sutherland 2001) but 
this is rarely done for upland game. Instead, as Caughley 
and Sinclair (1994) suggested, most harvest strategies seem 
to have been developed through trial and error.
 Some states conduct routine population surveys just 
prior to the hunting season. For example, the Iowa Depart-
ment of  Natural Resources used roadside surveys to assess 
upland game populations. Pheasants, quail, partridge, cot-
tontail rabbits, and jackrabbits (Lepus spp.) were counted 
along survey routes during August each year. Trautman (1982) 
described an inventory program for pheasants in South Da-
kota that included crowing counts, brood surveys, winter 
surveys, aerial counts, and storm mortality surveys. Traut-

man (1982) suggested that these data were used in formulat-
ing recommendations for hunting seasons, but did not ex-
plain how this was done. Similarly, Schulz (1990) reported 
that North Dakota conducts a variety of  gray partridge sur-
veys to aid in establishing hunting regulations, but did not 
indicate how these data might be used. Other states have 
similar programs; the main purpose of  these inventories ap-
pears to be public information rather than assessing popula-
tions to guide decisions on hunting seasons. Kurzejeski and 
Vangilder (1992) summarized wild turkey (Meleagris gal-
lopavo) hunting seasons and regulations. They reported that 
seasons tend to be either conservative or liberal, but gave no 
indication that population inventory data were used to es-
tablish season frameworks. Strickland et al. (1994) also sum-
marized factors considered in turkey hunting seasons and 
concluded that many of  the factors were political rather 
than biological. One of  the few instances of  using inven-
tory data to guide harvest management of  small game spe-
cies occurs with greater sage-grouse in Oregon. In Oregon, 
the Oregon Department of  Fish and Wildlife uses data from 
lek counts and production surveys to help adjust hunting 
seasons, so harvest takes ≤5% of  the estimated autumn 
population.
 Seasons for most small game species vary among states. 
However, they are kept relatively constant from year to year 
(Table 33.3). Strickland et al. (1994:463) reported that many 
states have de-emphasized collection of  population data for 
upland game species “because the lack of  harvest impact in-
dicates little need for the data.” In contrast, many others 
have argued that biologists should track population trends 
and demographics to help examine the outcome of  man-
agement activities (Linden 1981, Stauffer 1993, Sutherland 
2001, Sedinger and Rotella 2005).

Harvest Surveys
A recent survey (Connelly et al. 2004) of  states with sage-
grouse seasons indicated that, at a minimum, all states esti-
mated harvest, number of  hunters, and number of  days 
hunting, usually with telephone or mail questionnaires 
( J. W. Connelly, unpublished data). Similar estimates for 
hunted species are available from most, if  not all, states be-
cause states have emphasized collection of  harvest data 
(Strickland et al. 1994). However, many estimates of  harvest 
have wide confidence intervals, making comparisons among 
areas or years difficult. Moreover, the lack of  population 
data makes it virtually impossible to assess the proportion 
of  the population taken by hunters. Clearly, where concerns 
have been identified, greater effort must be made by profes-
sional biologists to better document harvest and the rela-
tionship of  harvest to the overall population. Over 30 years 
ago, Roseberry (1979) and Linden (1981) suggested that reli-
able estimates of  harvest rates and knowledge of  popula-
tion characteristics are necessary requirements for sound 
management, but information was generally lacking for up-

Box 33.4. additive mortality and grouSe

Bergerud (1988) concluded hunting was additive to 

overwinter mortality for sooty grouse, white-tailed ptar- 

migan, ruffed grouse, and greater prairie-chickens.
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land game populations. Although progress has been made, 
the same observation could be made today.

Developing Regulations
Development of  regulations varies among wildlife agencies, 
but initial steps normally include soliciting comments from 
agency personnel and the public, often through meetings or 
open houses. Regions or other administrative units then for-
mulate recommendations and pass these on to the chief  ad-
ministrator for the agency’s wildlife program. At some point, 
these recommendations are discussed with the agency di-
rector, who may ask for modifications. Ultimately, recom-
mendations are passed on to the Wildlife Commission for 
approval and possible changes. Seasons are sometimes set 
2–3 years in advance; in other cases, they may be set just a 
few weeks before opening day.
 Hurst and Rosene (1985) reported that quail harvest reg-
ulations developed from numerous factors including tradi-
tion, biopolitics, sportsmen’s perceptions, and research. A 
similar assessment was made for wild turkeys (Kurzejeski 
and Vangilder 1992, Strickland et al. 1994). We suggest the 
same holds true for harvest regulations for most species of  
upland game. Thus, seasons vary within and among states 
even though the species hunted is the same. The Policy 
Analysis Center for Western Public Lands reviewed seasons 
for sage-grouse in the western United States (Wambolt et al. 
2002). They reported opening dates ranging from 1 Septem-
ber to 13 October, with season lengths of  2–62 days. Bag 
and possession limits also varied considerably. We examined 
season lengths, and daily bag and possession limits provided 
by state wildlife agency Internet sites (n = 35) for 4 com-
monly hunted species: cottontail rabbit, tree squirrels (Sci-

urus spp.), ring-necked pheasant, and bobwhite (see Table 
33.3). Regulations varied regionally and among states, but 
tended to be more conservative in the heavily populated 
northeastern United States. Overall, season lengths for cot-
tontails varied from 63 days to 365 days and daily bag limits 
varied from 2 rabbits to 12 rabbits. For squirrels, season 
lengths similarly varied from 78 days to 365 days and bag 
limits ranged from 4 to none (i.e., no regulation of  daily 
take). Several states had no bag or possession limits for  
either rabbits or squirrels. Regulations for game birds were 
equally varied, but tended to be more conservative than 
those for rabbits or squirrels. Pheasant seasons ranged from 
10 days to 99 days, while daily bag limits ranged from 1 bird 
to 4 birds. However, one southeastern state reported having 
no bag or possession limits for pheasants. Season lengths for 
bobwhite were perhaps the most varied, ranging from 15 
days to 151 days, while daily bag limits varied from 2 quail 
to 15 quail (see Table 33.3).
 Burger et al. (1994) argued for broad-scale experiments 
to better understand the effects of  exploitation on quail. Thus 
far, field research to assess the effects of  harvest and guide 
season setting seems relatively rare. Both Weeden (1972) 
and Braun et al. (1993) suggested that later hunting seasons 
were appropriate for reducing effects of  harvest on ptarmi-
gan (Lagopus spp.) populations. There also is some evidence 
that later opening dates are more appropriate for sharp-
tailed grouse and sage-grouse (Gregg 1990, Heath et al. 1997). 
There is apparently much uncertainty associated with the 
effects of  exploitation on game birds (see Box 33.2), but popu-
lation declines, usually related to habitat deterioration or 
loss, have been documented for many species. Ellison’s (1991) 
strategy, that of  basing seasons on the assumption that hunt-

Table 33.3. Variation in season lengths and bag and possession limits for small game species among states (USA)

 Species

Area Na Cottontail rabbit Tree squirrelb Pheasant Bobwhite

Northeast 7
 Seasonc  89–170 days 78–181 days 10–99 days 15–151 days
 Bag/possession  2–6/2–10 4–8/5–10 2–4/2–4 2–8/2–20
Southeast 8
 Season  96–365 days 114–198 days 73–85 days 85–114 days
 Bag/possession  5–12/5–24 6–12/6–24 3–none/6–none 6–12/6–24
Central 10
 Season  63–365 days 114–365 days 12–93 days 26–93 days
 Bag/possession  3–noned/6–none 4–none 1–4/2–15 5–8/8–24
West 10
 Season  142–365 days 142–365 25–92 days 48–135 days
 Bag/possession  5–none/10–none 4–none/4–none 2–3/4–15 8–15/20–30

a Number of  states surveyed per area. Not all species were hunted in every state surveyed.

b Gray (Sciurus carolinensis) and fox squirrels (S. niger).

c No. of  days. Season lengths vary annually in some states because opening days depend on a day of  the week rather than a date (e.g., third Saturday of  Oct).
d “None” indicates no bag or possession limit.
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ing is additive to adult mortality but at least partially com-
pensatory for juvenile morality, may be the most appropri-
ate one in many cases. Moreover, Sutherland (2001) observed 
that a simple system of  monitoring populations and adjust-
ing regulations according to long-term population change is 
often the best method of  harvest management.

Population Responses to Hunting
Until the late 1970s, most studies of  the effects of  exploita-
tion on upland game species suggested there were few ad-
verse effects of  hunting. Within the last 25 years, numerous 
investigations have documented adverse effects of  hunting 
on a variety of  upland game species. In some cases, early re-
searchers may simply have drawn erroneous conclusions, 
especially when dealing with species having relatively low 
reproductive rates and long lives (e.g., sage-grouse). In other 
cases, recent findings may reflect the results of  changing en-
vironments occupied by upland game. Climate and land-
scape-scale habitat changes have recently been linked to 
long-term declines of  black grouse (Lyrurus tetrix) in Europe 
(Loneux and Ruwet 1996, Loneux 2000). It is likely similar 
changes in North America have affected the distribution and 
populations of  many upland game species. The earlier stud-
ies concluding that hunting had no effect on a species may 
have been correct at that time, just as more recent results 
correctly reflect current conditions.
 Strickland et al. (1994:459) reported, “Hunting of  upland 
game, as practiced since the 1950s, has not been shown to 
have a measurable adverse effect upon upland game popula-
tions.” The authors did not define the term “measurable ad-
verse effect,” but over the last 25 years, numerous papers 
have been published challenging this general assertion. As 
an example, the Policy Analysis Center for Western Public 
Lands concluded that, in some instances, hunting might slow 
population recovery of  sage-grouse or stabilize populations 
at “lower-than-desirable levels” (Wambolt et al. 2002:20). 
The Center further concluded that states should not assume 
hunting is a totally compensatory form of  mortality, nor 
should they base hunting seasons on the concept that sea-
sons and bag limits can be liberal because of  high annual 
turnover in the population (Allen 1962, Wallestad 1975).
 We define adverse effect as an action resulting in reduc-
tion in the size of  subsequent breeding populations or a re-
duction in average survival of  a population or a specific age 
or gender group within a population. Population character-
istics such as recruitment and survival may affect the re-
sponse of  a population to exploitation (Peek 1986), and these 
characteristics vary among species and perhaps even popu-
lations within species. Kokko (2001:148) warned that ignor-
ing information on mating systems, age structures, density 
dependence, and seasonal behaviors will “easily cause hunt-
ing to be harmful to an unnecessary extent.” Thus, we ad-
dress effects of  harvest by species and groups of  species and 
include a brief  description of  population characteristics for 

each species discussed to allow a better understanding of  
opportunities and potential constraints on harvest manage-
ment. We also try to avoid gross generalization while seek-
ing common patterns that may help establish biologically 
meaningful harvest practices among groups of  species.

Pheasants, Quail, and Partridge
These species (Box 33.5) are characterized by relatively 
short lives and high reproductive rates (Rosene 1969, Farris 
et al. 1977, Trautman 1982, Carroll 1993, Schemnitz 1994, 
Hernández and Peterson 2007). In North America, these spe-
cies are often associated with agricultural lands or, at least 
for part of  their life, depend on landscapes dominated by 
early successional stages. The chukar (Alectoris chukar) is one 
of  the few exceptions, but it depends on habitats dominated 
by cheatgrass (Bromus tectorum), an exotic annual.
 George et al. (1980) and Trautman (1982) reported that 
hunting season length and season closures had no impact on 
pheasant populations in the upper midwestern United 
States. Edwards (1988) indicated hunting seasons should 
open early in the autumn because of  high nonhunting mor-
tality in the autumn and early winter, and 40–60-day, cocks-
only, seasons were reasonable. However, Whiteside and 
Guthery (1983) reported that a longer hunting season (30 
versus 16 days) was associated with decreased survival of  
pheasants in northwest Texas. They also noted (1983:252) 
those seasons longer than 30 days “could result in exces-
sively distorted sex ratios and low productivity.” Further, il-
legal and accidental harvest of  hens is often ≥15% of  the au-
tumn population of  hens; thus, legal hunting of  hens is 
rarely warranted (Edwards 1988).
 Many studies of  quail and hunting suggested harvest had 
little or no adverse effect on populations, and biologists of-
ten argued that harvest would substitute for natural popula-
tion reductions (Parmalee 1953, Kabat and Thompson 1963, 
Vance and Ellis 1972, Campbell et al. 1973, Robinette and 
Doerr 1993). Cole (1995) evaluated effects of  hunting on 
northern bobwhite and concluded that hunting had no ef-

Box 33.5. pHeaSant and partridge 
productivity and Survival cHaracteriSticS

The ring-necked pheasant has an average clutch of 

10–12 eggs and will readily renest. This species also 

has relatively low annual survival and high overwinter 

mortality. gray partridge and chukar lay 5–25 eggs/

clutch, readily renest, and have relatively short life 

spans and high annual mortality (Yeatter 1934, Chris-

tensen 1970, Carroll et al. 1990, Church and Porter 

1990, Carroll 1993).
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fect on spring breeding populations or recruitment. Rosene 
(1969) indicated that it was “safe” to remove about 45% of  a 
bobwhite population by hunting without adversely affecting 
the breeding stock.
 Stoddard (1931:226) was the first to report that, in some 
cases, hunting may result in population declines when he 
wrote “the balance between the reproduction of  the birds 
and their natural mortality may be so nearly even that to 
shoot any considerable number for sport will quickly de-
plete the supply.” Almost 50 years later, Roseberry (1979) re-
ported that compensation for hunting losses is incomplete 
from autumn to spring, resulting in depression of  breeding 
populations for northern bobwhite. Roseberry (1979) fur-
ther argued that liberalized regulations for bobwhite are in-
consistent with the realities of  a shrinking resource and con-
tended that hunting seasons should be structured to provide 
reasonable recreational opportunities while not seriously 
depleting stocks. Robinette and Doerr (1993) and Dixon et al. 
(1996) reported that survival of  bobwhites in hunted coveys 
was significantly lower than in nonhunted coveys. Moreover, 
with respect to northern bobwhite, Hernández and Peter-
son (2007:54) wrote, “Without doubt, harvest is typically to 
some degree additive . . . to other forms of  bobwhite mor-
tality.” Haines et al. (2009) reported that crippling loss of  
northern bobwhite in their study was 50% of  the retrieved 
harvest and noted that crippling loss information could sub-
stantially change an assessment of  harvest impact to this 
species. Given evidence supporting both contentions that 
hunting has little impact on the population and that hunting 
may adversely impact populations, the recommendations 
that research be conducted to identify threshold densities 
and hunting pressures that may result in additive mortality, 
and that state resource agencies be creative in their ap-
proaches to season length and bag limits (Kuvlesky et al. 
1993), seem reasonable.
 Although gray partridge are common in many states, 
they are often shot opportunistically by hunters pursuing 
other species (e.g., ring-necked pheasants, chukar, sharp-
tailed grouse; Vander Zouwen 1990). Weigand (1980) indi-
cated that about 3% of  the gray partridge population was 
harvested in his Montana study area and suggested that 
doubling the bag limit (i.e., from 6 birds/day to 12 birds/
day) was biologically acceptable. Similarly, Carroll (1990) 
suggested that hunting was not a problem for most popula-
tions in North America because of  low hunting pressure 
and interest. Christensen (1958) reached the same conclu-
sions for chukar in Nevada. However, Bro et al. (2003) rec-
ommended that a prudent approach to managing gray  
partridge populations in France was to consider hunting 
mortality as additive.

grouse and Ptarmigan
Species in this general group can be classified as forest grouse 
(blue [includes dusky grouse, Dendragapus obscurus, and sooty 

grouse, D. fuliginosus], spruce, ruffed grouse), prairie grouse 
(greater [Tympanuchus cupido] and lesser prairie-chicken [T. 
pallidicinctus] and sharp-tailed grouse, greater and Gunnison 
sage-grouse [C. minimus]), and ptarmigan (white-tailed [Lago-
pus leucura], willow, rock [L. muta]). Compared to pheasants, 
quail, and partridge, many grouse and ptarmigan species 
(Box 33.6) tend to be longer lived with lower reproductive 
rates ( Johnsgard 1973, Arnold 1988, Zwickel 1992, Braun 
et al. 1993, Connelly et al. 1993, Schroeder et al. 1999). Many 
of  these species depend on habitats dominated by late seral 
or climax vegetation and some have large annual ranges 
(Zwickel et al. 1968, Connelly et al. 1988, Schroeder and 
Robb 1993, Connelly et al. 2000a, Leonard et al. 2000).

Box 33.6. grouSe and ptarmigan 
productivity and Survival cHaracteriSticS

Clutch sizes range from 1 egg to 12 eggs, 3 eggs to 

24 eggs, and 4 eggs to 9 eggs for blue, ruffed, and 

spruce grouse, respectively, and annual survival may 

exceed 70% for adult blue grouse and 50% for adult 

spruce grouse (Edminster 1947, Johnsgard 1973, Elli-

son 1974, Robinson 1980, Zwickel 1992).

 Lesser and greater prairie-chickens lay 5–17 eggs/

clutch and readily renest (Hamerstrom and Hamer-

strom 1949; Johnsgard 1973; Taylor and guthery 1980a, 

b; Svedarsky 1988; Schroeder and Robb 1993). greater 

prairie-chickens may have relatively high survival dur-

ing summer, autumn, and winter (McKee 1995). The 

average clutch size for sharp-tailed grouse is about 

12 eggs and they also readily renest (Hillman and 

Jackson 1973, Connelly et al. 1999).

 In contrast, sage-grouse have low annual turn-

over, several studies have indicated that not all fe-

males nest each year (Schroeder et al. 1999, Leonard 

et al. 2000), average clutch size ranges from 6 eggs 

to 9 eggs, and renesting is uncommon in many pop-

ulations (Schroeder et al. 1999). generally, prairie-

chickens and sharp-tailed grouse have greater repro-

ductive rates and lower annual survival rates than 

sage-grouse.

 All ptarmigan species seem to have population 

characteristics similar to sage-grouse (i.e., relatively 

low reproductive rates and annual turnover; Choate 

1963, giesen et al. 1980, Martin et al. 1989, Braun et al. 

1993), but reproductive characteristics may vary sub-

stantially among years and populations (Myrberget 

1988, Martin et al. 1989).
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forest grouse
Mussehl (1960) concluded that hunting had only a minor in-
fluence on yearly population turnover of  blue grouse. Simi-
larly, Hoffman (1985) indicated that spring densities of  blue 
grouse were not affected by the preceding autumn’s harvest. 
Zwickel (1982) argued that adult female blue grouse in Brit-
ish Columbia, Canada were more vulnerable to hunting than 
males, resulting in an age structure shifted toward yearlings, 
thus reducing productivity of  the population. However, 
Zwickel (1982) indicated that under the existing hunting 
pressure, reduction in productivity appeared to have no ef-
fect on subsequent breeding densities. Zwickel (1992) also 
suggested that autumn migration into rugged areas reduced 
hunting effects.
 Early studies of  the effects of  hunting on ruffed grouse 
suggested exploitation had little adverse impact on grouse 
populations (Edminster 1947, Dorney and Kabat 1960). Dor-
ney and Kabat (1960) concluded, from an 8-year study, that 
there was no detectable relationship between hunting and 
subsequent ruffed grouse populations. Palmer and Bennett 
(1963) compared ruffed grouse populations on hunted and 
nonhunted areas in Michigan, and concluded that hunting 
had no effect on population size and a much longer hunting 
season was justifiable. Fischer and Keith (1974) also indicated 
that autumn hunting had no measurable effect on spring 
population levels of  ruffed grouse in Alberta, Canada. Clark 
(1996, 2000) examined survival of  ruffed grouse in hunted 
and nonhunted areas in Michigan and suggested that hunting 
may decrease juvenile survival, but reported there was little 
evidence suggesting hunting was additive to natural mortality.
 Other research has provided evidence that hunting may 
have adverse effects on some ruffed grouse populations. 
Kubisiak (1984) compared ruffed grouse populations on 
hunted and nonhunted areas in Wisconsin and found that 
exploitation may be a major factor depressing populations 
in areas subject to relatively heavy harvest. Similarly, Small 
et al. (1991) suggested that hunting mortality of  ruffed grouse 
was at least partially, if  not completely, additive to natural 
mortality. They further concluded ruffed grouse numbers 
would be substantially reduced in fragmented habitats with 
high hunting mortality. Clark (2000) suggested that reducing 
harvest during population lows might benefit ruffed grouse 
populations. Finally, Bergerud (1988) summarized data from 
3 study areas in Minnesota and reported that populations 
occupying heavily hunted areas were being depressed by ex-
cessive harvest.
 Spruce grouse have high overwinter survival (Keppie 
1979), but there appears to be little information on the ef-
fects of  harvest on this species. Ellison (1974) reported that 
about 13% of  grouse banded within 3.2 km of  roads were 
killed by hunters on the Kenai Peninsula, Alaska. Bergerud 
(1988) reexamined Ellison’s data and concluded that hunting 
increased natural mortality by 14% (i.e., hunting was addi-
tive to the natural mortality rate).

prairie grouse
Differences in population characteristics (see Box 33.6) and 
annual home ranges complicate attempts to assess effects of  
harvest on prairie grouse. Sharp-tailed grouse tend to have 
small annual home ranges (Hillman and Jackson 1973, Con-
nelly et al. 1999). In contrast, greater sage-grouse, and lesser 
and greater prairie-chickens, have relatively large annual 
ranges (Hamerstrom and Hamerstrom 1949; Johnsgard 1973; 
Taylor and Guthery 1980a, b; Svedarsky 1988; Schroeder and 
Robb 1993; Schroeder et al. 1999; Leonard et al. 2000). More- 
over, juveniles of  both lesser and greater prairie-chickens 
make extensive movements in autumn (Robel et al. 1970, 
Taylor and Guthery 1980a, Schroeder and Robb 1993).
 Early information on the effects of  hunting on prairie 
grouse follows the same pattern as other game bird species, 
indicating that hunting does not negatively affect popula-
tions. Although there is little published information on the 
effects of  hunting on prairie-chickens (Schroeder and Robb 
1993), Hamerstrom et al. (1957) suggested that hunting did 
not pose any problems for greater prairie-chicken popula-
tions in Wisconsin during periods of  population highs. Hart 
et al. (1950), Ammann (1963), and Hillman and Jackson (1973) 
provided evidence that hunting had little effect on sharp-
tailed grouse populations. Numerous studies also suggested 
that hunting had little impact on sage-grouse populations 
( June 1963, Crawford 1982, Braun and Beck 1985, Braun 
1987). Wallestad (1975) reported that, despite fluctuating 
population trends, Montana maintained liberal sage-grouse 
seasons because of  high annual turnover, law of diminish-
ing returns, and opening day phenomena.
 Despite the fact that these species differ in life-history 
traits, and some information to the contrary, much of  the 
available data suggest hunting may adversely affect many 
populations of  prairie grouse, regardless of  species. Hamer-
strom and Hamerstrom (1973) reported that hunted cohorts 
of  greater prairie-chickens in Wisconsin had higher aver-
age mortality rates than nonhunted cohorts. They concluded 
hunting increased normal mortality by 25%. Copelin (1963) 
suggested that hunting seasons for lesser prairie-chickens 
in Oklahoma only open during years when populations 
were increasing, but provided little information on the ef-
fects of  harvest on this species. For sharp-tailed grouse in 
Wisconsin, Grange (1949) considered a 24% harvest of  the 
autumn population to be excessive and Gregg (1990) re-
ported that harvest rates ranging from 15% to 56% of  the 
autumn population were associated with stable to declining 
breeding populations. Similarly, Mossop (1994) reported 
that harvest rates in parts of  the Yukon Territory, Canada 
ranged from 4% to 39% and, in some years, harvest may 
negatively affect populations. Sage-grouse may be more 
susceptible to overharvest than other upland game bird spe-
cies (Schroeder et al. 1999) because they have population 
characteristics more typical of  k-selected species (relatively 
low reproductive rates, long lives, low annual turnover). 
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Autenrieth (1981) and Crawford and Lutz (1985) suggested 
that hunting might have some negative effects on sage-
grouse populations. Johnson and Braun (1999) analyzed lek 
count and hunter-harvest data and concluded that, up to 
some threshold level, hunting mortality was compensatory, 
but at or beyond that level, exploitation of  sage-grouse may 
be additive. Connelly et al. (2000a, 2003) concluded that 
hunting can slow the rate of  increase for sage-grouse popu-
lations, and harvest losses are likely additive to winter  
mortality and may result in lower breeding populations. 
Sedinger and Rotella (2005) critiqued the work by Connelly 
et al. (2003) as being inconclusive. However, Reese et al. (2005) 
noted Sedinger and Rotella (2005) misinterpreted several as-
pects of  the study. Sedinger and Rotella (2005) did not argue 
for compensatory or additive mortality from harvest of  
greater sage-grouse, but stressed the need for more research 
to further refine understanding of  the relationships of  den-
sity dependence, life-history stages, and population size and 
growth to harvest of  sage-grouse. Subsequently, additional 
work in California (Gibson et al. 2011) supported the con-
clusions of  Connelly et al. (2000a, 2003) and further argued 
that additive, rather than compensatory, hunting mortality 
should be the default assumption for harvest management 
of  sage-grouse.
 Sika (2006) reported no deaths from hunters over 2 hunt-
ing seasons in a study of  93 radiomarked female sage-
grouse in central Montana. However, apparently 30% of  the 
study area was closed to hunting and it was not clear how 
this may have affected vulnerability of  radiomarked birds to 
harvest. Wik (2002) indicated that sage-grouse use of  lands 
closed to hunting may have confounded harvest estimates. 
Van Kooten et al. (2007) suggested that hunting mortality 
for a greater sage-grouse population in Nevada was likely 
compensatory to other causes of  mortality. Unfortunately, 
their conclusion was based on analysis of  an incomplete 
data set of  lek counts coupled with observational data. More- 
over, it is not clear whether the observational data were ob-
tained from casual observations made by field biologists, 
systematic counts, aerial surveys, or a combination of  these 
approaches. The timing of  observations was not provided 
nor did the authors indicate what was counted (e.g., broods, 
all birds, adult males). These problems were confounded by 
the authors’ lack of  direct knowledge of  sage-grouse biol-
ogy and inappropriate use of  supporting data.

ptarmigan
Bergerud and Huxter (1969) reported that harvest rates re-
moving up to 70% of  populations apparently had no effect 
on trends in breeding populations of  willow ptarmigan in 
Newfoundland, Canada. Although Weeden (1972) suggested 
that spring hunting of  rock ptarmigan may affect breeding 
populations, he generally concluded that harvest of  40% of  
the autumn population had no effect on subsequent breed-
ing populations. Similarly, McGowan (1975) reported that 

hunting had no effect on rock ptarmigan breeding popula-
tions. Bergerud (1970, 1972) indicated that late-hatched wil-
low ptarmigan young are more vulnerable to hunting than 
early hatched birds and vulnerability of  ptarmigan popula-
tions to hunting varied among years.
 Braun (1969) was one of  the first to suggest that autumn 
hunting could reduce subsequent breeding populations of  
white-tailed ptarmigan. Bergerud (1988) reviewed data from 
hunted and nonhunted populations of  white-tailed ptarmi-
gan from Colorado and concluded that birds in hunted pop-
ulations had mortality rates approximately double those of  
nonhunted populations. Additionally, Mossop (1994) pro-
vided information suggesting that, in some years, hunting in 
the Yukon Territory may remove enough willow ptarmigan 
to negate any population increases and Steen and Erikstad 
(1996) produced similar results by modeling a willow ptar-
migan population. Other research has provided evidence  
indicating that hunting can remove relatively large portions 
of  the autumn population of  willow ptarmigan (Smith  
and Willebrand 1999, Willebrand and Hörnell 2001). Finally, 
Smith and Willebrand (1999:722) concluded “hunting mor-
tality was mostly, if  not totally additive to natural mortality” 
of  willow ptarmigan in Sweden.

Wild Turkey
Hunting for wild turkey differs from other game birds be-
cause male turkeys are traditionally hunted during spring 
when females are protected. Some areas support both spring 
(male only) and autumn (either gender) seasons. Markley 
(1967) indicated that harvest rates vary widely among areas 
and years, but suggested that in good southeastern United 
States habitat, 40–60% of  turkey populations could be har-
vested without harming the population. He further con-
cluded that hunting is not a serious limiting factor to popu-
lation increases where suitable habitat exists. Weaver and 
Mosby (1979) examined the influence of  hunting regula-
tions on turkey populations and concluded that a popula-
tion can continue to decline even with restrictive autumn 
harvest regulations (bearded-turkey [males, few females] only), 
but a productive population can withstand at least a 20% an-
nual harvest.
 Lobdell et al. (1972) indicated that spring hunting of  
male turkeys was biologically innocuous if  reproduction 
(Box 33.7) was adequate to ensure a self-sustaining popula-
tion. However, Kurzejeski and Vangilder (1992) suggested 
that the effects of  spring season length and bag limits on 
turkey populations were not well understood.
 Some research has demonstrated that autumn harvest 
exceeding 10% of  the population can result in a population 
decline (Vangilder and Kurzejeski 1995, Hubbard et al. 1999), 
but minimal autumn harvest with restricted numbers of  
hunters seems to have little impact (Hubbard et al. 1999). 
Pack et al. (1999) compared survival of  radiomarked turkeys 
in areas closed and open to autumn hunting. They reported 
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that mean annual survival rates were higher in closed areas 
than in open areas and attributed these differences to legal 
hunting. Kurzejeski and Vangilder (1992) reported that au-
tumn seasons have a greater potential than spring seasons to 
affect populations, especially in years of  poor production. 
Generally, a 15% autumn harvest level can result in popula-
tion declines (Kurzejeski and Vangilder 1992).

Rabbits and Squirrels
Regardless of  variation in reproductive rates, given the rela-
tively high reproduction of  these small game species, they 
should have a high likelihood of  compensatory responses to 
hunting mortality (Peek 1986). Most of  the published litera-
ture for both squirrels and rabbits indicates this is the case 
(Wight 1959, Mosby 1969, Mosby et al. 1977). Nevertheless, 
some instances of  inappropriate harvest levels have been 
documented for both gray (Sciurus carolinensis) and fox 
squirrels (S. niger; Peek 1986). Nixon et al. (1974) concluded 
that an adult fox squirrel population was reduced by hunt-
ing to a level that could not produce enough young to bring 
preseason densities up to population levels attained in previ-
ous years. These authors also indicated that small woodlots 
on public hunting areas may be difficult to manage for fox 
squirrels without restraining hunting opportunity. Manage-
ment of  these woodlots should be based on sustained yield 
rather than hunter success, because hunter demand exceeds 
the supply of  squirrels (Nixon et al. 1974). Nixon et al. (1975) 
further concluded that harvest and population densities af-
fect subsequent survival of  adult female gray squirrels. Ad-
ditionally, Rose (1977) provided evidence that cottontail rab-
bits had higher mortality rates resulting from hunting, but 
also argued that greater hunting mortality was compen-
sated for by increased production, increased survival, or 
immigration.

Future Directions
Stocking
Stocking game birds is seen as a legitimate and often neces-
sary function of  harvest management. In part, the release 
of  pen-reared pheasants, northern bobwhite, or other spe-
cies is likely reinforced among the hunting public because 

stocking is a common activity of  fisheries management. 
There are 2 different harvest management programs involv-
ing game bird stocking, although the differences may not be 
apparent to some sportsmen. The first is the release of  birds 
before the gun, usually just before or during the hunting 
season (Sokos et al. 2008). Maple and Silvy (1988) found that 
the recovery of  pen-reared northern bobwhites released 
during the 5 months preceding the hunting season was 
7.5%, whereas 38.6% of  birds released during the first 3 
months of  the hunting season were recovered compared to 
55.4% of  those released during the last 2 months. Release of  
birds just prior to the hunt decreased the cost per bird recov-
ered by almost 3-fold compared to birds released 14 days be-
fore the hunt. Krauss et al. (1987) reported that survival of  
wild male pheasants was considerably higher than pheas-
ants from state or commercial hatcheries. Strickland et al. 
(1994) summarized information on harvests of  pen-reared 
birds and indicated that survival rates were generally low. 
Stocking pen-reared birds also tends to concentrate hunters 
in relatively small areas and may create lead shot “hot spots” 
(Strickland et al. 1994). These authors concluded that stock-
ing was not an appropriate harvest management practice. 
Similarly, Sokos et al. (2008) questioned the ethics of  put 
and take hunting, but recognized that this approach may be 
justified in areas with high human populations, degraded 
habitats, and poor access to public lands for hunting.
 The second stocking program involves attempts to estab-
lish or augment existing game bird populations and, thus, 
expand hunting opportunity (Putaala and Hissa 1998, Musil 
and Connelly 2009). Although stocking activities now prin-
cipally involve ring-necked pheasants, chukar, and quail, early 
efforts involved a variety of  species, including Reeves pheas-
ants (Syrmaticus reevesii), francolins (Francolinus spp.), Chil-
ean tinamou (Nothoprocta perdicaria), red-legged partridge 
(Alectoris rufa), and others (Korschgen and Chambers 1970, 
Banks 1981). Initial successes in the late 19th and early 20th 
centuries with ring-necked pheasants, chukar, and gray par-
tridge encouraged agencies to attempt to establish other non- 
native game bird species. With few exceptions, most releases 
of  other species were unsuccessful (Banks 1981). Addition-
ally, many of  the more recent efforts to augment existing 
populations failed because of  relatively low survival and 
reproduction (Korschgen and Chambers 1970, Krauss et al. 
1987, Prince et al. 1988, Leif  1994, Niewoonder et al. 1998, 
Parish and Sotherton 2007). Prince et al. (1988) suggested 
that a program to release Sichuan pheasants (P. c. strauchi) 
might enhance existing pheasant populations. However, 
Niewoonder et al. (1998) reported that survival and repro-
duction of  female Sichuan pheasants was low, and con-
cluded that survival of  released pheasants in their study 
could not sustain a wild population. Musil and Connelly 
(2009) demonstrated that survival of  wild female ring-necked 
pheasants was significantly greater than pen-reared females. 
Moreover, comparing translocated wild and pen-reared 

Box 33.7. wild turkey productivity and 
Survival cHaracteriSticS

Wild turkeys have low to moderate annual survival 

rates (15–75%) and high reproductive potential (Peter-

son and Richardson 1975, Vangilder 1992). Thus, they 

tend to be more like pheasants, quail, and partridge 

than grouse and ptarmigan.
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pheasants, costs were US$170/pen-reared egg hatched in 
the wild and US$62/wild egg hatched (Musil and Connelly 
2009). Low survival, poor productivity, and higher costs of  
pen-reared compared to wild birds provide compelling evi-
dence that stocking pen-reared birds is an inappropriate 
management tool for increasing game bird numbers (Parish 
and Sotherton 2007, Sokos et al. 2008, Musil and Connelly 
2009).

Shooting Preserves
Suburban sprawl and limited amounts of  publicly owned ar-
eas with adequate game bird habitat, coupled with declining 
game bird populations, have increased the popularity of  shoot-
ing preserves. These preserves raise and stock their own 
birds (usually pheasants, but they sometimes include quail, 
chukar, and gray partridge). Depending on the organization, 
guides and dogs may be provided. Generally, preserves op-
erate either as a club open to members only, or as a business 
charging by the bird and day. In both cases, meals, lodging 
and other activities, including fishing and sporting clays also 
may be offered. Hunting seasons on preserves are usually 
much longer than those set by state agencies for wild birds, 
and preserve operators set daily bag limits.
 Hunting preserves offer additional hunting opportunity, 
as well as a chance for individuals to train dogs prior to a 
general season. They often provide habitat used by wild game 
birds and other wildlife. Hunting preserves (although rather 
expensive) appear to fill a need for more hunting areas at 
which hunters have a better than average chance at being 
successful (Ratti and Workman 1976).
 A somewhat different approach to the traditional hunt-
ing preserve occurs in some states, and is used by clubs that 
own little or no land. Instead, they lease hunting rights on 
privately owned land and stock these areas with domesti-
cally reared game birds, usually pheasants. These clubs reg-
ulate hunting pressure and monitor take by their members 
through a reservation and mandatory reporting system. 
They also are responsible for posting the property and es-
tablishing safety zones around buildings and livestock. In at 
least one case in Connecticut, private lands are “leased” by 
simply offering free membership in the club to landowners.

MANAgEMENT OF MIgRATORY  
gAME-BIRD HARVESTS

Development of Harvest Strategies
Approaches to harvest management of  migratory game 
birds in North America have been shaped primarily by the 
recognition these highly mobile animals routinely cross lo-
cal, state, provincial, and international borders over the 
course of  their life cycles. Consequently, effective monitor-
ing of  populations and harvests, and development of  appro-
priate hunting regulations, depends upon cooperation across 
multiple levels of  government. In contrast to management 

of  most other wildlife in North America, primary regula-
tory responsibility and authority for migratory game birds 
lies with federal governments.
 Until reliable population and harvest surveys were devel-
oped, migratory bird hunting regulations in the United 
States were set subjectively, and often were consistent across 
the country. As information from monitoring programs was 
incorporated into the regulatory process, regional or fly-
way-specific differences in bird distribution and harvest pres-
sure were recognized, and regulations became more spa-
tially complex (Nichols et al. 1995). In addition, a general 
approach emerged in which relatively restrictive regulations 
were imposed when populations appeared to be declining 
or at low levels. Regulations for many lightly harvested spe-
cies often have remained relatively stable over long periods, 
whereas waterfowl regulations have been subject to much 
annual variation and widespread use of  special regulations 
(Boyd 1983, Ladd et al. 1989).
 Over time, population models were developed for use 
in setting duck hunting regulations, incorporating informa-
tion from large-scale operational monitoring programs 
(Crissey 1957, Geis et al. 1969, Brown et al. 1976). Early mod-
els assumed hunting mortality acted in a completely addi-
tive, density-independent manner to increase overall mortal-
ity (Nichols 2000). Anderson and Burnham (1976) produced 
new analyses of  the relationships between harvest and sur-
vival of  mallards (Anas platyrhynchos) that supported com-
pensatory or density-dependent hunting mortality, and for-
mally introduced the concept of  structural uncertainty into 
the management process (Nichols 2000). Subsequent analy-
ses have provided mixed evidence concerning the effects of  
hunting mortality on annual survival in ducks (Nichols et al. 
1984, Smith and Reynolds 1992), whereas hunting mortality 
appears to be primarily additive for geese (Rexstad 1992, 
Hestbeck 1994) and cranes (Tacha et al. 1994). Efforts to ob-
tain estimates of  demographic parameters and develop pop-
ulation models for use in harvest management strategies 
have continued to be a key focus for waterfowl and other 
migratory game birds (e.g., Otis 2002, Hauser et al. 2007).
 The recognition of  alternative hypotheses about the ef-
fects of  hunting on population dynamics led to a greater fo-
cus on addressing partial management control and structural 
uncertainty in harvest management of  migratory game 
birds. However, because regulations, harvests, and popula-
tion sizes have traditionally varied together over time and 
space, the ability to understand the relationship between 
hunting and populations is limited (Nichols 2000). In addi-
tion, increasing complexity of  regulations at smaller spatial 
scales, particularly for waterfowl, confounded attempts to 
understand relationships between regulations and harvests 
(Nichols 1991, Nichols et al. 1995). Proposals for formal  
experiments with hunting regulations to directly address  
uncertainties about the effects of  harvest on populations 
(Nichols et al. 1984, Anderson et al. 1987, Nichols and John-
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son 1989) were largely resisted by managers seeking to main-
tain traditional hunting opportunities and regulatory ap-
proaches. In a notable effort, the United States and Canada 
stabilized duck hunting regulations during 1979–1985, in an 
attempt to examine the relationships between hunting regu-
lations and harvests (Brace et al. 1987, Sparrowe and Patter-
son 1987). Results of  monitoring information for mallards 
during stabilized regulations indicated that while regula-
tions were held steady, harvest varied mainly in response to 
mallard population size and hunter numbers, but harvest 
rates remained relatively constant over the period (Trost 
1987, Trost et al. 1987). However, key questions about the 
potential effects of  harvest on duck populations remained 
unanswered (Blohm 2006).
 After the period of  stabilized regulations, federal au-
thorities in the United States adopted an approach of  risk-
aversive conservatism toward setting hunting regulations, 
in which relatively restrictive regulations would be adopted 
for populations at low levels (U.S. Fish and Wildlife Service 
1988). In addition, a policy of  controlled use of  special regu-
lations (see Annual Regulations Process, below) was adopted 
(U.S. Fish and Wildlife Service 1988), based on the idea that 
the scale of  harvest management should be consistent with 
the availability of  monitoring information and the ability to 
evaluate the impact of  regulations on harvests and popula-
tions (Babcock and Sparrowe 1989, Nichols and Johnson 
1989). This idea emphasized that partial observability and 
partial management control (see Box 33.2) impose limits 
on the scale at which informed management can be used. 
This perspective led to the conclusion that improved harvest 
opportunities, associated with fine-scale regulations, may not 
justify the increased costs of  monitoring and evaluation 
(Nichols and Johnson 1989, Johnson and Case 2000).

Inventory
Federal mandates to consider the status of  migratory game 
birds when setting hunting regulations motivated the devel-
opment of  extensive monitoring programs in North Amer-
ica, particularly for waterfowl (Martin et al. 1979, Hawkins 
et al. 1984, Blohm 2006). These monitoring programs sup-
port the annual regulatory process and consist of  annual 
collection of  data on abundance, production, distribution, 
harvest levels, and other population parameters, as well as 
habitat conditions (Martin et al. 1979, Reynolds 1987, Smith 
et al. 1989b).
 A variety of  operational surveys is conducted annually to 
obtain estimates or indices of  the size of  migratory bird 
populations. Coo-counts for mourning (Zenaida macroura) 
and white-winged doves (Z. asiatica) provide indices of  pop-
ulation trends for these species (Dolton 1993, George et al. 
1994). Singing-ground surveys are conducted to provide 
estimates of  relative abundance of  American woodcock (Scol-
opax minor) throughout much of  its primary North Ameri-
can breeding range (Sauer and Bortner 1991). Hunted popu-

lations of  sandhill cranes (Grus canadensis) are monitored 
through annual counts on spring (Midcontinent population) 
and autumn (Rocky Mountain population) staging areas, or 
on breeding and wintering areas (Pacific Coast population; 
Tacha et al. 1994, Sharp et al. 2002). No specific population 
surveys are conducted for some other migratory game 
birds, particularly lightly harvested or secretive species such 
as Wilson’s snipe (Gallinago delicata) and rails (Rallidae). For 
these species, the North American Breeding Bird Survey 
(Robbins et al. 1986) provides indices to the distribution and 
relative abundance of  breeding populations.
 Population monitoring programs for waterfowl have a 
longer history and are more extensive than surveys devel-
oped for most other migratory game birds in North Amer-
ica (Smith et al. 1989b). Since 1955, the U.S. Fish and Wild-
life Service and the Canadian Wildlife Service have conducted 
annual aerial transect surveys, coupled with ground counts 
in some areas to correct for visibility bias, during May to es-
timate numbers of  ducks in >3.6 million km2 of  breeding 
habitat in the north-central United States, western and 
northern Canada, and Alaska (Reynolds 1987, Smith 1995a). 
In recent decades, survey coverage has been expanded to in-
clude eastern Canada and the northeastern United States, 
and efforts are being made to establish reliable population 
surveys in western North America (Blohm 2006). Tradition-
ally, a portion of  these transects were surveyed annually to 
obtain counts of  total duck broods (an index of  duck pro-
duction), but this survey was discontinued in 2004. Breeding 
Canada geese (Branta canadensis) also are recorded in the 
continental duck survey area, and additional operational 
surveys have been established to track breeding populations 
of  geese that occupy other areas (Trost et al. 1990).
 Winter ( Jan) surveys of  waterfowl have been conducted 
since the 1930s (Martin et al. 1979). Prior to implementation 
of  breeding ground surveys, the winter survey was intended 
to provide information on the relative abundance and popu-
lation trends, as well as the winter distribution, of  water-
fowl species; cranes and American coots (Fulica americana) 
also are counted during winter surveys. This survey is still 
the primary population index for duck species that occur 
outside of  the May survey area, and provides population in-
dices used to manage many goose populations in North 
America. Federal and state personnel in the lower 48 states 
conduct the survey cooperatively, and methods vary from 
state to state (Smith et al. 1989b). Portions of  Mexico are 
periodically included in winter aerial surveys conducted by 
the U.S. Fish and Wildlife Service (Saunders and Saunders 
1981).
 Although variation in habitat conditions is considered an 
important influence on the status of  many migratory game 
bird populations, few large-scale, operational surveys are 
conducted to assess the status of  habitats. One exception is 
the annual monitoring of  wetland numbers and conditions 
in northern prairie regions to assess habitat for breeding 
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ducks (Smith et al. 1989b). During the aerial waterfowl sur-
veys conducted in May and July, observers record the num-
ber of  ponds containing water along each transect in south-
ern Canada and the north-central United States. In addition, 
the Canadian Wildlife Service monitors wetland habitat con-
ditions on a sample of  survey transects each year in south-
ern Canada (Turner et al. 1987).

Harvest Surveys
In the United States, annual waterfowl harvest estimates  
are obtained using surveys consisting of  2 components. The 
Hunter Questionnaire Survey, in operation since 1952, tra-
ditionally sampled names and addresses of  hunters who 
purchased federal waterfowl stamps from randomly selected 
post offices (Martin and Carney 1977, Martin et al. 1979). 
The Hunter Questionnaire Survey is used to obtain infor-
mation on hunter activity and number of  ducks and geese 
harvested each year. The Parts Collection Survey involves 
mailing special envelopes to a sample of  hunters who are 
asked to mail in wings of  ducks and tail feathers of  geese 
they shoot during the hunting season. These parts are iden-
tified to species, gender, and age by federal, state, and pri-
vate biologists during annual wing bees conducted after 
each hunting season, to identify the composition of  the an-
nual waterfowl harvest in the United States. Parts collection 
surveys also are conducted for American woodcock, mourn-
ing doves, and band-tailed pigeons (Patagioenas fasciata) to 
provide indices to annual recruitment.
 The traditional sampling frame used for conducting  
waterfowl harvest surveys did not include hunters who did 
not purchase a waterfowl stamp, but hunted migratory game 
birds other than waterfowl (Tautin et al. 1989). The Inter- 
national Association of  Fish and Wildlife Agencies and the 
U.S. Fish and Wildlife Service began working to address this 
problem in 1989. In 1991, a new Harvest Information Pro-
gram (HIP) was initiated to provide a reliable, nationwide 
sampling frame of  all migratory bird hunters to conduct an-
nual harvest surveys for each migratory game bird species 
(Elden et al. 2002). Under HIP, each state is required to col-
lect the name, address, and date of  birth of  each person 
hunting migratory game birds in that state, ask each hunter 
a series of  screening questions about their hunting success 
the previous year (for the purpose of  improving the preci-
sion of  estimates from subsequent harvest surveys; Moore 
et al. 2002), and provide this information to the U.S. Fish 
and Wildlife Service each year. HIP became fully opera-
tional in 49 states (HI is exempted) in 1998, and the tradi-
tional sampling procedure used in the federal waterfowl sur-
vey was replaced with the HIP sampling frame beginning 
with the 2002–2003 hunting season. Using the 49 sampling 
frames and hunter responses to screening questions, the 
U.S. Fish and Wildlife Service conducts separate annual har-
vest surveys for (1) waterfowl, (2) mourning doves, white-
winged doves, and band-tailed pigeons, (3) American coots, 

gallinules, rails, and Wilson’s snipe, (4) American woodcock, 
and (5) sandhill cranes.
 In Canada, harvest surveys have been conducted since 
1967, using purchasers of  Migratory Game Bird Hunting 
permits as the sampling frame (Cooch et al. 1978). As in the 
United States, the survey has 2 components. The National 
Harvest Survey involves a mail questionnaire sent to a sam-
ple of  permit purchasers, who provide data on their hunting 
activity and harvest of  species or groups of  migratory game 
birds. In the Species Composition Survey, a sample of  per-
mit purchasers supply wings (ducks and woodcock) and tail 
feathers (geese) from birds they harvest for use in identify-
ing the species, gender, and age composition of  the annual 
harvest.
 Some estimates from operational surveys are adjusted 
for crippling loss (birds downed, but not retrieved by hunt-
ers) to obtain estimates of  total harvest (Martin and Carney 
1977, Martin et al. 1979). No operational surveys have been 
developed to estimate magnitude or composition of  subsis-
tence harvest in Alaska or Canada, where short-term stud-
ies indicate this take can represent a significant portion of  
total annual mortality for some bird populations (Raveling 
1984, Finney 1990). In addition, illegal harvest by recre-
ational hunters is not accounted for in harvest estimates, 
but is usually assumed to be insignificant (U.S. Fish and 
Wildlife Service 1988; but see Gray and Kaminski 1994).

The Role of Banding
Mark–recovery methods (Brownie et al. 1985, Williams et al. 
2001) enable managers to obtain important information 
about animal populations. To use these methods, individu-
ally numbered leg bands are placed on migratory game 
birds, usually just prior to the hunting season, and hunters 
are relied upon to report the band number, date, and loca-
tion of  harvest of  banded birds they recover. Banding infor-
mation is used to identify the distribution of  harvest and 
harvest areas associated with different breeding areas, to es-
timate harvest rates and relative vulnerabilities to harvest of  
different gender and age cohorts, and to estimate age- and 
gender-specific survival rates (Smith et al. 1989b).
 Banding has been particularly important in the manage-
ment of  waterfowl populations and their harvests. An oper-
ational duck-banding program has been in place in Canada 
and the United States for >5 decades (Smith et al. 1989b, 
Blohm 2006). Information from banding has been increas-
ingly incorporated into harvest management, particularly for 
mallards. Large-scale banding programs also provided much 
of  the information used to manage mourning doves in the 
United States (Dunks et al. 1982, Tomlinson et al. 1988).
 A recently completed national strategic harvest-manage-
ment plan for mourning doves (Anonymous 2005) empha-
sized the need for survival and harvest rate information  
for this important game species. During 2003–2005, a large-
scale banding effort was conducted to provide the founda-
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tion for an operational long-term banding program in all 
states where mourning doves are hunted, as called for in the 
national strategy (Otis et al. 2008).
 An important aspect of  banding studies is to estimate 
band reporting rates. In the mid-1990s, the U.S. Bird Band-
ing Laboratory began issuing bands inscribed with a toll-
free phone number, in addition to the mailing address that 
had been inscribed previously, which hunters could use to 
more easily report band recoveries. More recently, the Bird 
Banding Laboratory has had a web address inscribed on 
bands, in addition to the toll-free phone number for report-
ing bands. Recent analyses indicate these changes have re-
sulted in substantially higher band reporting rates (Royle 
and Garretson 2005, Otis et al. 2008, Zimmerman et al. 
2009).

Developing Regulations
governmental Roles in Regulating Hunting
Primary federal authority and responsibility for migratory 
birds was established after the signing of  the Convention 
for the Protection of Migratory Birds by representatives 
from the United States and Great Britain (for Canada) in 
1916. The Migratory Bird Treaty Act of  1918 implemented 
the convention in the United States (U.S. Fish and Wildlife 
Service 1988). This Act was later amended to incorporate 
similar treaties with Mexico (1936), Japan (1972), and Russia 
(1976). In North America, compliance with these treaties is 
the responsibility of  the Minister of  Environment in Can-
ada, Secretary of  the Interior in the United States, and Di-
rector General de Flora y Fauna Silvestre in Mexico.
 The migratory bird conventions between the United 
States and Canada and the United States and Mexico define 
migratory game birds as those species belonging to the fol-
lowing families: Anatidae (ducks, geese, and swans), Ralli-
dae (rails, gallinules, and coots), Gruidae (cranes), Char-
adriidae (plovers and lapwings), Haematopodidae (oyster-
catchers), Recurvirostridae (stilts and avocets), Scolopacidae 
(sandpipers, phalaropes, and allies), and Columbidae (pigeons 
and doves; U.S. Fish and Wildlife Service 1988). The treaties 
allow take of  migratory birds only between 1 September 
and 10 March each year, and constrain hunting to seasons 
not exceeding 3.5 months in any one region. The treaty be-
tween the United States and Canada was amended in 1995 
to allow for subsistence take of  birds, including some spe-
cies not originally designated as game birds, in Alaska and 
Canada outside normal hunting seasons; the amended treaty 
was formally implemented in the United States in 1999.
 Under the Migratory Bird Treaty Act, the Secretary of 
the Interior authorizes when hunting of  migratory game 
birds is permitted, and adopts regulations for this purpose, 
or imposes closed seasons if  hunting is incompatible with 
population status. These regulations must be based on the 
status and distribution of  migratory game birds and must 
be updated annually. This responsibility has been delegated 

to the U.S. Fish and Wildlife Service, Department of  the 
Interior.
 Information from monitoring programs about bird dis-
tribution and migration pathways and increased state in-
volvement in migratory game bird management efforts led 
in 1947 to the division of  the United States into 4 adminis-
trative Flyway Councils (Fig. 33.1) for establishing annual 
hunting regulations (Hawkins et al. 1984). Through these 
Councils, representatives from state and federal agencies in 
the United States, as well as from Canada and Mexico, have 
major roles in coordinating management activities and de-
veloping annual hunting regulations for migratory game 
birds (U.S. Fish and Wildlife Service 1988).

Annual Regulations Process
Extensive and elaborate processes have been developed for 
setting regulations for migratory game birds to allow in-
volvement by multiple levels of  government, follow legal re-
quirements for consultation with the public, and use of  an-
nually updated monitoring information (Blohm 1989). In 
the United States, federal regulations are considered either 
“basic” or “annual” (U.S. Fish and Wildlife Service 1988). Ba-
sic regulations generally remain the same from year to year, 
and include constraints such as methods of  take and ammu-
nition types that can be used in hunting. Basic regulations 
are generally tied to safety issues and general views about 
ethical hunting practices.
 Annual regulations are subject to frequent change and 
are usually tied more closely to the status of  hunted popu-
lations. Annual regulations are further divided into either 
“framework” or “special” regulations. Framework regula-
tions are the main tools used to adjust harvest levels at fly-
way or continental scales, and include framework dates (the 
earliest opening and latest closing dates), season length, and 
bag limits (U.S. Fish and Wildlife Service 1988). Special reg-
ulations that modify framework regulations are intended 
to influence harvest or hunter opportunity at finer spatial 
scales or for individual species. Examples include season 
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Fig. 33.1. Waterfowl flyways and boundaries of the 4 waterfowl 
Flyway Councils in the United States.
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splits (dividing the total hunting-season length in a state 
into 2 or 3 nonconsecutive segments), zoning (delineating a 
state into separate areas in which regulations can be set in-
dependently), area closures (reducing overall harvest of  a 
species by prohibiting hunting in major concentration areas), 
special seasons (allowing take of  particular species outside 
the regular season), and bonus birds (birds of  lightly har-
vested species added to the regular daily bag limit [U.S. Fish 
and Wildlife Service 1988, Ladd et al. 1989, Nichols 1991]). 
Special regulations usually are not changed annually, but 
have been controversial because they add complexity to the 
regulatory process and often occur at spatial scales at which 
population responses cannot be adequately measured using 
existing monitoring programs.
 The regulatory process in the United States involves a se-
ries of  meetings and consultations beginning in January and 
ending in late September each year (Box 33.8). The director 
of  the U.S. Fish and Wildlife Service appoints a Migratory 
Bird Regulations Committee, which is responsible for rec-
ommendations on regulations. This committee meets in 
January to review current regulations and identify impor-
tant issues. Each of  the 4 Flyway Councils meet in late 
March and again in July to formulate recommendations  
for regulations. The Migratory Bird Regulations Committee 
meets in June to recommend regulations for “early” sea-
sons, which begin in September and include most webless 
(nonwaterfowl) species, and again in late July or early Au-
gust to develop proposed regulations for “late” season regu-
lations, which begin near 1 October and include most water-
fowl. Representatives from each Flyway Council participate 
in these deliberations. Throughout this series of  meetings, 

results of  population and harvest monitoring programs are 
reviewed as they become available to help clarify the deci-
sion-making process. Early season recommendations are 
published for public comment in July, so final federal guide-
lines and state regulations can be selected before 1 Septem-
ber. Final federal frameworks for late seasons are published 
in mid-September, following a public comment period, and 
are adopted as law by the end of  September.
 Final regulations enacted by states may be the same or 
more restrictive, but not more liberal, than applicable fed-
eral regulation frameworks. Within each Flyway, states gen-
erally attempt to design hunting seasons that coincide with 
typical patterns of  migration chronology. For example, north-
ern states typically begin seasons as early as federal frame-
works allow, whereas southern states attempt to provide 
hunting opportunity as late as possible.
 The annual process for developing migratory game bird 
regulations in Canada requires final proposals for any changes 
to be made by early March (Canadian Wildlife Service Water-
fowl Committee 2002). Thus, results from annual breeding 
population, production, and breeding habitat surveys for 
the current year are not available. The Canadian Wildlife 
Service of Environment Canada reviews hunting regula-
tions and recent trend data for game bird populations annu-
ally, with comments from the provinces, territories, and 
other stakeholders. During November and December, Ca-
nadian Wildlife Service personnel review biological infor-
mation and develop recommendations for hunting regula-
tions for the following year. In January, the Canadian Wild-
life Service issues proposed regulations and solicits public 
comments. After this consultation period, final regulation 

Box 33.8. ScHedule for tHe annual proceSS of Setting migratory game Bird  
Hunting regulationS in tHe united StateS, and aSSociated population and HarveSt 
monitoring programS

Regulations process Month Monitoring

U.S. Fish and Wildlife Service regulations January Midwinter waterfowl and crane surveys
Committee (SRC) meets to identify issues February Parts Collection Survey wing bees
Flyway Councils develop recommendations March Hunter Questionnaire Surveys; banding analysis for duck  
   harvest and survival rates
 April–May Breeding waterfowl and habitat, dove call-count, and  
   woodcock singing-ground surveys
SRC meets to recommend “early” season regulations June Harvest survey results available
Flyway Councils develop recommendations July Waterfowl production surveys
SRC recommend “late” season regulations August Preseason duck banding
“Early hunting” seasons begin September Autumn surveys for sandhill cranes, greater white-fronted  
   geese (Anser albifrons)
“Late” hunting seasons begin October
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proposals are submitted to Parliament, and in June final 
hunting regulations, adjusted if  necessary to account for 
public comment, are passed into law.

Adaptive Harvest Management
In 1995, the U.S. Fish and Wildlife Service, in cooperation 
with the 4 flyway Councils, implemented an adaptive har-
vest management approach for setting duck hunting regu-
lations in the United States (Box 33.9). With this approach, 
key sources of  uncertainty are explicitly incorporated into 
modeling and decision-making processes used to select reg-
ulations. Thus, management can be used as a tool to help 
reduce uncertainty about the managed system (Walters 1986, 
Lancia et al. 1996, Lee 1999).
 The adaptive harvest management process is currently 
used in setting regulations for 3 populations of  mallards. 
Midcontinent mallards are defined as those mallards breed-
ing in the traditional breeding survey area (except AK) and 
the states of  Minnesota, Wisconsin, and Michigan; these 
mallards are harvested primarily in the Mississippi and Cen-
tral flyways. Eastern mallards breed in Ontario and Que-
bec, Canada, and the northeastern United States and are 
harvested primarily in the Atlantic Flyway. Western mal-
lards breed and are primarily harvested in the Pacific Fly-

way. For each of  these populations, sets of  alternative popu-
lation models have been developed that describe competing 
hypotheses about the effects of  harvest on annual survival 
(i.e., additive versus compensatory mortality) and the effect 
of  mallard abundance on reproductive rate (i.e., density- 
dependent reproductive success). Alternative “packages” of  
framework regulations have been developed for each flyway, 
with expected mallard harvest rates associated with each 
package. The harvest management objective for all 3 popu-
lations is to maximize cumulative (i.e., sustainable) harvest 
over the long term. For midcontinent mallards, this objec-
tive is constrained to avoid regulations that could be ex-
pected to result in subsequent population sizes below an es-
tablished objective.
 Approaches such as are used in adaptive harvest manage-
ment force managers to specify and reach consensus on har-
vest management objectives, and to formally acknowledge 
fundamental disagreements about the influence of  different 
management actions on achieving those objectives. This ap-
proach also provides a process for objectively making deci-
sions about regulations in the face of  these disagreements 
( Johnson and Williams 1999, Humburg et al. 2000, Johnson 
and Case 2000). Although adaptive harvest management is 
focused on optimal management performance, the approach 

Box 33.9. featureS of adaptive HarveSt management for mallard populationS in tHe  
united StateS

Key components of adaptive harvest management (Johnson et al. 1993, Williams and Johnson 1995, Johnson 2001) include

 1. a set of alternative models describing population responses to harvest and uncontrolled environmental variation;

2. a measure of reliability (probability or weight) for each model;

 3.  a limited set of regulatory alternatives (season lengths, bag limits, and framework dates) that differ in their expected 

harvest rates; and

4. an objective function or mathematical description of the objective(s) of harvest management.

 These components are used in a stochastic optimization procedure to derive an optimal harvest policy, which is used 

to identify the appropriate regulatory alternative for population levels and probabilities associated with the alternative pop-

ulation models (Johnson et al. 1997). The setting of annual hunting regulations then involves a 4-step process:

 1.  Each year the optimal regulatory alternative is identified based on duck breeding populations and resource conditions, 

and on current model weights.

2.  Once the regulatory decision is made, model-specific predictions for subsequent breeding population size are calculated.

 3.  When monitoring data are available, model weights are updated based on how well the population size predicted by 

each alternative model agrees with the observed population size.

4. The new model weights are used to start a new iteration of the process.

Over time, this iterative process of updating model weights and optimizing regulatory choices should identify which 

model is the best predictor of changes in population size.
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also allows for learning about the underlying systems in-
volved in and affected by harvest management ( Johnson et 
al. 2002).

Harvest Management of Overabundant Species
A primary goal of  harvest management for migratory 
game birds in North America continues to be prevention of  
overharvests that result in significant population declines. 
Within this constraint, hunting has often been used to re-
duce or control the density of  birds on local scales. How-
ever, in recent decades, several continental populations of  
geese in North America have grown rapidly (Ankney 1996). 
In this case, the intent of  harvest management is the large-
scale reduction of  populations to address environmental and 
economic damage caused by these overabundant birds. Ar-
ticles of the 1999 amended Migratory Bird Treaty between 
the United States and Canada address this situation by al-
lowing these governments to “provide for and protect habi-
tat necessary for the conservation of  migratory birds” and 
to “take appropriate measures to preserve and enhance the 
environment of  migratory birds” (U.S. Fish and Wildlife 
Service 2001:6). The amended treaty also authorizes “permit-
ting the take of  migratory birds that, under extraordinary 
conditions, become seriously injurious to agriculture or 
other interests” (U.S. Fish and Wildlife Service 2001:6).
 During the last half  of  the 20th century, some popula-
tions of  light geese (snow geese [Chen caerulescens] and Ross’ 
geese [C. rossii]) in North America grew rapidly and are now 
causing widespread habitat damage on their arctic and sub-
arctic breeding areas (Batt 1997). In the United States, man-
agers first attempted to reduce this population growth by 
increasing bag limits and extending the hunting season 
length for light geese to 107 days, the maximum allowed by 
the Migratory Bird Treaty Act. However, due to continued 
increases in light goose numbers and low hunter success, 
the harvest rate on light geese actually declined. In 1999, the 
U.S. Fish and Wildlife Service authorized new methods of  
take for light geese (electronic calls and unplugged shotguns) 
and established a conservation order that permitted take out-
side the dates established for hunting seasons by the Migra-
tory Bird Treaty Act. Similar regulatory approaches are being 
used in Canada. The purpose of  these efforts is to reduce light 
goose populations to sustainable levels and stop the spread of  
habitat deterioration. If  current regulatory approaches are not 
effective, more aggressive population reduction efforts may  
be warranted (Batt 1997, U.S. Fish and Wildlife Service 2007).
 Similarly, in recent years, populations of  Canada geese 
that nest and reside predominantly in the United States (i.e., 
resident Canada geese) have increased dramatically, and 
conflicts with people, including personal and public prop-
erty damage, are increasing in many areas (Ankney 1996, 
U.S. Fish and Wildlife Service 2005a). Expanded hunting 
methods and the use of  a conservation order for take of  res-

ident Canada geese have been implemented to reduce num-
bers and influence the distribution of  these geese through-
out their range.

Future Directions
Management of  migratory game bird harvests in the United 
States and Canada has changed dramatically over the past 
century. Federal governments have primary authority in 
regulating harvests, but elaborate systems have been devel-
oped to encourage suggestions and interactions with state, 
provincial, and territorial governments, as well as other 
stakeholders. Extensive monitoring programs have been de-
veloped to assess the status of  many populations and their 
harvests. These systems have led to an annual process 
where managers work cooperatively to review available 
data and attempt to establish hunting regulations that result 
in harvest levels consistent with population management 
objectives.
 A major goal of  migratory game bird management has 
been to predict the influence of  hunting regulations, and re-
sulting harvests, on the future size of  bird populations. Over 
time, this goal has led to a greater emphasis on the use of  
objective biological information in making management de-
cisions. More recently, there has been explicit recognition 
that managers will need to contend with uncertainties about 
the status of  bird populations and the consequences of  har-
vest management actions. Adaptive management approaches 
can be used to explicitly account for (and work to reduce) 
these uncertainties, while trying to achieve management 
objectives. It seems likely the pursuit of  improved under-
standing of  the effects of  harvest on migratory game bird 
populations will continue.
 Measures of success in harvest management include 
greater agreement among managers and stakeholders on 
harvest management goals, and an improved understanding 
of  the effectiveness and limitations of  different manage-
ment actions in achieving these goals. The recent focus on 
harvest management objectives, combined with declining 
trends in hunter participation, has led to a renewed empha-
sis on understanding and addressing the expectations and in-
terests of  migratory bird hunters (Enck and Ringelman 2006, 
Witter et al. 2006). As approaches toward harvest manage-
ment of  migratory game birds continue to evolve in North 
America, we expect future developments will include

1.  greater focus and resolution of  the priorities and 
specific objectives (both biological and sociological) 
of  harvest management;

2.  continued efforts to expand and refine the accuracy 
and precision of monitoring programs for priority 
species and populations (with debates over the spatial, 
temporal, and ecological scale of  harvest management 
objectives helping drive the scale of  monitoring efforts);
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3.  increased use of  mathematical models to objectively 
drive harvest management decision-making processes 
(in relation to explicit, agreed-upon objectives);

4.  increased emphasis on reducing uncertainty about 
important biological mechanisms that drive popula-
tion dynamics, and the influence of  harvest on these 
mechanisms, for key harvested populations; and

5.  increased efforts to increase or at least stabilize de-
clines in hunter participation, by incorporating hu-
man dimensions information directly into the devel-
opment of  harvest management strategies.

Meeting these challenges will require greater commitments 
of  resources, communication, and cooperation among man-
agers, at all governmental levels. However, the long history 
of  migratory bird management in North America has helped 
set the stage for success in these efforts.

MANAgEMENT OF BIg gAME HARVESTS

In contrast to harvest management of  most upland game 
and waterfowl populations, management of  big game har-
vest is often more complex and contentious, primarily be-
cause of  the ability of  hunters to differentiate among gen-
der and age classes before selecting an animal to harvest, 
and the variety of  weapons used to harvest large mammals. 
Additional complicating factors include potential for exten-
sive damage to private property (agricultural and horticul-
tural depredations, wildlife–vehicle collisions) and non-
consumptive values (viewing, “charismatic megafauna”). 
These factors hinder application of  theoretical harvest strat-
egies to practical harvest management, as does the difficulty 
of  obtaining extensive, long-term data sets needed to apply 
theoretical harvest models (Langvatn and Loison 1999).
 Management of  large mammal populations is often viewed 
as a 4-step, linear process (Strickland et al. 1994): (1) inven-
tory (identify current or potential population status), (2) de-
fine goals and objectives (identify desired population status), 
(3) develop strategies to achieve objectives, and (4) evaluate 
how well strategies met objectives. Given adequate quantita-
tive data, the process is theoretically and intuitively quite sim-
ple. However, in practice, defining population goals and ob-
jectives and developing harvest strategies and regulations are 
extremely complex processes requiring continuous stake-
holder input and involving sociopolitical influence. Further, 
obtaining adequate inventory information is often challeng-
ing because of  financial and logistical constraints.

Inventory
The initial step in big-game harvest management typically 
involves estimating current population status, as well as bio-
logical capacity to produce and sustain a given species. For 
wildlife agencies, inventory should be based on geographi-

cal areas containing relatively discrete populations or groups 
of  demographically similar populations, but smaller scale 
management programs will likely be constrained by land-
ownership boundaries. These management units can be based 
on geographic features (e.g., watersheds, mountain ranges), 
political boundaries, or some combination thereof. Political 
boundaries are often more appropriate for areas with rela-
tively homogenous habitats and species distributions (such 
as white-tailed deer in eastern North America), whereas geo-
graphic features better define annual ranges of  migratory 
populations occupying diverse habitats in the West. Defini-
tion and refinement of  appropriate boundaries are enhanced 
by research on seasonal ranges, migration patterns, and pop-
ulation responses to environmental factors. Management 
units or subdivisions used as hunt area boundaries should 
be readily distinguishable by hunters to avoid confusion, en-
hance compliance with legal requirements, and increase the 
probability that harvest strategies will be successful.
 Depending on species and habitats, inventories may be 
designed to estimate population abundance (e.g., sightability 
surveys for elk; Samuel et al. 1992) or provide an index to 
population status (e.g., trend surveys), as well as to determine 
age and gender ratios (see Chapter 8, Volume 1). Agencies 
in western North America often conduct surveys from air-
craft where habitats and congregation of  animals on winter 
ranges enhance observation. Use of  aircraft as a survey plat-
form is less effective for relatively uncommon species (e.g., 
carnivores) or in areas typified by dense forest canopies or 
widely distributed animal populations (e.g., eastern white-
tailed deer). In these situations, managers most often rely 
on indirect measures of  population status. Rabe et al. (2002) 
reviewed survey methods for several big game species in 
western states and recommended that managers design sur-
veys to directly estimate population size, incorporate ran-
dom sampling methods (with habitat stratification as ap-
propriate), and estimate survival of  (at least) adult females 
and young. Gender and age ratios are important data, but 
should be used in concert with independent information re-
garding population status (Caughley 1974, 1977; McCullough 
1994; but see Bender 2006).
 Allocation of resources for inventory is a significant and 
important challenge; when prioritizing effort, managers 
should strive to collect accurate information for fewer popu-
lations rather than inaccurate information for many popula-
tions (Rabe et al. 2002). Computer modeling can be applied 
to estimate population status between periodic surveys or 
extrapolate to areas or populations that are not surveyed. 
However, managers must be acutely aware of  the limitations 
and appropriate applications of  computer modeling (White 
2000a). Development of  rigorous, statistically sound inven-
tory programs is crucial to effective management, as well as 
defense of  data and potential challenges (sometimes legal) 
to associated management actions. In addition to cost and 



  john w.  connelly  et  al .

logistic considerations of  aircraft-based surveys, managers and 
administrators must consider personnel safety when employ-
ing aerial surveys, particularly in mountainous terrain.

Harvest Surveys
Estimating harvest is an obvious component of  any har-
vest system and harvest data are typically the most accurate 
and easily obtained information available to managers. Har-
vest data are important inputs to population models and cal-
culations for determining future big game harvest strate-
gies. At one extreme, harvest surveys may entail recording 
data for each deer killed on a hunting lease, whereas surveys 
conducted by wildlife agencies estimate harvest across mul-
tiple species, seasons, weapon types, and management units. 
Typical data collected include number of  animals harvested 
by gender and age class (or a surrogate for age such as ant-
ler or horn characteristics), hunter effort (e.g., days hunted), 
location (e.g., management unit, county), date of  harvest, 
and weapon used. Because harvest data are so important to 
assessing past strategies and predicting outcomes of  pro-
posed strategies, harvest surveys must be based on statisti-
cally sound procedures and applied at scales appropriate to 
the data collection.
 Agencies apply a variety of  methods to estimate harvest: 
check stations, mandatory checks of  harvested animals, re-
port cards, random mail or telephone surveys, toll-free tele-
phone service (Rupp at al. 2000), and more recently, Inter-
net-based reporting. There also has been a recent trend 
toward mandatory reporting (with multiple reporting tools) 
for all licensed big-game hunters in several states, in some 
cases to address concerns of  constituents who questioned 
validity of  sample-based survey results.
 Methods that require hunters to physically present animals 
to management agency personnel provide opportunities for 
managers to collect measurements and biological samples, 
verify harvest information, and interact with hunters. How-
ever, these methods can be labor-intensive and expensive, do 
not provide a direct measure of  hunter effort, and may be lo-
gistically challenging in jurisdictions with long seasons or 
multiple big-game seasons. Conversely, remote survey meth-
ods can be designed to economically estimate harvest statis-
tics and precision with a sample-based approach, but may be 
more prone to bias or errors associated with distortion of  re-
ported information. Reporting errors and omissions can be 
reduced with toll-free telephone and Internet-based surveys 
by requiring legitimate answers to all survey questions before 
accepting reports. Regardless of  techniques used, managers 
need to recognize and address potential reporting bias (e.g., 
nonresponse). Carpenter (2000) presented reviews and rec-
ommendations for harvest survey techniques.

Development of Harvest Strategies
Harvest theory for most big game species in the order Arti-
odactyla is generally based on the concepts of  biological 

carrying capacity (K) and density-dependent population 
growth (Caughley 1977, McCullough 1979), where popula-
tion growth follows the logistic growth curve until reaching 
limitations imposed by habitat. As populations approach K, 
population growth declines to the point where losses (deaths, 
emigration) equal gains (births, immigration; i.e., λ = 1). 
Density dependence assumes that productivity decreases 
or mortality increases as resources (e.g., forage) become 
limited. Populations are most productive near the inflection 
point of  the growth curve, approximately 50% of  K (Mc-
Cullough 1979; but see Macnab 1985), and this is the point 
at which harvest can be maximized. Big game species in the 
order Carnivora tend to be longer lived and less productive 
than ungulates. Therefore, harvest management for large car-
nivores must be adjusted to match population performance.
 Unfortunately, determination of  K for wild populations 
is very difficult and K often changes through time due to 
changes in habitat and weather, particularly in more vari-
able environments such as the arid and semiarid West. For 
some species, managers can monitor attributes of  popula-
tions or individuals (e.g., net recruitment, yearling body 
weight or antler size) to estimate population status relative 
to K. For example, managers in Georgia gauge relative white-
tailed deer density based on main beam length of  yearling 
bucks within broad habitat categories (Georgia Department 
of  Natural Resources 2003). Other surrogate measures of  
animal density, such as parasite loads or vehicle collision 
rates, have been suggested as possible indices. Alternatively, 
estimates of  K may be derived from appropriate measure-
ments of  ungulate effects on habitat, such as amount of  
browsing on important forage species, but actually estimat-
ing K with this approach requires extensive effort and an  
extraordinarily high level of  understanding of  system dy-
namics (see Chapters 16–18, Volume 1). More often, charac-
teristics of  vegetation or habitat condition are included as 
indices or objectives for population management.
 Although biological carrying capacity is an intuitively 
attractive concept upon which to base harvest management, 
practical management of  big game populations in most of  
North America is more likely to be based on social carry-
ing capacity (SCC). Social carrying capacity is determined 
by human tolerance for wildlife population levels, or per-
haps more accurately, tolerance for damage, nuisance, or 
threats to human safety caused by wildlife. In many cases, 
SCC is well below biological carrying capacity, particularly 
in situations where large mammals congregate on or near 
private land where conflict with human interests is likely 
(e.g., winter ranges on private land used for livestock pro-
duction, suburban areas). For example, McCaffery (1989) 
stated that deer density objectives based on farmer toler-
ance were approximately 22–30% of  estimated biological 
carrying capacity in agricultural areas of  Wisconsin.
 Somewhat paradoxically, when SCC approximates K/2, 
managers may find themselves in a position to reach goals 
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of  maximum sustained yield. However, when SCC is widely 
disparate from K/2, conflicts typically arise among hunt-
ers, wildlife agencies, agricultural interests, and other stake-
holders. This is a common scenario in large mammal man-
agement and emphasizes the need to develop goals and 
objectives that are acceptable to the majority of  stakeholders. 
Patterson et al. (2000) provided a thorough review of  human 
dimensions and conflict resolution associated with wildlife 
management.
 Management goals are typically broad, subjective state-
ments about the desired future condition of  a population. 
For example, the current goal statement for mule deer in 
Idaho is “Abundant mule deer occupying healthy habitats 
ensuring a rich recreational, cultural, and public heritage for 
current and future generations” (Idaho Department of  Fish 
and Game 2008a:iv). Within the framework of  such a goal, 
specific, measurable objectives are established to reach the 
goal. Goals and objectives, as well as subsequent strategies 
and regulations, must have wide public and political support 
for management programs to be successful.
 Management objectives may include a variety of  com-
ponents ranging from population characteristics to mea-
sures of  conflict (Table 33.4). The influence of  SCC is em-
phasized by the fact that conflict management was the most 
frequently identified management objective for mule deer 
(see Table 33.4); conflict management is likely an even more 
frequent component of  harvest management objectives for 
elk. Additional management objectives may include mortal-
ity rates, hunter success, hunter density, harvest density (no. 
of  animals harvested/km2), and measures of  hunter satisfac-
tion. Objectives related to hunting opportunity may be fur-

ther subdivided among hunter groups (e.g., by weapon type 
or age).
 Sideboards for objectives are initially limited by biologi-
cal realities. For example, total population should not ex-
ceed K, some minimum number of  animals is necessary to 
prevent extirpation, and a minimum ratio of  males is neces-
sary to ensure fertilization of  females in polygynous species. 
Within these biological constraints, there are diverse arrays 
of  potential management objectives that are essentially a 
matter of  social desires. However, public wishes are rarely 
consistent across user groups and managers are often forced 
to act as mediators and develop objectives that provide a 
balance among competing interests (e.g., providing annual 
hunting opportunity while also providing opportunities to 
harvest mature males). As such, management tends to de-
part from the realm of  biology and enter the realm of  hu-
man dimensions.

Developing Regulations
Once management objectives have been determined, the 
next step is developing regulations that will achieve objec-
tives, preferably within a specified timeframe. A wide vari-
ety of  harvest regulations and season structures are applied 
across jurisdictions and species (Table 33.5). Local tradition 
and history often play important roles in determining exist-
ing and potential big-game harvest systems, which can in-
hibit development of  alternative or innovative approaches.
 Like management objectives, development of  regulations 
is largely a matter of  social desire. Managers are responsi-
ble for identifying appropriate harvest levels by gender and 
age class that will meet management objectives, but how 
and when those animals are harvested are not biological 
considerations. Thus, input from hunters, landowners, and 
other stakeholders is critical to establishing effective regula-
tions. In this process, the manager’s role is to provide tech-
nical expertise and information about anticipated effects of  
harvest strategies and regulations, but final recommenda-
tions should be based on public desires.
 Regulations should be easily understood by hunters and 
enforceable. The concept of  fair chase is integral to devel-
oping harvest regulations, but the definition of  fair chase 
varies within and among hunters and nonhunters, across 
political boundaries, and over time. For example, use of  bait 
and dogs to hunt deer are commonly accepted practices in 
some southeastern states, whereas these methods are shunned 
for deer (but accepted for black bear [Ursus americanus]) 
hunting in some western states.
 Managers should be cognizant of  traditions and social as-
pects of  hunting when developing regulations because regu-
lation changes may have unintended consequences. For ex-
ample, to enhance hunting opportunity for mature bull elk, 
managers in western states often limit the number of  permits 
available for mature bulls in specific management units. Un-
less a general-season opportunity for another component of  

Table 33.4. Objectives applied to mule deer management 
in western states (USA) and provinces (Canada)

Management objective Jurisdiction

Population trend AK, AZ, ID, KS, MT, NE, NV, ND, SD, SK,  
  TX, YK
Population abundance AB, AZ, CO, ID, MT, ND, OR, SD, SK,TX,  
  UT, WY
Preseason buck:doe ratio ND, SD, SK, TX
Postseason buck:doe ratio AB, AZ, CO, ID, MT, NE, NV, OR, TX,   
  UT, WY
Buck age structure AZ, KS, MT, NE, NV, SD, TX
Antler composition of   AZ, ID, MT, NV, OR, TX 
 harvested bucks  
 (e.g., % 4-point) 
Fawn:doe ratio AZ, MT, NV, SK, TX
Hunter days AK, AB, AZ, ID, KS, NV, ND, SD, YK
Habitat considerations AK, AB, AZ, CO, ID, KS, MT, NV, SD, TX,  
  UT, WY
Min. or max. buck harvest AK, MT, NE
Min. or max. doe harvest NE
Conflict management AB, CO, ID, KS, MT, NE, NV, ND, SD, SK, 
  TX, UT, WY
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the population is made available (e.g., spike-only bull) in the 
same unit, this approach likely displaces hunters who tradi-
tionally hunted the area and may have done so for several 
generations. This kind of  regulatory approach may have se-
rious consequences for hunter recruitment and retention 
and epitomizes the trade-offs inherent in developing man-
agement objectives and specific harvest regulations.
 In situations where human conflict with big game spe-
cies is spatially or temporally localized, managers may be 
able to increase SCC (i.e., tolerance) by implementing har-
vest strategies designed to dissuade wildlife from occupying 
specific areas. For example, in Idaho managers have defined 
hunt-area boundaries that encompass only private land, or 
land in or immediately adjacent to agricultural production, 
and instituted seasons for antlerless deer and elk that coin-
cide with periods of  crop depredation. Such approaches 
can be effective in allowing landowners to help control large 
mammal conflict on their property, but effectiveness can be 
diminished if  some landowners do not allow hunting and, 
thus, create refuges.
 To provide a framework for evaluation, managers should 
attempt to implement regulations that are consistent and 
stable over long enough periods to encompass the normal 
variability of  hunting conditions. Changing season length 
and timing annually will virtually eliminate the possibility 
of  estimating effects of  different season structures. Applica-
tion of  this concept is particularly important for seasons that 
account for the majority of  harvest (e.g., general, centerfire-
weapon seasons for deer or elk).
 An often neglected aspect of  the regulation process is 
evaluation. Few rigorous analyses of  common harvest reg-
ulations have been conducted. If  managers cannot reliably 
predict effects of  changes in season length, timing, or other 
regulations, the regulation development process often breaks 

down to subjective debate among hunters, managers, ad-
ministrators, and others. Retrospective analyses of  past har-
vest regulations (if  consistent over time) is a first step to in-
creasing understanding, but ideally, harvest regulations should 
be modified and monitored in an experimental framework 
to elucidate cause-and-effect relationships. Implementing 
large-scale experiments to examine big-game harvest regula-
tions is logistically and politically challenging, but necessary 
for improving long-term harvest management. Few such 
large-scale experiments have occurred in North America, but 
Montana Fish, Wildlife and Parks (2001) recently adopted an 
adaptive harvest-management program for mule deer.

Deer
White-tailed deer are the most commonly hunted big game 
species in North America and mule deer are an iconic spe-
cies of  high importance in the West. However, because of  
extreme differences in habitat, populations, and distribution, 
current harvest management of  the 2 species varies consid-
erably. Whitetails are ubiquitous through most of  their east-
ern range and have increased in recent decades to the point 
many harvest management programs are challenged by  
an inability to achieve adequate female harvest (Riley et al. 
2003a). Conversely, mule deer populations in many western 
states are below desired levels and harvest occurs under rel-
atively restrictive frameworks.
 For both species, there appears to be an increasing pro-
portion of  hunters who desire the opportunity to harvest 
“mature” bucks. The recent development of  some forms of  
Quality Deer Management (QDM) programs for white-
tailed deer is representative of  this trend. However, as ap-
plied by agency deer managers, QDM is a holistic manage-
ment system consistent with the principles of  sustained yield 
management. In short, QDM is designed to reduce deer pop-

Table 33.5. Components of hunting regulations for big game species and expected effects

Regulation Characteristics

Unlimited entry “general season” Maximizes participation, reduces success, control of  harvest is low
Limited entry “permit seasons” Restricts participation, increases success, maximizes control of  harvest
Common opening date Disperses hunters across more area
September season Rutting males more vulnerable, nonrutting species less vulnerable
Firearms season in October Deer in rut more vulnerable, animals more vulnerable if  concentrated on winter ranges
Long season Allows more opportunity for harvest, especially if  weather conditions are favorable
Short season Concentrates harvest and hunters, reduces differential vulnerability of  gender or age in harvest
Weekend openings More hunters participate on opening day
Weekday openings May spread participation, decrease vulnerability
Either gender season Increases harvest of  younger males, encourages harvest of  some females
Male only Reduces survival of  males, allows populations to respond to limiting factors other than hunting
Antler or horn restrictions Hunter numbers may decline, reduces survival of  targeted males, may increase illegal kill
Legal firearm or bow Maximizes opportunity
Primitive weapons Reduces opportunity and participation
Archery Lowest opportunity

Modified from Strickland et al. (1994).
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ulations to ICC and reduce harvest of  young bucks (some-
times through min. antler size regulations), thereby increas-
ing buck:doe ratios and increasing average age of  bucks. 
Quality deer management programs on private lands typi-
cally include various habitat enhancement practices designed 
to increase carrying capacity, and attract and hold deer on 
the managed property. Miller and Marchinton (1995) and 
Harper (undated) described guidelines and implementation 
of  QDM.
 From an agency perspective, it is important to place QDM 
in the appropriate context: eastern whitetail populations are 
generally considered overabundant, have been linked to 
numerous social and ecological problems (Decker 1987, de-
Calesta 1994), and exhibit extremely skewed gender ratios 
such that yearlings may account for ≥80% of  harvested bucks. 
Thus, whitetail managers do not consider QDM a form of  
trophy management (Harper undated), but rather a pro-
gram to restore balance among whitetail populations, avail-
able habitat, and SCC. In contrast to most mule deer man-
agers, Harper (undated) apparently defined mature bucks as 
2.5 years and sometimes 3.5 years old. However, regardless 
of  intent, there are likely hunters who confuse QDM for 
whitetails with simply producing greater opportunity to 
harvest large, mature (typically ≥4.5-yr-old) mule deer bucks. 
Consequently, there are frequent requests for regulations 
that reduce mule deer buck harvest in some way to increase 
the proportion of  mature bucks in the future. Implement-
ing some form of  minimum antler point restriction (APR), 
shortening seasons, or reducing hunter numbers, are among 
the most common suggestions.

Elk
In many ways, elk harvest management has come to parallel 
mule deer management in recent years. As elk populations 
generally increased through the 1970s to 1990s, managers 
shifted from relatively intensive harvest of  predominately 
males to more aggressive female-harvest strategies in at-
tempts to address agricultural depredations and balance elk 
populations with available habitat. However, at the same 
time, elk productivity in several areas was declining, possi-
bly in a density-dependent response to high population lev-
els. Concurrent reductions in hunter access or shifts in elk 
behavior contributed to difficulty in achieving female har-
vest. The combination of  these factors led to situations 
where many managers faced large standing crops of  un- 
productive elk. Decreased productivity and increased use of  
private land by elk in many areas have created significant 
management challenges. Current elk managers often imple-
ment harvest strategies designed to reduce harvest rates for 
bulls (particularly mature bulls) and optimize cow harvest 
spatially and temporally to reduce conflict with agricultural 
interests.
 Harvest management for bull elk differs from most other 
species because of  breeding chronology. Most elk breeding 

occurs before 1 October and, thus, before the traditional 
time for most harvest seasons. Conversely, most mule deer 
breeding occurs in mid-November, after harvest seasons. 
Therefore, equal postseason male:female ratios may provide 
for substantially different ratios during breeding seasons.

access restrictions for  
managing elk harvest
Much research effort has been directed to assessing effects 
of roads and motorized vehicle access on big game spe-
cies behavior and harvest rates, particularly for elk (see 
Rowland et al. 2005). The vast majority of  this literature has 
concluded elk avoid areas near roads open to motor vehicles 
and elk vulnerability to harvest increases with increases in 
road density (Rowland et al. 2005). A large array of  land-
scape variables affect the magnitude of  road effects on elk, 
but restricting motorized access is viewed as an effective 
management tool for reducing elk harvest rates and improv-
ing elk habitat.
 As with other regulations, managing motorized access 
is not without controversy. Average age of  hunters and use 
of  off-highway vehicles are both increasing, and many hunt-
ers have grown accustomed to, and demand, varying levels 
of  motorized access for at least part of  their hunting efforts. 
Conversely, hunters using other forms of  access (e.g., foot 
travel, livestock) may be bitterly opposed to excessive mo-
torized access.
 Most land is not under the management authority of  
wildlife agencies; therefore, access regulation is most often 
part of  a cooperative management approach with state and 
federal land management agencies. Access management may 
include seasonal road closures during hunting seasons, limi-
tations on the kind of  vehicles allowed, or limitations on 
use (e.g., game retrieval allowances). Managers need to work 
with the appropriate land management agency during their 
travel-management planning process to incorporate access 
restrictions that match harvest management objectives. In  
at least one case, a state wildlife agency has attempted to 
regulate motorized access under their authority to regulate 
method of  take. Thus, in several management units in Idaho, 
hunters may not use motorized vehicles to hunt (including 
travel to hunting areas) unless traveling on a road open to 
full-sized vehicles. This regulation is designed to reduce off-
road motorized access, thereby reducing harvest rates and 
improving hunt quality.

Bear
Black bear (and mountain lion [Puma concolor]) harvest 
management is often challenging because managers must 
generally rely on indirect indices of  population status. Har-
vest regulations are frequently designed to emphasize harvest 
of  males and reduce harvest of  females. Because of  relatively 
long maternal dependence, females with young are typically 
excluded from harvest. Use of  dogs or bait for hunting bears 



  john w.  connelly  et  al .

are controversial, but may promote selective harvest of  
males. Litvaitis and Kane (1994) found that hunters using 
dogs and bait harvested males at greater rates than still or 
stalk hunters, but the difference in selectivity among meth-
ods in east-central Idaho has been small or nonexistent in re-
cent years (Idaho Department of  Fish and Game 2008b). A 
common practice is adjusting season length based on rela-
tionship of  indices (e.g., gender and age composition of  
harvested animals) to established objectives. Because of  be-
havioral changes associated with denning chronology (emer-
gence timing, hunter access related to snowpack), harvest 
levels and (to some extent) gender ratios can be adjusted 
through season length and timing. In some cases, total or fe-
male harvest quotas are imposed to limit harvest. Harvest 
quotas can be effective tools, but considerable effort is re-
quired to implement and monitor effective quota systems.

Other Big game Species
Ungulate species such as mountain sheep (Ovis canadensis, 
O. dalli), mountain goat (Oreamnos americana), and to some 
extent, moose (Alces alces) and pronghorn antelope (Antilo-
capra americana) tend to occur in more fragmented habitats, 
have more restricted ranges, or be more vulnerable to har-
vest than deer and elk in North America. Smaller, fragmented 
populations are more likely to exhibit population variability 
(possibly including local extirpation), so more conservative 
harvest strategies are appropriate. For some species, this 
may become increasingly important in the face of  predicted 
climate change. Harvest for these species is typically regu-
lated by limiting hunter numbers through some form of  lot-
tery or by implementing a harvest quota (harvest seasons 
end when a specified number of  animals are killed).
 Many jurisdictions have applied horn-size minimums for 
mountain sheep harvest (e.g., three-quarter curl, full curl) 
to ensure adequate numbers of  mature rams are available 
for breeding, and promote the take of  trophy rams. The re-
cent trend, however, has been conversion to any-ram bag 
limits because harvest rates in most jurisdictions are very 
low and biologically insignificant, hunting opportunities are 
extremely rare, sublegal loss should be reduced, and there is 
an increasing belief  that agencies need not dictate attributes 
of  hunt quality (i.e., what constitutes a trophy). As demand 
for mountain sheep for translocation programs has declined 
in recent years, a few jurisdictions have implemented ewe 
harvest seasons when local populations exceeded objectives 
( Jorgenson et al. 1993).
 Mountain goat populations typically display low produc-
tivity due to late primiparity and low recruitment (Festa- 
Bianchet et al. 1994, Côté and Festa-Bianchet 2001). Moun-
tain goats are sexually dimorphic, but because differences 
are small and many hunters lack experience (hunting oppor-
tunities are very rare), either-gender bag limits prevail (but 
many jurisdictions provide educational materials and en-

courage harvest of  males). Therefore, harvest objectives for 
native mountain goat populations are generally very conser-
vative, usually <5% of  estimated adults.

Population Responses to Hunting
White-Tailed Deer
In contrast to many big game species, the challenge for 
whitetail managers is increasingly finding ways to increase 
harvest, particularly for females. Because of  heavily skewed 
gender ratios in many whitetail populations, minimum ant-
ler conformation regulations (points, spread) can be effective 
in increasing average age of  bucks (e.g., increase age at har-
vest for most bucks from 1.5 yr to 2.5 yr).
 Many whitetail populations occur in relative stable envi-
ronments; therefore, principles of  sustained yield manage-
ment based on density dependence can be applied with more 
certainty than in more variable systems. Perhaps the great-
est challenges for many whitetail managers derive from long 
traditions and staunchly held beliefs of  constituent groups. 
That existence of  a book titled Deer Wars (Frye 2006) attests 
to the impact of  these influences.

Mule Deer
For mule deer, minimum APRs are generally effective at re-
ducing buck mortality and increasing total buck:doe ratios, 
but have almost invariably failed to increase mature (≥4.5-yr-
old) buck:doe ratios or absolute number of  mature bucks 
compared to areas without APRs (Erickson et al. 2003). Fail-
ures of  minimum APR regulations have been attributed to 
unlawful or accidental take of  sublegal bucks and the shift 
of  hunting pressure to older-age-class bucks (Erickson et al. 
2003).
 Effects of  altering season length are somewhat equivo-
cal and are typically confounded by the concurrent change 
in season timing. In general, reducing the number of  days 
available to hunt has a negligible effect on total harvest and 
tends to increase complaints regarding high hunter density. 
A potential cause for the lack of  effect on harvest may be re-
lated to average hunter effort. For example, if  the average 
hunter spends 4 days hunting, season length would likely 
have to be reduced to <4 days to effectively reduce hunter 
effort.
 There are several effective means to reduce buck harvest 
and, thus, increase average buck age. Limiting hunter num-
bers is the most direct and effective means of  reducing har-
vest, but also the most costly in terms of  hunter opportu-
nity, flexibility, and tradition; and perhaps ultimately, in terms 
of  hunter recruitment and retention, and associated support 
of  hunting. Further, limiting hunter numbers in some man-
agement units will very likely displace hunters to adjacent 
units, negatively affecting hunt quality and populations in 
those areas. Managing hunter success through regulation 
of  season timing, weapon type, motorized access, or maxi-
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mum APRs may allow managers to maintain opportunity 
while reducing harvest.
 Some hunters and scientists have questioned whether 
high removal rates of  mature bucks or maintenance of  low 
buck:doe ratios may negatively influence genetic diversity 
or population productivity. Erickson et al. (2003) discussed 
effects on genetics and concluded potential for modification 
of  genetic diversity through selective harvest of  large males 
in free-ranging deer populations was very low. Extremely 
high harvest rates on males resulting in very low buck:doe 
ratios could reduce the diversity of  male genetic material 
passed to offspring, but the long-term effects on genetic di-
versity are unknown.
 Research to date has failed to demonstrate a biologically 
meaningful relationship between gender ratios and subse-
quent age ratios in mule deer (Erickson et al. 2003). Changes 
in mule deer buck:doe ratios were inconsequential to subse-
quent changes in fawn:doe ratios in Colorado (White et al. 
2001, Bishop et al. 2005, Bergman et al. 2009). Further, there 
does not appear to be a threshold below which postseason 
mule deer buck ratios (within ranges observed in ID and 
MT) can be linked to reduced fawn production or winter 
survival (M. Hurley, Idaho Department of  Fish and Game, 
unpublished data). Thus, altering harvest management to 
increase buck ratios for the explicit purpose of  increasing 
productivity is unwarranted (White et al. 2001).
 Effects of  female harvest depend on adult female natural 
mortality rates and fawn recruitment to breeding age. Nu-
merous recommendations and generalizations exist for al-
lowable adult female harvest rates. These proposed rates 
may serve as guidelines, but managers need to determine 
appropriate harvest rates based on population-specific demo-
graphic data and population monitoring.

Elk
Noyes et al. (2005) demonstrated changes in breeding chro-
nology, but not pregnancy rates, based on age of  breeding 
bull elk (in a semi–free-ranging population) and theorized 
that higher bull ratios (and, thus, greater average age of  
bulls) could lead to increased calf  survival and long-term fit-
ness. However, research on free-ranging elk populations has 
not discerned important relationships between bull:cow  
ratios and subsequent calf:cow ratios (White et al. 2001, 
Bender et al. 2002, Hamlin and Ross 2002). Although direct 
effects of  bull:cow ratios on calf  recruitment have not been 
documented, some scientists suggest there may be long-
term advantages to maintaining reasonable numbers of  ma-
ture bulls in exploited populations (Noyes et al. 2005).
 Several regulatory approaches have proven successful in 
increasing bull:cow ratios. Moving centerfire-weapon sea-
sons out of  the rut typically reduces bull harvest rates, par-
ticularly for mature bulls. Maximum APRs (i.e., spike-only) 
apparently contributed to increased bull ratios in northeast-

ern Oregon. Managers in Idaho were able to increase bull 
ratios by implementing a somewhat complex season system 
that was designed to attract hunters to hunt in seasons where 
they would be less successful for adult bulls because of  
weapons allowed, season timing, and bag limits (compared 
to centerfire-weapon, any-bull seasons; B. Compton, Idaho 
Department of  Fish and Game, unpublished data). Similar 
to responses observed for mule deer, minimum APRs are 
not effective in increasing mature bull survival (Matthews 
and Coggins 1993, Biederbeck et al. 2001).

effects of hunting on elk behavior
Elk responses to hunting pressure have been a topic of  high 
interest among hunters and managers. Archery and center-
fire-weapon seasons during the rut, long season structures 
extending from August through January (or later), and mo-
torized access have all received scrutiny. Human hunting ac-
tivities that increase elk energy expenditures are generally 
viewed negatively, but effects to productivity or survival  
are difficult to quantify. Elk may move long distances in re-
sponse to disturbance from hunters, but movements are ob-
viously quite variable and depend on many factors.
 Proffitt et al. (2009) found that changes in elk group size 
and movements during hunting season varied with habitat 
and gray wolf  (Canis lupus) activity. Conner et al. (2001) 
showed that elk moved to private land (refuges) in response 
to opening of  archery seasons, but the magnitude of  re-
sponse varied depending on topography and migration char-
acteristics. Ability to achieve antlerless harvest for elk pop-
ulations that cause conflict with agricultural interests has 
become problematic for many managers because elk have 
apparently become more prone to occupying areas that 
serve as refuges. Whether this behavior is learned, or results 
from swift response to environmental cues, is unknown. Re-
gardless of  the mechanism, Hamlin (2007) described move-
ment patterns of  elk (equipped with global positioning sys-
tem units) and indicated that some elk are apparently very 
adept at avoiding harvest via use of  refuge areas.

Bear
Trends in gender and age composition of  harvested bears 
provide useful tools for monitoring effects of  hunting on 
black bear populations. As harvest rates increase, average 
age of  males declines and the proportion of  females in the 
harvest increases. If  females comprise ≤35% of  harvested 
bears and average age of  males is ≥4, the population is likely 
stable (Beecham and Rohlman 1994). However, changes in 
these characteristics may lag population changes. The com-
bination of  this lag in response time and low reproductive 
rates means managers generally need to manage to prevent 
overharvest. Refuge areas, either designated or resulting from 
limited hunter access or effectiveness, may serve as repopu-
lation sources for more heavily hunted areas because young 
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males tend to travel long distances to find vacant habitat 
(Beecham and Rohlman 1994).

Other Big game Species
Harvest of  bighorn sheep rams in most jurisdictions tends 
to be quite conservative and ram:ewe ratios are maintained 
at relatively high levels. Until recently, manipulation of  pop-
ulations that were assumed to be near K took the form of  
capture for translocation to unoccupied habitats. Some big-
horn sheep populations appear to be essentially limited by 
large-scale die-offs caused by respiratory disease and subse-
quent reduced productivity. In some cases, populations that 
formerly served as important translocation sources declined 
significantly after die-offs and remain at very low levels (Idaho 
Department of  Fish and Game 2008c). Harvest can replace 
translocation removal, but because uncertainty exists about 
the role of  density dependence in die-offs, the benefits of  
sustained ewe harvest are questionable.
 Native mountain goat populations display little or no 
compensatory response to population reductions, making 
populations sensitive to female harvest (Kuck 1977, Côté  
et al. 2001). Conversely, some introduced populations have 
displayed higher productivity and compensatory responses 
to harvest (Swenson 1985). Harvest rates should be based 
on individual herd dynamics. In general harvest rates should 
be more conservative when periods between inventories in-
crease, populations are small (50–100), or harvest of  females 
is high (>25–30%).

Sustained Yield Management
As discussed previously, under assumptions of  the logistic 
model for population growth, maximum sustained yield 
(MSY) is achieved when populations are at approximately 
K/2. Nine principles of  sustained yield management have 
been identified (Box 33.10). Additionally, several theoretical 
models have been examined for maximizing yield over time, 
but most of  these models require very accurate estimates of  
population size and performance and are, thus, perhaps bet-
ter suited to smaller scale or very intensive management 
systems.
 Threshold harvesting is the practice of  harvesting only 
the number of  animals (by gender and age class) exceeding 
a predetermined level necessary for maintaining a specific 
population size. Sæther et al. (2001) demonstrated that mod-
eled threshold harvesting of  moose in Scandinavia could 
provide greater sustained yield over the long term than pro-
portional (removing a fixed proportion by gender and age 
class) or fixed harvesting. However, the predicted annual 
gain was modest and annual variation in permitted harvest 
was high, including years in which very little harvest would 
be permitted. From a practical standpoint, implementation 
of  a threshold harvest strategy in North America would 
likely be socially and politically unacceptable.

 For most North American big game populations, harvest 
strategies will be largely determined by accuracy of  popula-
tion data and population status relative to objectives. Where 
population size is well documented and managers can regu-
late hunter numbers, calculating harvest levels that will 
achieve objectives is a relatively straightforward process. 
Harvest will invariably fluctuate as a result of  uncontrolla-
ble factors such as weather conditions during the hunt and 
other environmental stochasticity, but this framework al-
lows for adjustment in future harvest levels that will contin-
uously move the population toward objectives.
 Care should be taken in developing harvest systems de-
signed to achieve MSY. Management for MSY has received 
criticism and, for some species, been blamed for overharvest 

Box 33.10. principleS involved in 
BeHavior of exploited populationS

 1.  Any exploitation of an animal population reduces 

its abundance.

 2.  Below a certain exploitation level, populations 

may be resilient and increase their survival and/or 

production rates and growth rates to compensate 

for the individuals removed.

 3.  When populations are regulated through density-

dependent processes, exploitation rates (up to 

some level) will tend to increase productivity and 

reduce natural mortality of the remaining individ-

uals.

 4.  Exploitation rates above the maximum sustained 

yield level will reach a point at which extinction 

will occur if exploitation is continued.

 5.  Age composition and the number of animals re-

maining after exploitation are key factors in the 

dynamics of exploited animal populations.

6.  If a population is stable in numbers, it must be 

reduced below that density to generate a harvest-

able surplus.

 7.  For each density to which a population is re-

duced, there is an appropriate sustained yield.

 8.  For each sustained yield, there are 2 density levels 

at which it can be harvested.

9.  The maximum sustained yield may be harvested 

at only one density, about one-half of resource-

based carrying capacity (McCullough 1979).

From Silliman and gutsell (1958) and Caughley (1976).
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(see Macnab 1985). In systems characterized by large vari-
ability in weather and habitat conditions, density-dependent 
population responses may be overshadowed by these sto-
chastic processes, thus reducing appropriate yield levels. 
Small overestimates of  population size or important demo-
graphic variables could lead to excessive harvest. When pos-
sible, harvest rates should be matched to current, empirical 
demographic characteristics of  each population. If  manag-
ers must resort to using average or published demographic 
data, initial management outcomes should be closely moni-
tored or modeled to determine whether population response 
is consistent with assumed variable values.

Future Directions
Managers charged with management of  big game harvest 
will face a number of  challenges in future years. For most 
wildlife agencies, there appears to be a widening gap be-
tween revenue and expenses related to monitoring big 
game populations. For example, hourly rates for helicopter 
surveys in Idaho increased 35–50% over the last 5 years, 
whereas fees to hunt deer and elk increased approximately 
10%. Further, availability of  appropriate survey platforms 
(i.e., “bubble-type” helicopters) and pilots experienced in 
wildlife surveys have declined in some regions. Therefore, 
managers will likely need to be innovative in applying alter-
nate population monitoring strategies and increase reliance 
on population modeling between survey efforts.
 An old deer manager once described a rather axiomatic re-
ality of  mule deer management: “Deer go up, deer go down, 
hunters complain.” As demographic characteristics of  hunt-
ers change (aging constituency), their motivations, expecta-
tions, and abilities also change. Public and hunter attitudes 
toward harvest management of  big game, particularly with 
regard to carnivores, “trophy” management, and fair-chase is-
sues, continue to change over time and generate considerable 
controversy. Shifts in landownership and management and 
loss of  habitat have reduced hunter access and created de 
facto refuges in many areas. Harvest managers will need to 
monitor these important sociological changes and adapt har-
vest management strategies accordingly (Carpenter 2000).

 Encroachment of  human development on habitats occu-
pied by large mammals (and vice versa) lead to increasing 
conflicts (damage and nuisance complaints), which may de-
grade public valuation and appreciation of  these species, po-
tentially reducing public support for management programs 
(Lutz et al. 2003). Thus, managers will need to be increas-
ingly cognizant of  implications of  these scenarios, and incor-
porate conflict management in goal- and objective-setting 
processes for large mammal populations (e.g., Decker et al. 
2005).

SUMMARY

Harvest management is constantly evolving, primarily be-
cause information on species biology is improving and the 
landscapes occupied by many wildlife species are continu-
ally changing. Additionally, public and hunter attitudes  
toward harvest management of  big game continue to 
change over time and often generate substantial contro-
versy. Anthropogenic effects on habitats occupied by large 
mammals can lead to increasing conflicts, which may re-
duce public appreciation of  these species and possibly  
reduce public support for management programs (Lutz  
et al. 2003). As interest of  nonhunters in wildlife popula-
tions and management increases, the importance of  man-
aging biologically defensible harvests also will increase. 
Gutiérrez (1994) argued that professionals are at a cross-
roads in game bird management and the direction taken 
will affect the future of  game bird hunting. This observa-
tion most likely applies to all hunted species. Monitoring 
populations and harvests will become more critical to 
managers attempting to implement appropriate harvest 
regulations. Further, changing landscapes will alter at least 
some, and perhaps many, wildlife populations. Approaches 
to harvest management for some of  these populations also 
will likely have to change. Managing the harvest will con-
tinue to be a difficult and sometimes frustrating effort for 
many wildlife professionals. Nevertheless, management 
decisions backed by sound science and rigorous data col-
lection will alleviate some of  these difficulties.
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INTRODUCTION

WILDLIFE MA NAGEMENT is often thought of  in terms of  protect-
ing, enhancing, and nurturing wildlife populations and the habitat 
needed for their well-being. However, many species at one time or an-

other require management actions to reduce conflicts with people, other wildlife 
species, or other resources. Examples include an airport manager modifying habi-
tats to reduce gull (family Laridae) activity near runways, a forester poisoning 
pocket gophers (family Geomyidae) to increase tree seedling survival in a reforesta-
tion project, or a biologist trapping an abundant predator or competing species to 
enhance survival of  an endangered species. These are just a few of  many examples 
(e.g., Fig. 34.1).
 Wildlife-damage management is an increasingly important part of  the wildlife 
profession because of  expanding human populations and intensified land-use prac-
tices. Wildlife damage in the United States approximates $22 billion (hereafter, all 
currency given in U.S. dollars) in losses annually (Conover 2002). Concurrent with 
this growing need to reduce wildlife–people conflicts, public attitudes, and environ-
mental regulations are restricting use of  some of  the traditional tools of  control 
such as toxicants and traps. Agencies and individuals carrying out control programs 
are being scrutinized more carefully to ensure that their actions are justified, envi-
ronmentally safe, humane, and in the public interest. Thus, wildlife-damage man-
agement activities must be based on sound economic, ecological, and sociological 
principles, and carried out as positive, necessary components of  overall wildlife 
management programs.
 Wildlife-damage management programs can be thought of  as having 4 parts:  
(1) problem definition, (2) ecology of  the problem species, (3) management methods 
application, and (4) evaluation of  management effort. Problem definition refers to 
determining the species and numbers of  animals causing the problem, the amount 
of  loss or nature of  the conflict, and other biological and social factors related to 
the problem. Ecology of  the problem species refers to understanding the life his-
tory of  the species, especially in relation to the conflict. Management methods  
application refers to taking the information gained from parts 1 and 2 to develop 
an appropriate management program to alleviate or reduce the conflict. Evalua-
tion of  management effort permits an assessment of  the reduction in damage in 
relation to costs and impact of  the management effort on target and nontarget pop-
ulations. Emphasis is often placed on integrated wildlife-damage management, 
whereby several damage management methods are used in combination and coor-

Identification and Management  
of  Wildlife Damage
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dinated with other management practices being used at that 
time.
 This chapter focuses on techniques related to parts 1 (prob-
lem definition) and 3 (management methods application). 
Each major section on groups of  wildlife species has 3 parts: 
(1) assessment of  damage, (2) identification of  damage by 
individual species, and (3) management techniques, which 
is an elaboration of  those listed under each of  the species.

LEGAL REQUIREMENTS FOR MANAGEMENT

Capturing or Killing Wildlife Species
Before action is taken to control or manage wildlife dam-
age, it is important to understand the laws regarding both 
target and nontarget wildlife species. The management of  
most wild mammals, reptiles, and amphibians in the United 
States and Canada is the responsibility of  the individual states 
and provinces. The capture, possession, or killing of  these 
vertebrates to control damage or nuisance situations is regu-
lated by state or provincial laws. The main exception for 
mammals, reptiles, and amphibians in the United States re-
gards endangered species that are regulated federally by the 
Endangered Species Act of  1973, as amended.
 Migratory birds, in contrast to other vertebrates, are 
managed in North America at the federal level under the 
Migratory Bird Treaty Act of  1918. The treaty has been 
amended several times to include formal agreements between 
the United States, Canada, Mexico, Japan, and Russia. Federal 
regulations in the United States and Canada require that a 
depredation permit be obtained from the U.S. Fish and 
Wildlife Service and Canadian Wildlife Service, respectively, 
before any person may capture, kill, possess, or transport 
most migratory birds to control depredations. No federal 
permit is required merely to frighten or herd depredating 
birds other than endangered or threatened species, and bald 
(Haliaeetus leucocephalus) or golden eagles (Aquila chrysaetos).

 Birds in the Families Phasianidae (e.g., grouse spp., ptar-
migan spp., wild turkey [Meleagris gallopavo]) and Odonto-
phoridae (quail spp.) are considered nonmigratory and are 
regulated at the state and provincial level. Furthermore, 
birds introduced to the United States, such as house spar-
rows (Passer domesticus), pigeons (Columba livia), European 
starlings (Sturnus vulgaris), and monk parakeets (Myiopsitta 
monachus), have no federal protection. Furthermore, a fed-
eral permit is not required in the United States to control 
yellow-headed (Xanthocephalus xanthocephalus), red-winged 
(Agelaius phoeniceus), tri-colored (A. tricolor), rusty (Euphagus 
carolinus), and Brewer’s blackbirds (E. cyanocephalus), or cow-
birds (Molothrus spp.), all grackles (Quiscalus spp.), crows 
(Corvus spp.), and magpies (Pica pica), when they are com-
mitting or about to commit depredations upon ornamental 
or shade trees, agricultural crops, livestock, or wildlife, or 
when they are concentrated in such numbers and manner as 
to constitute a health hazard. However, federal provisions 
do not circumvent any state laws or regulations, which may 
be more, but not less, restrictive.
 In summary, anyone contemplating the capture or killing 
of  a vertebrate species for damage management must first 
determine the state or provincial regulations for that spe-
cies. For most birds and all federally endangered species, 
federal regulations also must be followed.

Environmental Protection Agency  
Registration of Chemicals
The Federal Insecticide, Fungicide, and Rodenticide Act 
(FIFRA), as amended, requires all pesticides and other chemi-
cals used in controlling or repelling organisms in the United 
States to be approved and registered by the Environmental 
Protection Agency (EPA). The registration process is com-
plex and costly, not only for new products, but also for pre-
viously registered products being reviewed and reevaluated 
(Goldman 1988). Products federally registered under Section 

Fig. 34.1. Examples of wildlife damage: (A) browsing 
ornamental plantings, (B) threats to aviation and 
human health, (C) wildlife–vehicle collisions,  
(D) disease transmission to livestock, (E) power- 
pole damage, and (F) crop damage. (A) Photo by K. 
VerCauteren; (B) photo by U.S. Animal and Plant Health 
Inspection Service, Wisconsin; (D) photo by C. Wyckoff;  
(E) photo by S. Tupper; (F) photo by U.S. Animal and Plant 
Health Inspection Service, Wisconsin.
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3 of  FIFRA may not be available for use in all states, because 
many have their own registration requirements that might 
be more restrictive. Some products have Section 24C regis-
trations that are valid only for specific states that have local-
ized problems. Occasionally, products are available tempo-
rarily in specific localities for emergency use under Section 
18 provisions of  FIFRA. Finally, many of  the registered com-
pounds, such as vertebrate toxicants, are classified as Re-
stricted Use pesticides. These products can only be used by, 
or under the direct supervision of, a certified pesticide appli-
cator. Each state has its own certification requirements. Thus, 
anyone contemplating use of  chemicals in wildlife-damage 
management must determine the status of, and require-
ments for use of, those chemicals in their particular locality. 
Jacobs (1994) provided a comprehensive list of  registered 
chemicals for wildlife-damage management.

BIRD DAMAGE

Damage Assessment
Birds annually destroy many millions of  dollars’ worth of  
agricultural crops in North America. The greatest loss ap-
pears to be from blackbirds feeding on ripening corn (Zea 
mays); a survey in 1993 conservatively estimated a loss of  
285,000 metric tons worth $30 million in the United States 
(Wywialowski 1996). Blackbird damage to sunflowers (Heli-
anthus spp.) in the upper Great Plains states was estimated 
at $8 million in 1980 (Hothem et al. 1988). Damage by vari-
ous bird species, especially European starlings, to fruit crops 
such as cherries (Prunus spp.), grapes (Vitis spp.), and blue-
berries (Vaccinium spp.) can be severe in localized areas (Dol-
beer et al. 1994a, Pimentel et al. 2000). Fish-eating birds can 
cause major losses at fish-rearing facilities and affect sport 
fishing (Glahn and Brugger 1995, Shwiff  et al. 2008). Economic 
losses from bird strikes to aircraft are even more substan-

Fig. 34.2. Number of reported bird (N = 87,416) and 
terrestrial mammal (N = 1,912) strikes to civil 
aircraft, USA, 1990–2008. Additionally, 299 and 
100 strikes involving bats and reptiles, respectively, 
were reported, for a total of 89,727 strikes by all 
species of wildlife. From Dolbeer et al. (2009).

tial than losses to agriculture crops, with >$600 million an-
nually for U.S. civil aviation (Fig. 34.2; Dolbeer et al. 2009) 
and $100 million for military aircraft (Conover et al. 1995).
 Unlike most mammals, which are secretive when causing 
damage, birds are often highly visible and the damage is 
usually conspicuous. For these reasons, subjective estimates 
often overestimate losses as much as 10-fold (Weatherhead 
et al. 1982). Thus, objective estimates of  bird damage to 
agricultural crops are important to accurately define the 
magnitude of  the problem and to plan appropriate, cost- 
effective control actions (Dolbeer 1981).
 To estimate losses to birds in agricultural crops, one 
must devise a sampling scheme to select the fields to be ex-
amined, and then determine the plants or areas to be mea-
sured in the selected fields (Stickley et al. 1979). For exam-
ple, to objectively estimate the amount of  blackbird damage 
in a ripening corn or sunflower field, the estimator should 
examine ≥10 locations randomly spaced in the field. If  a 
field has 100 rows and is 300 m long, the estimator might 
walk staggered distances of  30 m along 10 randomly se-
lected rows (e.g., 0–30 m in row 9, 31–60 m in row 20, etc.). 
In each 30-m length, the estimator should randomly select 
10 plants and estimate the damage on each plant’s ear or 
head. Bird damage to corn can be estimated by measuring 
the length of  damage on the ear (De Grazio et al. 1969) or 
by visually estimating the percent loss of  kernels (Woro-
necki et al. 1980) and converting to yield loss per hectare. 
Fruit loss can be estimated by counting the numbers of  un-
damaged, pecked, and removed fruits per sampled branch 
(Tobin and Dolbeer 1987). Sprouting rice (Oryza sativa) re-
moved by birds can be estimated by comparing plant den-
sity in exposed plots to that in adjacent plots with wire bird 
exclosures (Otis et al. 1983). The seeded surface area of  sun-
flower heads destroyed by birds can be estimated with the 
aid of  a plastic template (Fig. 34.3; Dolbeer 1975).
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 Losses of  agricultural crops to birds can be estimated 
indirectly through avian bioenergetics. By estimating the num-
ber of  birds of  the depredating species feeding in an area, 
the percentage of  the agricultural crop in the birds’ diet, the 
caloric value of  the crop, and the daily caloric requirements 
of  the birds, one can project the total biomass of  crop re-
moved by birds on a daily or seasonal basis (Weatherhead  
et al. 1982, White et al. 1985, Peer et al. 2003).

Species Damage Identification
Most bird damage occurs during daylight hours, and the 
best way to identify the species causing damage is by obser-
vation. However, the presence of  a bird species in a location 
receiving damage does not automatically prove the species 
guilty. As one example, large, conspicuous flocks of  com-
mon grackles (Q. quiscula) in sprouting winter wheat (Triti-
cum aestivum) fields were found, after careful observation 
and examination of  stomach contents, to be eating corn res-
idue from the previous crop. Smaller numbers of  starlings 
were removing the germinating wheat seeds (Dolbeer et al. 
1979). As another example, detailed research showed that 
great blue herons (Ardea herodias) at catfish farms primarily 
fed on diseased, dying fish (Glahn et al. 2002). Below, the 
characteristics of  damage for various groups of  birds are 
described.

Gulls
Several gull species have adapted to existing in proximity to 
people, taking advantage of  landfills and open trash contain-
ers for food. For example, a survey in 1994 revealed ≥15,000 
nesting ring-billed (Larus delawarensis) and herring gulls (L. 
argentatus) in >30 colonies on roofs in U.S. cities on the 
Great Lakes (Dwyer et al. 1996). Besides causing structural 
damage to roofs, gulls increasingly cause problems in urban 
areas by begging for food, defacing property, and contami-
nating municipal water supplies (Belant 1997). Gulls are a 
serious threat to flight safety at airports (Fig. 34.4), repre-

senting 25% of  the bird strikes with civil aircraft causing 
damage, 1990–2008 (Dolbeer et al. 2009). In rural areas, gulls 
sometimes feed on fruit crops and farm-reared fish and duck-
lings, and compete with threatened bird species for nest 
sites. Control techniques include habitat manipulation, 
screening and wire grids, mechanical and chemical frighten-
ing agents, toxicants, shooting, and nest destruction.

Blackbirds and European Starlings
The term “blackbird” loosely refers to a group of  about 10 
species of  North American birds, the most common of  which 
are the red-winged blackbird, common grackle, and brown-
headed cowbird (M. ater). The European starling, a species 
introduced to North America in the late 1800s, superficially 
resembles native blackbirds and often associates with them. 
Together, blackbirds and European starlings constitute the 
most abundant group of  birds in North America, compris-
ing a combined population of  >1 billion (Dolbeer 1990).
 Blackbird damage to ripening corn, sunflowers, and rice 
can be serious (Dolbeer 1999, Blackwell et al. 2003). Much 
of  this damage is done in late summer during the milk or 
dough stage of  seed development. The seed contents of  corn 
are removed, leaving the pericarp or outer coat on the cob. 
Blackbird damage to sprouting rice in the spring can be seri-
ous in localized areas.
 Starling depredations on grain and fruit crops and im-
pact on livestock health cost American agriculture an esti-
mated $800 million annually (Pimentel et al. 2000). Starlings 
foraging at feedlots in winter can cause substantial losses 

Fig. 34.3. A template used for evaluating bird damage to sunflowers. 
Photo by U.S. Animal and Plant Health Inspection Service, Wisconsin.

Fig. 34.4. A Cessna 500 Citation crashed in a woodlot shortly after 
take-off from Wiley Post Airport, Oklahoma City, Oklahoma on  
4 March 2008. Analysis of organic remains recovered from the 
aircraft by a U.S. Department of Agriculture biologist under the 
direction of the National Transportation Safety Board indicated 
the aircraft had struck at least one American white pelican 
(Pelecanus erythrorhynchos) during the initial climb (Dove et al. 
2009). All 5 people on board were killed. Photo by U.S. Department 
of Agriculture.



  kurt c.  vercauteren et  al .

(Glahn et al. 1983, Linz et al. 2007a) and disease concerns 
(LeJeune et al. 2008). Although contamination of  livestock 
feed by starling feces is often a concern of  farmers, a study 
indicated that this contamination did not interfere with food 
consumption or weight gain of  cattle and pigs (Glahn and 
Stone 1984). Starlings can seriously damage fruit crops such 
as cherries and grapes (Dolbeer et al. 1994a).
 Perhaps the greatest problem caused by blackbirds and 
starlings is their propensity to gather in large, nocturnal roost-
ing congregations, especially in winter (Dolbeer et al. 1997). 
The noise, fecal accumulation, and general nuisance caused 
by millions of  birds roosting together near human habita-
tions can be significant (White et al. 1985). Roosting birds 
near airports can create a safety hazard for aircraft; and roost 
sites, if  used for several years, can become focal points for 
the fungus that causes histoplasmosis, a respiratory disease 
in humans (Tosh et al. 1970). Control techniques include 
habitat manipulation, cultural practices (e.g., resistant crop 
varieties), proofing and screening, lasers, mechanical and 
chemical frightening agents, repellents, toxicants, trapping, 
and shooting.

Pigeons and House Sparrows
Pigeons and house sparrows are urban and farmyard birds 
whose droppings deface and deteriorate buildings. Around 
storage facilities, they consume and contaminate grain.  
Pigeons and sparrows may carry and spread various diseases 
to people, primarily through their droppings (Weber 1979). 
As occurs with congregations of  blackbirds and starlings, 
droppings that are allowed to accumulate over several years 
may harbor spores of  the fungus that causes histoplas-
mosis. Sparrows build bulky grass nests in buildings, drain 
spouts, and other sites, where they can cause fire hazards or 
other problems. Flocks of  pigeons at airports pose a hazard 
to departing and arriving aircraft (Dolbeer and Wright 2009). 
Control techniques include screening and proofing, over-
head wires, trapping, toxic and stupefying (alpha-chloralose) 
baits, shooting, and chemical reproductive inhibitors (pigeons).

Crows, Ravens, and Magpies
Crows, ravens (C. corax), and magpies are well-known pred-
ators of  eggs and nestlings in other birds’ nests. In certain 
situations, these species kill newborn lambs or other livestock 
by pecking their eyes (Larsen and Dietrich 1970). Magpies 
sometimes peck scabs on freshly branded cattle.
 Crows occasionally damage agricultural crops such as 
sprouting and ripening corn, apples (Malus spp.), and pecans 
(Carya illinoinensis). Most of  this loss is localized and minor. 
Crow damage to apples can be distinguished from damage 
by smaller birds by the deep (up to 5 cm), triangular peck 
holes (Tobin et al. 1989). Tree-roosting congregations of  crows 
in urban areas cause nuisance problems because of  noise 
and feces (Gorenzel et al. 2002). Control techniques include 

mechanical frightening devices, distress calls, lasers, shoot-
ing, trapping, chemical frightening agents, and toxicants.

Herons, Egrets, and Cormorants
These species sometimes concentrate at fish-rearing facili-
ties and cause substantial losses (Dorr and Taylor 2003). 
Salmon (Salmo spp.) smolts released in rivers in the north-
eastern United States have suffered heavy depredation by 
double-crested cormorants (Phalacrocorax auritus). This spe-
cies also has caused serious losses at commercial fishponds 
in the southern United States (Glahn and Brugger 1995). 
Nighttime observations are sometimes necessary to deter-
mine the depredating species, because some of  these species 
will feed at night. Control techniques include habitat modi-
fication, screening, overhead wires, frightening devices, and 
shooting.

Raptors
The raptors most often implicated in predation problems 
with livestock (primarily poultry and game-farm fowl) are 
red-tailed hawks (Buteo jamaicensis), great-horned owls (Bubo 
virginianus), and goshawks (Accipiter gentilis; Hygnstrom and 
Craven 1994). Unlike mammalian predators, raptors usually 
kill only 1 bird/day. Raptor kills usually have bloody punc-
ture wounds in the back and breast. Owls often remove the 
head. Raptors generally pluck birds, leaving piles of  feath-
ers. Plucked feathers that have small amounts of  tissue 
clinging to their bases were pulled from a cold bird that 
probably died from other causes, and was simply scavenged 
by the raptor. If  the base of  a plucked feather is smooth and 
clean, the bird was plucked soon after dying. Raptors have 
large territories and are not numerous in any one area; 
therefore, the removal of  1 or 2 individuals will generally 
solve a problem.
 Golden eagles occasionally kill livestock, primarily lambs 
(sheep) and kids (goats) on range. This predation can be  
locally severe in sheep-producing areas from New Mexico 
through Montana (Phillips and Blom 1988). Close examina-
tion is needed to identify an eagle kill. Eagles have 3 front 
toes opposing the hind toe, or hallux, on each foot. The 
front talons normally leave punctures about 2.5–5.0 cm 
apart in a straight line or small “V,” and the wound from 
the hallux will be 10–15 cm from the middle toe. In con-
trast, mammalian predators usually leave 4 punctures or 
bruises from the canine teeth. Talon punctures are usually 
deeper than tooth punctures, and there is seldom any crush-
ing of  tissue between the talon punctures. If  a puncture 
cannot be seen from the outside, one can skin the carcass to 
determine the pattern of  talon or tooth marks. Often a 
young lamb is killed with a single puncture from the hallux 
in the top of  the skull and punctures from the 3 opposing 
talons in the base of  the skull or top of  the neck (O’Gara 
1978b, 1994).
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 Raptors, especially red-tailed hawks and kestrels (Falco 
sparverius), are frequently attracted to grassland areas at air-
ports to hunt for rodents and large insects (Fig. 34.5; McIl-
veen et al. 1993, Garland et al. 2009). These birds can cause 
serious damage to aircraft when ingested into engines (Dol-
beer and Wright 2009). Control techniques include proof-
ing and screening, habitat modifications, modified herding 
techniques, frightening devices, trapping and translocation, 
and shooting.

Vultures
Population increases of  turkey (Cathartes aura) and black 
(Coragyps atratus) vultures in North America since the 1970s 
have resulted in various conflicts with humans. Both species 
can cause nuisance problems when roosting on structures 
or in trees in urban areas (Avery et al. 2006). Because of  
their size (1.8–2.3 kg), vultures soaring near airports pose a 
threat to aircraft (Dolbeer and Wright 2009). Black vultures 
will prey on newborn livestock (Milleson et al. 2006).

Woodpeckers
Woodpeckers (family Picidae) at times cause damage to 
buildings with wood siding, especially cedar (Cedrus spp.) and 
redwood (Sequoia sempervirens; Fig. 34.6 [Evans et al. 1983, 
Belant et al. 1997]). The birds peck holes to locate insects, 
store acorns, or establish nest sites. They also damage utility 
poles (Tupper 2009). Sapsuckers (Sphyrapicus spp.) attack trees 
to feed on the sap, bark tissues, and insects attracted to the 
sap. This feeding can sometimes kill the tree or degrade the 
quality of  wood for commercial purposes (Ostry and Nich-
olls 1976). Woodpeckers occasionally annoy homeowners 
by knocking on metal rain gutters and stovepipes to proclaim 

their territories. Control techniques include exclusion, sticky 
repellents, live traps, snap traps, shooting, and frightening 
devices.

Ducks, Geese, and Sandhill Cranes
Damage by ducks (family Anatidae) and cranes (Grus canaden-
sis) to swathed or maturing small-grain crops during the au-
tumn harvest is a serious, localized problem in the northern 
Great Plains region (Knittle and Porter 1988). Damage oc-
curs from direct consumption of  grain and from trampling, 
which dislodges kernels from heads.
 Canada (Branta canadensis) and snow geese (Chen caerule-
scens) grazing on winter wheat and rye (Secale cereale) crops 

Fig. 34.5. Red-tailed hawk utilizing grasslands between runways 
for capturing prey and, thus, creating potential for airstrikes. Photo 
by U.S. Animal and Plant Health Inspection Service, Minnesota.

Fig. 34.6. Two acorn woodpeckers (Melanerpes 
formicivorus), shown feeding from acorn granaries. 
Buildings, fence posts, and utility poles have all 
been shown to provide ideal substrate for acorn 
woodpecker granaries. In places where human 
structures have encroached on woodpecker 
habitat, woodpeckers have found that human 
structures can provide excellent storage facilities 
for acorns. Photo by S. Tupper.
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can reduce subsequent grain and vegetative yields (Kahl and 
Samson 1984, Conover 1988). Canada geese also can be a se-
rious problem to sprouting soybeans (Glycine max) in spring 
and in fields of  standing corn in autumn. Canada geese have 
adapted to suburban environments in the past 30 years, cre-
ating nuisance problems around parks and golf  courses 
through grazing and defecation (Smith et al. 1999). Canada 
geese are the most serious bird threat to aircraft in North 
America (Dolbeer and Wright 2009, Dolbeer et al. 2009). Con-
trol techniques include mechanical frightening devices, lure 
crops, hunting, trapping and transplanting, overhead wires, 
capture with drug (alpha-chloralose), nest destruction, and 
chemical reproductive inhibitors (Canada geese).

Management Techniques
Modifications of Habitat and Cultural Practices
Habitat and cultural modifications can be implemented in 
many situations to make roosting, loafing, or feeding sites 
less attractive to birds. Although the initial investment of  
time and money may be high, these modifications often 
provide long-lasting relief. Thinning or pruning vegetation 
can cause roosting birds such as blackbirds and starlings to 
move, often increasing the commercial or aesthetic value  
of  the trees or marsh at the same time (Micacchion and 
Townsend 1983, Leitch et al. 1997). Gull activity at airports 
can be reduced by eliminating standing water and prohibit-
ing landfills in close proximity. The U.S. Federal Aviation 
Administration’s policy is that solid-waste disposal sites should 
not be located within 3 km of  any runway used by turbine-
powered aircraft (Cleary and Dolbeer 2005).
 The use of  lure or conservation crops, where water-
fowl or blackbirds are encouraged to feed, is sometimes cost-
effective in reducing damage to nearby commercial fields of  
grain and sunflowers where bird-frightening programs 
are in place (Cummings et al. 1987, Linz et al. 2007b). Bird-
resistant cultivars of  corn, sunflower, and sorghum (Sor-
ghum spp.) have shown effectiveness in reducing damage. 
For example, varieties of  sweet and field corn with ears hav-
ing long, thick husks difficult for blackbirds to penetrate sus-
tain less damage than do varieties with ears having short, 
thin husks (Dolbeer et al. 1988a, 1995). Certain varieties of  
cherries are more vulnerable to bird damage than other va-
rieties (Tobin et al. 1991). Use of  endophytic fescue (Festuca 
spp.) turf  grass may reduce grazing by geese (Washburn et al. 
2007). Planting crops so that they do not mature unusually 
early or late also can reduce damage by blackbirds (Bridge-
land and Caslick 1983). Control of insects in cornfields can 
make those fields less attractive to blackbirds and reduce 
subsequent damage to the corn crop (Dolbeer 1990).

Proofing and Screening
Plastic netting is cost-effective in excluding birds from indi-
vidual fruit trees or high-value crops such as blueberries or 
grapes (Fuller-Perrine and Tobin 1993). Netting or wire screen-

ing can be used to exclude birds from rafter areas of  air- 
port hangars, undersides of  bridges, fish hatcheries, and vent 
openings of  buildings. Ledges on buildings designed or ret-
rofitted at a 45° angle will prevent bird perching or nesting. 
Electrically charged wires or arrays of  wire or plastic spikes 
installed on ledges and other sites can prevent birds from 
perching.
 Parallel strands of  monofilament lines or wires strung at 
2.5–12-m intervals over ponds, landfills, and other structures 
can reduce gull activity (Blokpoel and Tessier 1984, Belant 
and Ickes 1996). Monofilament lines at 30–60-cm intervals 
repelled house sparrows from feeding sites (Agüero et al. 
1991). Gulls and house sparrows are reluctant to fly through 
these strands even though the spacing is larger than their 
wingspans. Overhead lines also have excluded birds from 
fish hatcheries. Recommended spacing between wires is 
60 cm for mergansers (Mergus spp.) and 30 cm for great blue 
herons (Salmon and Conte 1981). Heavy plastic (polyvinyl 
chloride [PVC]) strips hung from open doorways will help 
exclude starlings and other birds from buildings ( Johnson 
and Glahn 1994).

Frightening Devices
Many sonic and visual devices are marketed, or home-
made, to frighten birds. Birds usually habituate to such de-
vices, no matter how effective they may be initially. Thus, 2 
important rules are (1) never rely solely on one type of  de-
vice for frightening, and (2) vary the use of  devices by alter-
ing the timing and location of  their use. The use of  selected 
lethal control with shotguns can enhance the efficacy of  
frightening devices (Baxter and Allan 2008). Frightening de-
vices are only as effective as the person deploying them.
 Probably the most widely used frightening device is the 
propane cannon, which produces a loud explosion at timed 
intervals (Fig. 34.7; Washburn et al. 2006). Several models 
are marketed, including ones with automatic timers, remote 
activation, and rotating barrels. To be effective in frighten-
ing birds from crops, at least one cannon should be used for 
each 2 ha and the cannons should be moved every few days. 
An occasional shotgun patrol to reinforce the exploders is 
important (Dolbeer 1980), using either live ammunition or 
shell crackers. Shell crackers, fired from a 12-gauge shot-
gun, shoot a projectile that explodes 50–75 m away. Other 
pyrotechnic devices for frightening birds include rockets 
and whistle bombs (Cleary and Dolbeer 2005).
 Recorded alarm and distress calls of  birds broadcast 
over a speaker system sometimes work well to frighten birds 
(Bomford and O’Brien 1990). Some airports have speakers 
mounted on vehicles, from which personnel can broadcast 
these amplified calls for bird species frequently encountered 
during runway patrols. Shooting at birds with a shotgun is 
often used to reinforce the distress calls. These calls are 
commercially available for many bird species (Schmidt and 
Johnson 1983).
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Ultrasonic devices emitting sounds with frequencies above 
the level of  human hearing (20,000 Hz) are marketed for 
bird control in and around buildings. However, objective 
field tests have not demonstrated effectiveness of  ultrasonic 
devices in repelling birds (Woronecki 1988). Most birds de-
tect sounds in about the same range of  frequencies as do 
humans.
 Flags, helium-filled balloons with and without eyespots, 
and hawk-kites suspended from balloons or bamboo poles 
have been used with some success to repel birds from vari-
ous sites (e.g., Conover 1984, Seamans 2002). Mylar flags, 
15 cm × 1.5 m in size, are used to keep geese from agricul-
tural crops and gulls from loafing sites (Heinrich and Craven 
1990, Belant and Ickes 1997); 10 flags/4 ha are recommended. 
Reflecting tape made of  Mylar, strung in parallel lines at 
3–7-m intervals, reduced blackbird numbers in agricultural 
fields (Dolbeer et al. 1986). Dead vulture (Cathartes aura, 
Coragyps atratus) and crow effigies suspended from struc-
tures or trees have caused abandonment of  vulture and crow 
roosts (Seamans 2004, Avery et al. 2008b). Inflatable human 
effigies have been used to disperse cormorants from aqua-
culture facilities (Stickley et al. 1995). Lasers have been ef-
fective in dispersing Canada geese, cormorants, crows, and 
other species from nighttime roosting sites (Blackwell et al. 
2002, Gorenzel et al. 2002). Trained dogs and birds of prey 
(falconry) are sometimes used at airports, landfills, and 
other sites to disperse various bird species (Cleary and Dol-
beer 2005).
 Blackbird roosts containing up to several million birds 
can be moved by use of  a combination of  devices, particu-
larly recorded distress calls, shell crackers, rockets, and pro-
pane cannons (Mott 1980). Strobe lights placed in the roost 
also are helpful. The operation should begin before sunset, 
when the first birds arrive, and end at dark. People with shot-
guns and shell crackers should be stationed on the perime-

ter of  the roost to intercept flight lines as they enter the 
roost. Three to five nights of  harassment may be required 
to achieve complete dispersal. If  not done as a part of  the 
dispersal program, the habitat of  the roost should be altered 
(e.g., tree thinning) after dispersal is achieved to discourage 
the roost from reforming. Compressed air has been used to 
disperse starling roosts in urban areas where loud, explosive 
noises were unacceptable (White et al. 2005).

Repellents
Birds have a poor sense of  smell and taste in general, and re-
pellents based on these senses are usually not effective (Rog-
ers 1974, Belant et al. 1998b). For example, naphthalene crys-
tals, although registered as an odor repellent for starlings, 
pigeons, and house sparrows in indoor roosts, have not 
been effective in field trials (Dolbeer et al. 1988b). Taste re-
pellents used as seed treatments to prevent consumption of  
germinating seeds also are of  questionable value (Heister-
berg 1983).
 In contrast, chemicals that produce illness or adverse phys-
iological response upon ingestion (i.e., conditioned aver-
sion) appear to work well as bird repellents (Rogers 1974). 
Methiocarb, a carbamate insecticide, is a condition-aversive 
repellent that has been used as a seed treatment for corn 
(applied as a powder to the seed at planting) and as a spray 
treatment for ripening cherries and blueberries (Dolbeer  
et al. 1994a). Another condition-aversive repellent, anthra-
quinone, has shown effectiveness in repelling geese from 
feeding on turf  (Dolbeer et al. 1998, Blackwell et al. 1999). 
Formulations containing methyl anthranilate, a chemical 
that irritates the trigeminal nerve in birds, has had some 
success as a repellent (Belant et al. 1995).

Traps
European starlings and certain blackbird species often can 
be captured in decoy traps. A decoy trap is a large (e.g., 6 × 
6 × 1.8-m) poultry-wire or net enclosure containing 5–20 de-
coy birds, food, water, and perches. Birds enter the trap by 
folding their wings and dropping through an opening (0.6 × 
1.2 m) in the cage top covered with 5-cm × 10-cm welded 
wire to reach the food (cracked corn, millet) below. Decoy 
traps have been used to reduce local populations of  starlings 
near cherry orchards (Bogatich 1967), to remove cowbirds 
from the nesting area of  the endangered Kirtland’s warbler 
(Dendroica kirtlandii; Kelly and DeCapita 1982), and to cap-
ture blackbirds for banding and research purposes. Pigeons 
and house sparrows can be captured in various walk-in or 
funnel traps (Corrigan 1989). Mist nets can be used to re-
move house sparrows around barns and small farm plots 
(Plesser et al. 1983).
 Various trapping techniques are used to capture raptors, 
including bal-chatri traps, harnessed pigeons, Swedish gos-
hawk traps, bow nets, and padded leg-hold traps (Bloom 
1987). Raptors often become wary to one trapping technique, 

Fig. 34.7. Propane cannons used to alleviate damage caused by a 
variety of wildlife species. Photo by U.S. Animal and Plant Health 
Inspection Service, Wisconsin.
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requiring the use of  2 or 3 different techniques before suc-
cessfully capturing some birds. Golden eagles preying on 
livestock can be captured for translocation with a net gun 
fired from a helicopter (O’Gara and Getz 1986).

Shooting
Shooting can be effective in reducing local populations of  
depredating or hazardous birds (Dolbeer et al. 1993). For ex-
ample, a skilled shooter with an air rifle (pellet gun) can effi-
ciently remove pigeons roosting and nesting inside build-
ings. For large populations of  flocking birds, shooting may 
have little impact on the overall population (Dolbeer 1998), 
but can enhance efforts to repel birds from areas needing 
protection (Dolbeer et al. 2003, Baxter and Allan 2008, Tay-
lor and Strickland 2008). This concept has been promoted in 
Wisconsin through a hunter referral program in which 
farmers allow goose hunters to shoot in agricultural fields 
experiencing chronic damage (Heinrich and Craven 1987).

Reproductive Control
Development of  effective methods for reducing populations 
of  overabundant nuisance bird species using contraception 
has been difficult to implement because of  the lack of  a safe, 
approved avian contraceptive. Since 2005, however, nicar-
bazin has received regulatory approval in the United States 
for use as a bait-delivered means to decrease hatchability of  
resident Canada goose and feral pigeon eggs (Bynum et al. 
2007, Avery et al. 2008a). As with toxicants (discussed be-
low), the challenge is delivering the proper dosage of  bait to 
the target population. Egg oiling is another technique to in-
hibit hatching in Canada geese and gull populations (Cum-
mings et al. 1997, Blackwell et al. 2000).

Toxicants and Capture Agents
The use of  toxic baits to kill pest birds without harming 
nontarget organisms requires patience and a thorough un-
derstanding of  the habits and food preferences of  the target 
species. Prebaiting for several days with untreated bait is 
critical to enhance bait acceptance, to assess the amount of  
toxic bait to be used, and to assess possible nontarget haz-
ards. Other nearby sources of  preferred food should be re-
stricted as much as possible during the prebait period. Strict 
control must be maintained over the toxic bait. Dead birds 
should be collected at least daily and buried in an approved 
location.
 DRC-1339 is an EPA-registered toxicant incorporated 
into poultry pellets and marketed as Starlicide Complete® 
(Earth City Resources, Bridgeton, MO) for killing star-
lings at feedlots and poultry yards. DRC-1339, incorporated 
into bread baits, also is registered for killing certain gull spe-
cies that compete with threatened bird species for nest  
sites (Seamans and Belant 1999). DRC-1339 affects the renal 
and circulatory systems, killing the bird 24–72 hours after 
ingestion.

 Avitrol® is an EPA-registered frightening agent. The 
active ingredient, 4-aminopyridine, when ingested in small 
doses, causes the affected bird to emit distress calls while fly-
ing in erratic circles. The affected bird usually dies within 
0.5 hours, but its initial behavior can act to frighten other 
birds away. Avitrol is registered for use on pigeons, gulls, 
house sparrows, starlings, and blackbirds around structures 
and nesting and roosting sites; for European starlings in 
feedlots; for gulls at airports; and for blackbirds in corn and 
sunflower fields. Avitrol-treated bait is usually diluted 1:10 
or 1:99 with untreated bait so that only a portion of  the 
birds feeding is affected (Woronecki et al. 1979).
 Alpha-chloralose is a drug that can be mixed with corn 
or bread baits to immobilize and capture nuisance water-
fowl, coots (Fulica spp.), and pigeons. Birds typically become 
immobilized 30 minutes after ingesting bait and fully recover 
4–24 hours later (Woronecki et al. 1992). Alpha-chloralose is 
restricted by the U.S. Food and Drug Administration for use 
by biologists of  Wildlife Services, U.S. Department of  Agri-
culture (Belant et al. 1999). 

UNGULATES

Damage Assessment
In North America, ungulates associated with damage to re-
sources are typically members of  the deer (Cervidae) and 
swine (Suidae) families. They include native species such as 
white-tailed deer (Odocoileus virginianus), mule deer (O. hemio-
nus), and Rocky Mountain elk (Cervus canadensis nelsoni), as 
well as introduced species like fallow deer (Dama dama), red 
deer (C. e. barbarus), feral swine (Sus scrofa), and feral goats 
(Capra hircus). Populations of  some species of  ungulates, 
primarily white-tailed deer (Côté et al. 2004), elk (Bradford 
and Hobbs 2008), and feral swine (Gipson et al. 1998, Ditch-
koff  and West 2007), have been increasing steadily in recent 
decades. Overabundant populations of  ungulates com-
monly cause a variety of  types of  damage at local, regional, 
and landscape scales. Ungulates damage plants in natural, 
agricultural, forestry, and urban settings, resulting in losses 
in billions of  dollars each year (Fig. 34.8; Conover 2002). 
Ungulates also can transmit diseases to livestock and hu-
mans and threaten human safety when involved in collisions 
with vehicles—including airplanes. Repair costs associated 
with deer–vehicle collisions exceed $1.6 billion annually 
(Conover 2002).
 Cervids feed on various agricultural crops, especially soy-
beans, corn (see Fig. 34.8B), and alfalfa (Medicago spp.). Yield 
reductions in soybean fields are most severe when feeding 
occurs during the first week of  sprouting (deCalesta and 
Schwendeman 1978), and corn yield is affected most when 
feeding occurs during the silking–tasseling stage (Hygn-
strom et al. 1991). When food-stressed, cervids also may 
feed on and contaminate stored crops, imposing risk for dis-
ease transmission to livestock (VerCauteren et al. 2003b). 
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Furthermore, increasing ungulate densities around stored 
feed increases the potential for disease transmission within 
and among species.
 Cervids damage fruit and ornamental trees, as well as 
trees planted for timber production, by browsing (see Fig. 
34.8A) and antler-rubbing (see Fig. 34.8D; Maas-Hebner et al. 
2005). Browsing buds of  fruit trees during the first year fol-
lowing planting has the greatest effect on fruit production; 
thus, this is the most important time to exclude deer (i.e., 
Mower et al. 1997). Similar browsing on nursery plants and 
in Christmas-tree plantations can diminish market values 
(Scott and Townsend 1985). Browsing of  hardwood saplings 
and young Douglas-fir (Pseudotsuga menziesii) trees in regen-
erating forests can result in long-term effects (i.e., Horsley 
et al. 2003), including reduced growth rates, misshapen trees, 
and even plantation failures. Antler-rubbing, to remove vel-
vet and hone sparring skills for the mating season (rut), can 
damage or kill trees. On larger spatial scales, overabundant 
populations of  cervids can have deleterious effects on entire 
biotic communities (deCalesta 1994, Waller and Alverson 
1997, Wisdom et al. 2006).
 Feral swine include escaped domestic swine that have re-
verted to living in the wild and exotic wild boar that were 
introduced, as well as hybrids of  the two (Mungall 2000). 
Annual costs associated with feral swine damage alone were 
estimated at $1.5 billion (Pimentel et al. 2005). Unlike other 
ungulates that are strictly herbivorous, feral swine are om-
nivorous. Feral swine consume mast and seedlings, thereby 
affecting forest regeneration. Rooting by feral swine accel-

erates erosion and facilitates the spread of  exotic plant spe-
cies that thrive in disturbed environments (Seward et al. 
2004). Biological, physical, and chemical properties of  soil 
also can be altered through rooting and defecation (Moody 
and Jones 2000). Besides being destructive to vegetation, fe-
ral swine can be predatory and pursue wildlife (Roythe 
1995, Seward et al. 2004) and domestic animals (Choquenot 
et al. 1997). Feral swine are effectual reservoirs of  an array 
of  diseases (i.e., Williams and Barker 2001, Meng et al. 2009) 
that could be transmitted to domestic swineherds through 
interactions that have been documented to occur between 
wild and domestic populations (Wyckoff  et al. 2005). Feral 
swine also wallow in and around water sources, thereby in-
creasing potential for disease contamination (Atwill et al. 
1997, Jay et al. 2007).

Species Damage Identification
Cervids
Identification of  cervid damage is not difficult, because the 
culprits are often observed causing damage. In addition, their 
tracks are readily identifiable. Cervids lack upper incisors 
and, therefore, leave a rough, shredded break on the twigs 
and stems they browse. Vegetation fed upon by rodents and 
lagomorphs, however, shows a neat, sharp-cut edge. Evidence 
of  browsing damage higher than rodents or lagomorphs 
can reach also is indicative of  cervid damage (taking into ac-
count that these smaller animals can cause damage higher 
on vegetation when standing on snow). Mule and white-
tailed deer damage typically occurs from ground level to 

Fig. 34.8. Urban and rural damage caused by 
ungulates includes (A) deer browse resulting in 
deformation of individual trees by browsing,  
(B) crop damage by deer, (C) rooting by feral 
swine, and (D) stripping of bark through antler 
rubbing by elk. (A) Photo by S. Hygnstrom; (B) photo by 
G. Clements; (C) photo by T. Campbell; (D) photo by G. 
Clements.
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1.8 m and they seldom browse on branches >2.5 cm in di-
ameter. Moose (Alces alces) and elk damage can reach 3 m 
in height and they will use their incisors to scrape the bark 
of  aspen (Populus tremuloides) trees. In the autumn, male 
cervids rub the velvet from their antlers, often removing 
tree bark in the process. Scarring is generally confined to 
the trunk up to 1 m high for mule and white-tailed deer and 
up to 2 m for elk.

Feral Swine
Rooting by feral swine is readily visible, because they turn 
over soil in search of  roots and tubers, and in the process 
cause damage to yards, pastureland, crops, and native habi-
tats. Depending on the number of  swine present, rooted ar-
eas can exceed an acre (0.40 ha) in size and damage can be 
several feet deep. Mud-covered rubs on nearby trees and 
power poles (see Fig. 34.8C) are common indicators of  
swine activity. Predation by feral swine can be difficult to as-
certain because complete consumption often occurs. Identi-
fication must often be made by locating other signs of  
swine presence such as tracks, rubs, or rooting.

Management Techniques
The public generally approves of  nonlethal management 
techniques, especially in urban settings, where traditional 
hunting may not be considered safe, yet damage levels are 
high. Although population reduction through lethal means 
is often necessary to reduce ungulate damage to tolerable 
levels, many nonlethal strategies may have a role in a com-
prehensive ungulate management program. However, lim-
ited effectiveness and high cost of  nonlethal strategies fre-
quently make them economically impractical, even when 
used in conjunction with lethal strategies. Frequently, the ef-
ficacy of  nonlethal techniques is directly correlated to the 
level of  motivation of  the targeted individuals. For example, 
a simple frightening device employing sound and lights or a 
single strand of  electric fence may be a sufficient deterrent 
to minimize deer use of  a minimally desired resource; how-
ever, strongly motivated deer can breech a 2.1-m-high wo-
ven-wire mesh fence. The management technique chosen 
for a scenario under one level of  motivation may have a dif-
ferent degree of  success in dissimilar scenarios. Thus, the 

Fig. 34.9. Examples of fence types for ungulate 
control: (A) multistrand, electrified high-tensile 
steel, (B) 2-strand, electrified poly-rope for hogs, 
(C) high, woven-wire mesh, (D) high polypropyl-
ene mesh, (E) baited, electrified poly-tape, and  
(F) slanted, electrified poly-rope. (A) Photo by M. 
Lavelle; (B) photo by D. Hewitt; (C) photo by J. White;  
(D) photo by J. White; (E) photo by U.S. Animal and Plant 
Health Inspection Service, Wisconsin; (F) photo by K. 
VerCauteren.

level of  motivation of  the targeted individuals must be con-
sidered prior to implementation of  any nonlethal technique.

Habitat and Food Modifications
Reduction of  permanent cover in a localized area can effec-
tively manage damage by reducing ungulate carrying capacity, 
though it also destroys habitat important to other wildlife. Se-
lecting plants that are less palatable or are resistant to ungulate 
damage can minimize ungulate damage to plantings in urban 
areas. Craven and Hygnstrom (1994) present a list of  common 
plants and their susceptibility to damage. Agricultural crops 
should be harvested as early as possible to minimize the time 
during which they are susceptible to damage. Lure crops can 
be used to draw ungulates away from more valuable crops 
(Schwab et al. 2001), but providing this additional forage could 
lead to higher densities, resulting in increased damage. Simi-
larly, feeding and baiting ungulates ultimately leads to in-
creased local damage. Supplemental feeding can result in 
higher reproductive and survival rates, and lead to congre-
gated and tame populations (Doenier et al. 1997). It also 
makes the ungulate population more susceptible to diseases 
(Davidson and Nettles 1997, Garner 2001), some of  which can 
be spread to other species of  wildlife and livestock.

Exclusion
Frequently, the only long-term, nonlethal method to effec-
tively minimize ungulate damage is fencing. Many fence 
designs are available (Fig. 34.9), although an effective yet 
low-cost design has yet to be perfected. Fencing provides 
protection in 1 of  3 ways: (1) as a physical barrier, (2) as a 
psychological barrier, or (3) as a combination of  1 and 2. 
The standard deer fence, a 2.4-m-high woven-wire fence, is a 
physical barrier and greatly reduces the possibility of  an ani-
mal passing through, over, or under it. Conversely, a single- 
or double-strand electric poly-tape fence acts as a psycholog-
ical barrier through aversive conditioning. Conditioning 
occurs when an animal attempts to breach the fence and re-
ceives a powerful electric shock. This training can be expe-
dited with the use of  bait such as peanut butter applied di-
rectly to the fence (i.e., Porter 1983). Some fences, such as a 
2.4-m-high, 11-strand high-tensile electric fence, increase the 
efficacy of  the barrier by incorporating both concepts.
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 Broad classes of  fence designs include woven-wire 
mesh, high-tensile, poly-mesh, and electrified poly-tape or 
poly-rope (VerCauteren et al. 2006a; Table 34.1). Variables 
to be considered when deciding on the most appropriate 
fence design to construct include (1) level of  protection  
desired, (2) seasonality of  the resource being protected,  
(3) physical ability of  the target species, (4) motivation to 
breach, (5) behavioral characteristics, (6) costs associated with 
constructing and maintaining the fence, (7) longevity of  the 
fence, and (8) possible negative effects of  erecting a fence 
(VerCauteren et al. 2006c). While fencing may have the 
potential to eliminate damage, its expense may make it cost-
prohibitive, especially in situations where the value of  the 
resource being protected is low and the area to be protected 
is large (VerCauteren et al. 2006b), such as with many agri-
cultural crops. In addition, size, shape, and perimeter of  the 
area influence the amount of  fencing required and, thus, the 
cost (Conover 2002).
 Alternatives to fencing that provide protection for indi-
vidual trees or tree parts include: tree cylinders, tree wraps, 
and bud caps (deCalesta and Witmer 1994). These devices 
reduce damage by preventing access to the roots, stems, 
vegetation, and growing points until plants are no longer 
highly vulnerable to serious damage. One benefit of  these 
damage reduction tools is that they do not completely ex-
clude animals from large portions of  their habitat; thus, 
they may be preferred in some settings. One must consider 
number of  plants (usually tree seedlings) and size of  area 
being protected, because at $5/seedling protected (Kimball 
et al. 2008), individual plant protection expenses may ap-
proach the expense of  fencing. Chicken-wire cylinders, 
photodegradable polypropylene cylinders, and a variety of  
flexible mesh sleeves can effectively protect seedlings (i.e., 

Taylor et al. 2006). Protective cylinders provide protection 
only until the terminal bud protrudes from the top of  the 
cylinder, becoming accessible to ungulates. It may be advan-
tageous to apply bud caps at this time.
 A variety of  fence designs have been used to minimize 
damage caused by feral swine. Sturdy wire mesh is reliable 
and effective as long as it is tight to the ground. Fence also 
must be rigid enough to deter swine from climbing over it. 
An evaluation of  electrified poly-rope for excluding feral 
swine proved promising (see Fig. 34.9B; Reidy et al. 2008). 
Traditional 0.86-m rigid-wire hog panels are quite effective 
in controlling the movements of  feral hogs. Similar to cer-
vids, feral swine (when not especially motivated) can be de-
terred simply by adding a single strand of  electrified wire 
offset from an existing fence (Hone and Atkinson 1983).
 The weakest link in a potentially effective fence is most 
often the gate, which must be closed to be effective. Consid-
erable research into alternatives to traditional gates for deer 
has been conducted with varying results (Fig. 34.10). Auto-
matically closing gates (see Fig. 34.9A and D; VerCauteren 
et al. 2009), electrified mats (see Fig. 34.9C; Seamans and 
Helon 2008), and active (see Fig. 34.9B; VerCauteren et al. 
2009) and passive cattle-guard type devices (i.e., Peterson 
et al. 2003b) have been evaluated with mixed success.

Frightening and Hazing
Propane cannons, flashing lights, shell crackers, and other 
sonic devices used near a resource can provide temporary 
relief  from ungulate damage (Gilsdorf  et al. 2002). Ungu-
lates adjust or habituate to frightening devices rather quickly, 
and these devices are generally not effective for an entire 
growing season. Recent research has evaluated the efficacy 
of  animal-activated frightening devices, with mixed results 

Table 34.1. Fence types including cost, height, efficacy level, longevity, and level of required maintenance

  Height  Longevity 
Fence type Cost (m) Efficacy (yr) Maintenance

Woven-wire mesh >6.00 3.0 High 30–40 Low
Chain link >6.00 2.4 Moderate–high 30–40 Low
Polypropylene mesh 4.00–6.00 2.3 Moderate–high 10–20 Medium
Electrified poly-rope (9-strand) 4.00–6.00 1.8 Moderate 20–30 Medium
Welded-wire mesh 4.00–6.00 3.0 High 20–30 Low
Plastic snow fence 4.00–6.00 2.1 Moderate–high 5–10 Medium
Modified woven-wire with 2-strand barbed-wire 4.00–6.00 2.4 Moderate–high 20–30 Medium
Modified woven-wire with 5-strand high-tensile 4.00–6.00 2.4 Moderate–high 20–30 Medium
Barbed-wire (18-strand) 2.00–4.00 2.4 Moderate 20–30 Medium
Nonelectrified 15-strand high tensile 0.50–2.00 2.4 Moderate 20–30 Medium
New Hampshire (electrified, offset 3-strand) 0.50–2.00 1.0 Low 20–30 High
Slanted 7-strand electrified high- tensile 0.50–2.00 1.5 Moderate 20–30 High
Penn State 5 (5-strand electrified high-tensile) 0.50–2.00 1.1 Moderate 20–30 High
Electrified 2-strand poly-tape 0.50–2.00 0.9 Low 5–10 High
Nonelectrified 8-strand high-tensile 0.50–2.00 1.8 Low 20–30 High
Peanut butter–baited electric 0.50 1.1 Low 10–20 High
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(i.e., Belant et al. 1998a; Gilsdorf  et al. 2004a, b; Beringer et al. 
2003). Infrared beams or passive infrared sensors activate 
these new devices when triggered by ungulate-sized animals. 
Beringer et al. (2003) significantly reduced soybean damage 
with a deer-activated system that randomly played sounds 
chosen to frighten ungulates (i.e., aggressive dogs, barrages 
of  gunshots, ungulate distress calls) and included an illumi-
nated human effigy. Conversely, this same device minus the 
illuminated effigy was insufficient at protecting corn during 
the silking–tasseling stage from deer (Gilsdorf  et al. 2004b).
 Lasers, which are effective in dispersing some bird spe-
cies, also are ineffective in dissuading deer (VerCauteren et al. 
2003a, 2006a). A frightening device that provided physical 
stimuli deterred deer from using cattle feed (Fig. 34.11; 
Seward et al. 2007), suggesting that targeting the sense of  
touch can improve efficacy. Studies directed at using fright-
ening devices to alleviate feral swine damage are lacking; 
thus, none can be recommended.

Dogs as a Deterrent
Dogs within the perimeter of  an invisible fencing system 
that surrounds agricultural crops have been shown to re-
duce damage by deer (Beringer et al. 1994) and several pro-
ducers are actively using dogs to protect orchards and an-
nual crops (Curtis and Rieckenberg 2005, VerCauteren et al. 
2005b). Dog selection, training, and care are important com-
ponents to the success of  this strategy. The use of  dogs also 
has the potential to reduce transmission of  disease in wild 
ungulates to livestock (VerCauteren et al. 2008).

Repellents
A variety of  repellents has been evaluated to assess their 
ability to reduce ungulate damage (El Hani and Conover 

1997, Wagner and Nolte 2001, MacGowan et al. 2004). There 
are 3 general categories of  repellents: (1) odor, (2) contact, 
and (3) systemic. Odor repellents are ostensibly designed to 
repel animals from an area and either mimic predator odors 
(e.g., human or coyote [Canis latrans] hair) or are repugnant 
(e.g., mothballs, bone tar). Apfelbach et al. (2005) discussed 
the variability in efficacy of  predator odors on mammalian 
prey species. Recent research suggests that so-called “fear 
repellents” (i.e., those associated with predator odors) re-
duce browsing by altering the palatability of  the plant (Kim-
ball and Nolte 2006). Contact repellents are applied di-
rectly to the targeted resource and are later ingested by the 
offending animal (i.e., Kimball et al. 2008). They function by 

Fig. 34.10. Several different alternatives to 
traditional gates are being used or evaluated, 
including (A) Texas-style bump-gate, (B) research 
prototype deerguard, (C) electrified mat, and  
(D) commercially available BumpGate™. (A) Photo 
by K. VerCauteren; (B) photo by N. Seward; (C) photo by  
U.S. Animal and Plant Health Inspection Service, 
Wisconsin; (D) photo by M. Lavelle.

Fig. 34.11. Animal-activated frightening devices used to reduce 
disease-transmission risks between deer and livestock are being 
designed and evaluated. Photo by N. Seward.
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changing the hedonic quality of  the treated food item and/
or causing illness (aversive conditioning). Systemic repel-
lents are incorporated into plants, either naturally (e.g., tan-
nins), by supplementation (e.g., selenium), or through ge-
netic manipulation.
 Although repellents should not be expected to eliminate 
damage (Craven and Hygnstrom 1994), they can be relatively 
inexpensive and effectively provide short-term protection. 
Repellents are most effective on vegetation during the dor-
mant season, but results are frequently inconsistent. Even 
under optimal conditions, some damage usually occurs. As 
with other nonlethal techniques, factors such as ungulate 
population density, availability of  alternate foods, target plant 
species, weather, repellent concentration, and duration of  
the problem can influence the effectiveness of  repellents.
 The history of  pesticide regulations has compromised 
the effectiveness and marketing of  repellents. In 1978, amend-
ments to the Federal Insecticide Fungicide and Rodenti-
cide Act gave the Environmental Protection Agency the op-
tion to waive data submission requirements for efficacy of  
pesticides. The EPA took advantage of  this provision except 
for certain public health uses ( Jacobs 2002). In 1982, the 
waiver was extended to all vertebrate pesticide products, 
but within 2 years, data submission requirements for public 
health uses were fully reinstated with the added proviso that 
the waiver applied only to the submission of  data and that 
EPA could request efficacy data for any product at any time. 
Armed with this option, the agency began to require sub-
mission of  efficacy data for reregistration of  products claimed 
to repel vertebrate pests; the efficacy of  many such products 
had been in question for several years. The Office of Pesti-
cide Programs reversed this policy in 1995, except for prod-
ucts making claims to repel pests of  public health signifi-
cance ( Jacobs 2002). The result of  these legislative actions is 
that efficacy data are not required for most products making 
claims to repel vertebrate pests, because these products are 
not typically labeled for public health uses ( Jacobs 2002). As 
a result, there are many repellents currently on the market 
and many are not effective.

Fertility Control
Considerable effort has been expended to develop fertility 
control agents (contraceptives) for, and methods of  delivery 
to, ungulates. Contraceptives for wildlife have potential to 
be a complementary tool for population management in 
scenarios where current nonlethal management techniques 
are ineffective or unacceptable. There are several contracep-
tive strategies including chemosterilants, immunocontra-
ceptives, intrauterine devices, and surgical procedures that 
can all effectively result in decreased reproduction. Initially, 
Knipling (1959) proposed the principle that undesirable  
wild animal populations may be controlled with the use of  
sterility-causing agents. Shortly thereafter, Greer et al. (1968) 
field tested several methods on elk. Over the following 40+ 

years, much research was directed at the same goal, with an 
array of  species, and using a variety of  strategies. Research-
ers at the National Wildlife Research Center have explored 
an array of  chemical and immunologically based contracep-
tives for wildlife (Mauldin and Miller 2007). Early immuno-
contraceptives proved inefficient and expensive because they 
required a booster or second shot (i.e., Walter et al. 2002). 
Recent developments in single-shot fertility-control meth-
ods (Hernandez et al. 2006, Locke et al. 2007) have received 
a great deal of  attention and EPA registrations are being 
pursued. Orally delivered contraceptives, as well as live-vec-
tor (bacterial or viral) delivery, are being explored further 
(i.e., Fagerstone et al. 2002, Conner et al. 2007). However, it 
is unlikely that fertility control will become a viable stand-
alone ungulate management strategy (Dolbeer 1998, DeNic-
ola et al. 2000) beyond maintaining relatively small closed 
populations (Ruthberg et al. 2004).

Removal
Regulated, managed hunting in rural settings is the most 
practical and effective method of  managing overabundant 
deer populations and controlling damage (Fig. 34.12A). It 
also is the most ecologically, socially, and fiscally responsible 
method. Some states have special depredation permits that 
can be issued to landowners to remove cervids in areas 
where they are causing damage outside the normal hunting 
season, if  sufficient control cannot be achieved during the 
hunting season. Well-managed hunting also can be effective 
for reducing burgeoning deer numbers in urban settings 
(i.e., McDonald et al. 2007). Several case studies have out-
lined strategies to ensure the success of  deer hunts in areas 
that also are densely populated with humans (McAninch 
1995, VerCauteren and Hygnstrom 2002, Warren 2002).  
Archery hunting, under specific restrictions (e.g., earn-a-
buck tags), can be a useful tool in an integrated manage-
ment program to keep urban deer populations in check (Kil-
patrick et al. 2004). Professional sharpshooters also have 
been employed effectively to reduce deer numbers (Fig. 
34.12B) in areas where public hunting was not considered 
safe (i.e., DeNicola et al. 2000, DeNicola and Williams 2008).
 In damage management situations, live capture and re-
location of  ungulates is generally a poor option, though it is 
sometimes mandated by safety considerations or sensitive 
public-relations issues. Ungulates can be captured with vari-
ous designs of  cage traps (see Fig. 34.12C), corral traps, 
rocket nets, drop nets, or via remote chemical immobiliza-
tion, and then euthanized or relocated. It is important to 
realize that there are problems with holding animals hu-
manely in captivity until they can be transported some-
where for release, and finding suitable release sites also is 
difficult. In many instances, shooting is a more effective and 
practical option. In areas such as arboretums, where shoot-
ing is normally prohibited, the use of  skilled sharpshooters 
under permit is probably preferable to live capture (Ishmael 
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and Rongstad 1984, DeNicola and Williams 2008). Additional 
lethal tools such as snares and toxicants are occasionally 
recommended for limited use in specific situations and war-
rant further exploration.

RODENTS AND OTHER SMALL MAMMALS

Damage Assessment
Rodents and other small mammals are often not readily ob-
served causing damage, and their damage is frequently diffi-
cult to measure and quantify. Likewise, accurate estimates 
of  monetary losses of  much of  this damage are difficult to 
ascertain. Damage assessments indicate rodents and non-

predatory small mammals cause tremendous annual losses 
of  food and fiber. Conover (2002) estimated the value of  ro-
dent damage to agriculture in the United States could be as 
high as $7 billion annually. In the timber industry, Ameri-
can beaver (Castor canadensis) and pocket gophers cause 
the most damage. Miller (1987b) surveyed forest managers 
and natural resource agencies in 16 southeastern states and 
estimated annual wildlife-caused losses, primarily attributed 
to beaver, to be $11.2 million on 28.4 million ha. Compara-
tively, in 1998, Louisiana expended $2 million to control  
nutria (Myocastor coypus; Bounds and Carowan 2000). Other 
types of  damage include losses of  sugarcane (Saccharum offi-
cinarum) to rats (Rattus spp.), orchard damage by voles (Mi-
crotus spp.), and decreased forage quantity on rangelands 
caused by rodents and lagomorphs (rabbits and hares). In 
households, house mice (Mus musculus) are the primary spe-
cies conflicting with humans.
 Quantifying losses to evaluate efficacy of  rodent-control 
techniques can be challenging. Most research compares plots 
where resources are protected to those with no protection, 
or agricultural production in areas with no rodents to areas 
with rodents. However, loss estimates must be converted to 
dollar losses to compare cost–benefit evaluation of  control 
programs (VerCauteren et al. 2002a). Conversion to dollars 
is often difficult, given vast areas involved and variability in 
rodent populations. These considerations and the complex-
ity of  damage situations make it easy to realize the need for 
better monitoring techniques, damage assessment methods, 
and control effort evaluation.

Species Damage Identification
Most rodents and small mammals are nocturnal, secretive, 
and not easily observed. Often the investigator must rely on 
sign, such as tracks, trails, tooth marks, feces, or burrows 
to identify the species responsible for damage. Trapping may 
be necessary to make a positive identification of  damage-
causing rodents and, frequently, more than one species is in-
volved. Characteristics of  the damage may provide clues to 
the species involved. In orchards, for example, major strip-
ping of  roots is usually caused by pine voles (Microtus pineto-
rum), whereas damage at the root collar or on the trunk up 
to the extent of  snow depth is most often caused by meadow 
voles (M. pennsylvanicus). Rats gnaw stalks of  sugarcane 
until they are hollowed out between the internodes, but 
usually not completely severed. Rabbits (Sylvilagus spp.), in 
contrast, usually gnaw through stalks, leaving only the ring-
shaped nodes. Damage to plants can generally be grouped as 
(1) root damage—pocket gophers and pine voles, (2) trunk  
debarking—meadow voles, squirrels (family Sciuridae), por-
cupines (Erethizon dorsatum), woodrats (Neotoma spp.), rab-
bits, and mountain beavers (Aplodontia rufa), (3) stem and 
branch cutting—beavers, rabbits, meadow voles, mountain 
beavers, pocket gophers, woodrats, squirrels, and porcupines, 
(4) needle clipping—mice, squirrels, mountain beavers, por-
cupines, and rabbits, and (5) debudding—red squirrels (Tam-

Fig. 34.12. Population control methods for ungulates include 
(A) well-managed hunting, (B) sharpshooting, and (C) trapping 
for euthanasia. (A) Photo by S. Hygnstrom; (B) photo by K. Malcom; 
(C) photo by M. Lavelle.
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iasciurus hudsonicus and T. douglasii) and chipmunks (Tamias 
striatus and Eutamias spp.). These characteristics can aid in 
identification of  the responsible species, but positive identifi-
cation should be made either by species-specific sign (e.g., 
tracks, feces) or by capture of  individuals.

Bats
Bats, the only mammals capable of  true flight, eat vast quan-
tities of  insects. Only a few of  the 190 species of  bats in 
North America cause problems. Problems primarily occur 
when they form roosts or maternity colonies in human 
dwellings or structures. Those most commonly encountered 
in pest situations are: little brown bat (Myotis lucifugus), big 
brown bat (Eptesicus fuscus), Mexican free-tailed bat (Tadarida 
brasiliensis), pallid bat (Antrozous pallidus) in the Southwest, 
and the Yuma myotis (M. yumanensis) in the West (Green-
hall 1982, Frantz 1986). Species identification may be diffi-
cult, but is important because several bat species are threat-
ened or endangered and protected by state and federal laws.
 Besides seeing bats, their presence also can be evidenced 
in buildings by noise (squeaking, scratching) and a distinc-
tive pungent odor of  accumulated feces and urine. Bat feces 
are readily differentiated from those of  rodents by odor, in-
sect content, and ease with which they are crushed. Many 
people are fearful of  bats and panic in their presence. Bats 
can carry and transmit rabies, although 0.05% of  bats are 
thought to be rabid (Fitzgerald et al. 1994). However, be-
cause infected bats may exhibit weakness or paralysis, they 
are often unable to fly or roost and, therefore, pose a greater 
risk of  contact with humans and domestic animals. Where 
bat colonies are allowed to persist, fecal deposits accumu-
late, and the fungus that causes histoplasmosis can develop. 
Damage management techniques involve education to 
overcome phobias, habitat modifications (1-way valve devices 
on structures after young reach flight stage, and construction 
of  artificial roosts), repellents (naphthalene), and traps.

Beaver, Muskrat, and Nutria
A decline in traditional trapping combined with increased 
restrictions on use of  specific trap designs are resulting in 
proliferation of  beaver populations in parts of  the United 

States. Burrowing aquatic rodents, as agents of  disturbance, 
can alter habitats in positive and negative ways. Beaver, musk-
rat (Ondatra zibethicus), and nutria are aquatic rodents that 
can cause damage in and around natural and human-created 
wetlands. Due to their burrowing habits, they cause damage 
to manmade dams, levees, and irrigation canals. The pres-
ence of  these species is evidenced by the damage they cause 
and by their tracks, droppings, and trails. Beaver and musk-
rat are native to North America and nutria was introduced 
from South America. The regulations regarding control of  
these species vary from state to state.
 Beaver damage is easily identified by the distinctive, cone-
shaped tree stumps that result from their gnawing (Fig. 
34.13D). Other beaver sign includes dams, lodges, bank bur-
rows, and green sticks with the bark freshly peeled off. Bea-
ver eat a wide variety of  plant species, but are usually lo-
cally selective, which can result in overexploitation of  pre-
ferred species (Fitzgerald et al. 1994). Damage caused by 
beaver results from feeding behavior (tree cutting) and their 
efforts to control water levels (dam building; Miller and Yar-
row 1994). Beaver girdle and fell large-diameter trees to ac-
cess the branches, contributing to losses in timber value 
(Fitzgerald et al. 1994). They also cause flooding of  roads, 
dwellings, and other human property.
 The most serious damage caused by muskrats is wash-
outs and cave-ins of  pond dams, levees, and irrigation ca-
nals. They also can cause severe damage to grain, such as 
rice, and to garden crops growing near water. Their cone-
shaped huts of  aquatic material projecting 0.5–1.0 m above 
the water surface, feeding platforms of  aquatic vegetation, 
and burrow entrances indicate muskrat presence. Their bur-
row entrances, 13–17 cm in diameter, are much smaller than 
those of  nutria. Muskrat and nutria are smaller than beaver 
and do not build dams or plug culverts.
 Nutria can cause significant damage to rice and sugar-
cane, especially in fields adjacent to Gulf  Coast marshes 
(LeBlanc 1994). They may severely impede cypress (Taxo-
dium distichum) regeneration (Conner and Toliver 1987) and 
damage wooden structures and floating marinas. Nutria also 
have been implicated as a threat to the persistence of  coastal 
marshes (Ford and Grace 1998). The presence of  nutria can 

Fig. 34.13. Examples of rodent damage: (A) tree 
damage in orchards by voles, (B) damage to 
underground cables by pocket gophers, (C) soil 
cast left by pocket gophers, and (D) beaver 
damage to trees. (A) Photo by U.S. Animal and Plant 
Health Inspection Service, Wisconsin; (B) photo by U.S. 
Animal and Plant Health Inspection Service, Wisconsin;  
(C) photo by U.S. Animal and Plant Health Inspection 
Service, Wisconsin; (D) photo by N. Seward.
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be verified by identification of  scat, which has distinctive 
parallel lines running along its length (LeBlanc 1994).
 Beaver, muskrat, and nutria can be infected with several 
pathogens and internal and external parasites that can be 
transmitted to humans (e.g., Davidson and Nettles 1997). 
Proper water-treatment measures should be taken before 
drinking water in regions where these species occur. Per-
missible damage management techniques vary by state and 
include habitat modification (explosives for dams, drain de-
vices in dams or culverts), exclusion, traps (live traps accom-
panied by translocation, Conibears, footholds), snares, and 
shooting.

Deer and White-Footed Mice
Deer and white-footed mice (Peromyscus maniculatus and P. 
leucopus, respectively) are common and widely distributed 
throughout North America (Timm and Howard 1994). These 
mice are nocturnal, active year-round, and their populations 
may show large fluctuations. Their cheek pouches give them 
the capacity to carry 3–5 times more food than other species 
of  mice and may increase their efficiency in exploiting small, 
particulate food items that are patchily distributed (Vander 
Wall and Longland 1999). Peromyscus can be significant seed 
predators (Sullivan 1978), and in some areas direct seeding 
for reforestation has failed because of  their foraging activi-
ties. Their effects on reforestation have caused a shift to the 
use of  hand-planted seedlings in many areas. Peromyscus also 
can cause significant losses to corn seedlings in conservation 
tillage systems, but this damage may be offset by their con-
sumption of  harmful insects and weed seeds (Clark and 
Young 1986, Johnson 1986). Peromyscus invade homes, where 
they eat stored food and damage upholstered furniture or 
other materials that are shredded for use in nest building. 
Trapping with snap or live traps is the best method to iden-
tify the species present. Damage management techniques 
for Peromyscus include habitat and food modifications, exclu-
sion, traps (snap traps and live traps), repellents, and toxi-
cants. Species of  Peromyscus are the primary reservoirs of  
the Sin Nombre hantavirus (Corrigan 2001), which is the 
cause of  an often-fatal pulmonary syndrome in humans.

Ground Squirrels
Ground squirrels, genus Spermophilus, are important pest 
species in north-central and western North America, caus-
ing serious economic losses to agricultural and range re-
sources. Belding’s (S. beldingi), California (S. beecheyi), rock 
(S. variegatus), and Richardson’s (S. richardsonii) ground 
squirrels are all considered pests in at least part of  their 
range (Marsh 1994a, Johnson-Nistler et al. 2005). They can 
inflict serious damage to pastures, forage crops, rangelands, 
vegetable gardens, and grain, fruit, or nut crops.
 A careful search of  an area showing damage will reveal 
opened seed hulls and caches. They often live in colonies or 
concentrate in localized areas (Marsh 1994b). As a group, 

ground squirrels are widely recognized for their ability to 
achieve high population levels in suitable habitats (Giusti  
et al. 1996). Ground squirrel burrows can collapse irrigation 
levees, increase erosion, damage farm machinery, and cause 
injury to livestock and humans. Ground squirrels also pre-
date nests of  ground-nesting birds (Renfrew and Ribic 2003), 
including those of  waterfowl (Sargeant and Arnold 1984, 
Marsh 1994a).
 Ground squirrels are diurnal and easily observed (Marsh 
1985a). They hibernate and estivate and show major dietary 
shifts during the year (Marsh 1985a, 1986). Effective control 
strategies must consider these factors. Ground squirrels are 
extremely adaptable, so indirect control through habitat modi-
fication, exclusion, or use of  chemical and visual repellents 
has limited, if  any, benefit in most situations (Whisson et al. 
2000). Ground squirrels carry several zoonotic diseases, in-
cluding plague. In plague-endemic areas, ground squirrel 
control should be combined with ectoparasite control (Marsh 
and Howard 1982). Damage management techniques in-
clude habitat modification (exclusion, burrow ripping, and 
flooding), toxicants, fumigants, traps (live traps, size no. 0–1.5 
foothold traps, snap traps), and shooting.

Marmots
Marmots (Marmota spp.), also known as woodchucks, can 
cause damage to a variety of  crops and forage production 
may be markedly reduced by marmot feeding and tram-
pling (Marsh 1985a). Damage to crops such as alfalfa, soy-
beans, beans (Phaseolus spp.), squash (Cucurbita spp.), and 
peas (Pisum spp.) can be costly and extensive. They damage 
fruit trees and ornamental shrubs by gnawing or scratching 
woody vegetation (i.e., Swihart and Picone 1994). Damage 
often occurs on farms, in home gardens, orchards, nurser-
ies, around buildings, and occasionally on dikes (Bollengier 
1994). Their burrows, often positioned along field edges, 
can cause damage to farm machinery and injure livestock, 
and burrows can compromise the structural integrity of  ir-
rigation ditches, resulting in loss of  water. In suburban ar-
eas, burrows under buildings or in landscaped areas cause 
problems (Marsh and Howard 1982). The presence of  mar-
mots is easily ascertained by direct observation of  animals 
and burrows. During periods of  forage growth, vegetation 
around burrows is noticeably shorter than in surrounding 
areas. Occupied burrows can be identified in spring by pres-
ence of  dirt pellets ranging from marble to fist size. Dam-
age management techniques include frightening devices, 
fumigants, traps (e.g., Conibear traps, foothold traps, live 
traps) and shooting.

Voles
Voles, also called meadow mice, field mice, and pine mice, 
cause extensive damage to forests, orchards, and ornamen-
tals by gnawing bark and roots (Sullivan et al. 1987, O’Brien 
1994). In North America, there are 19 species of  voles, 4 of  
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which are of  pest significance. They are the most prolific of  
all rodent species and probably the most important item in 
the food chain among secondary consumers (Corrigan 
2001). Tree or shrub damage usually occurs under snow or 
dense vegetation. The bark is gnawed from small trees near 
the root collar and up the trunk to the snow surface (see 
Fig. 34.13A). Voles gnaw through small trees or shoots up to 
6 mm in diameter. Some vole species also cause extensive 
damage to root systems and this damage may not be de-
tected until spring, when it is reflected in condition of  new 
foliage. Voles and other rodents thrive in no-till agricultural 
settings and cause a great deal of  damage (Witmer et al. 
2007). Voles can damage field and garden crops as well,  
and when vole populations are high, losses can be severe 
(Clark 1984, Marsh 1985a). They also are carriers of  bu-
bonic plague and tularemia.
 Vole populations are characterized by 3 levels: (1) low,  
(2) high, and (3) irruptive ( Johnson and Johnson 1982). In 
North America, population peaks occur about every 4 years, 
although not in explosive numbers and not predictably 
( Johnson and Johnson 1982). Voles are active throughout 
the year. Their presence is most easily ascertained by search-
ing for their runways and burrow systems. In orchards, these 
can be found by pulling the grass and other debris from the 
bases of  trees. Gnawing on trunks and roots of  trees is not 
as uniform as that of  other rodents. Tooth marks can be at 
all angles, even on small branches, and may vary from light 
scratches to channels 3 mm wide, 2 mm deep, and 10 mm 
long. In hay crops, runways with numerous burrow open-
ings, clipped vegetation, and feces can be detected in dense 
vegetation. Damage management techniques for voles in-
clude habitat modification (provision of  alternative foods), 
exclusion, toxicants, and traps (snap traps).

Moles
There are 7 species of  moles (representing 5 genera) in 
North America; 4 of  these species have distributions restricted 
to the Pacific Northwest and West Coast of  the United 
States (Yates and Pedersen 1982). Moles feed primarily on 
soil invertebrates, especially earthworms and grubs (insect 
larvae). Vegetation can comprise up to 20% of  the diet of  
some species of  moles. Although they damage crops and or-
namentals, they are most detrimental to turf  areas (Marsh 
1996). They are active year-round. Voles and mice also use 
burrows of  moles and can be responsible for some damage 
attributed to moles (Henderson 1994a).
 Moles can usually be detected by mounds of  soil brought 
up from extensive tunnels dug in search of  food and by 
raised soil of  surface burrows. Shallow tunnels of  moles can 
be confused with those of  pocket gophers, but moles typi-
cally leave volcano-shaped mounds composed of  clods of  
soil and their burrow plugs are at the peaks of  the hills. Go-
phers leave fan-shaped mounds with the burrow plug near 
the base of  the mound (Henderson 1994a). Generally, go-

phers produce larger mounds than moles, but the Townsend’s 
mole (Scapanus townsendii) can produce up to 4 mounds/
day (Yates and Pedersen 1982). The burrowing activity of  
moles may reduce production of  forage crops by undermin-
ing and smothering vegetation and by exposing root sys-
tems to drying. Forage production in pastures can be re-
duced 10–50% by burrowing activity (Yates and Pedersen 
1982). Their surface burrows also can plug harvesting ma-
chinery and contaminate hay and silage. The burrowing  
activity of  moles can extensively damage lawns and golf  
greens. Damage management techniques include habitat 
modification (soil compaction, flooding), exclusion, chemi-
cal repellents, insecticides (to reduce the moles’ primary 
food source), fumigants, toxicants, and traps.

Pocket Gophers
Thirteen species of  pocket gophers (Geomys spp., Pappogeo-
mys castanops, and Thomomys spp.) occur in the United States. 
They can cause substantial damage to agricultural crops, 
lawns, rangeland, and tree plantings. Gophers feed primarily 
on underground portions of  plants and trees. Root crops such 
as potatoes, sweet potatoes, beets, parsnips, turnips, and 
carrots are favorite foods, as are field crops such as alfalfa 
and clover (Marsh 1998). Damage is often undetected until a 
tree shows aboveground signs of  stress, by which time the 
damage may be lethal. Pocket gophers also may damage 
plastic irrigation lines in agricultural settings, as well as un-
derground pipes and cables (see Fig. 34.13B). In rangeland, 
soil disturbance and mound building by pocket gophers re-
sults in increased plant diversity, favoring annual and inva-
sive species. They also can reduce the carrying capacity of  
rangeland for livestock. Gopher mounds can cause equip-
ment breakage and increase wear of  haying machinery. Fur-
thermore, their burrows can cause substantial losses of  irri-
gation water, especially in flood-irrigated crops (Marsh 1998).
 Pocket gophers are a major impediment to reforestation 
in the western United States (Crouch 1986). They damage 
trees by stem girdling and cutting, root clipping, and expos-
ing roots to drying (Case and Jasch 1994). In winter, pocket 
gophers often forage aboveground by tunneling through 
snow. Extensive aboveground girdling is easy to detect. Dam-
age to roots may go unnoticed until seedlings fall over and 
become discolored (Nolte et al. 2000).
 Fan-shaped soil mounds, in contrast to the conical mounds 
of  moles, easily identify pocket gopher presence. Burrow 
entrances are typically plugged. Aboveground debarking 
damage caused by pocket gophers shows small tooth marks, 
differing from the distinct broader grooves left by porcu-
pines and the finely gnawed surface caused by meadow 
voles. Gophers sometimes pull saplings and vegetation into 
their burrows. Gophers also fill some of  their snow tunnels 
with soil, forming long, tubular “soil snakes” that remain af-
ter the snow melts (see Fig. 34.13C). Damage management 
techniques include habitat modification (flood irrigation, 
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crop rotation), cultural practices (plastic mesh cylinders to 
protect seedlings, protective coverings for pipes and cables), 
fumigants, toxicants, and traps.

Prairie Dogs
There are 5 species of  prairie dogs (Cynomys spp.) in North 
America. The Mexican (C. mexicanus; endangered) and Utah 
(C. utahensis; threatened) prairie dogs are federally listed. 
Prairie dogs live in colonies that are easily identified by coni-
cal mounds around burrow entrances and by the presence 
of  these highly visible rodents. Populations were reduced 
greatly by intensive control and conversion of  habitat to ag-
riculture in the early to mid-1900s. In recent years, popula-
tions have been expanding, commensurate with reduced 
control efforts.
 Prairie dogs damage rangelands and pastures by clipping 
vegetation for food and nesting material and by clearing 
cover from the vicinity of  burrows (Hygnstrom and Virchow 
1994). Their activity not only reduces available forage, but 
also can alter species composition of  vegetative communi-
ties in favor of  forbs. Competition with cattle is minimal 
and, in some situations, beneficial effects of  prairie dogs 
may offset competition. Thus, each conflict situation should 
be evaluated individually (Fagerstone 1981). Crops planted 
near prairie dog colonies can receive serious damage from 
feeding and trampling. In addition, damage to irrigation  
systems is common and American badgers (Taxidea taxus) 
digging for these rodents can cause even greater damage. 
The burrows and mounds created by prairie dogs can in-
crease soil erosion and drainage of  irrigation water, and 
cause damage to farm machinery.
 Prairie dogs serve as a reservoir for bubonic plague 
(Hygnstrom and Virchow 1994) and are often responsible 
for periodic outbreaks (Witmer et al. 2003). Prairie dog col-
onies also provide habitat for other species such as the en-
dangered black-footed ferret (Mustela nigripes). Reestablish-
ment of  black-footed ferret populations may be hampered 
by the occurrence of  plague outbreaks (Hanson et al. 2007). 
It is a violation of  federal law to poison a prairie dog town 
when ferrets are present (Hygnstrom and Virchow 1994).
 In recent years, prairie dogs have thrived in urban areas 
that were historically prairie dog habitat. Damage in these 
environments includes degradation of  community open space, 
clipping of  landscape vegetation, and encroachment into 
residential yards. Populations in urban areas can increase the 
probability of  bubonic plague transmission to pets. Damage 
management techniques include habitat modification (e.g., 
deferred grazing), exclusion, fumigants, toxicants, traps (foot- 
hold and Conibear), and shooting.

Rabbits and Hares
Rabbits and hares (Lepus spp.; family Leporidae) can dam-
age or destroy landscape plantings, gardens, agricultural crops, 
and rehabilitated rangeland. In winter, leporids may strip 

bark from and debud fruit trees, conifers, and other trees 
and shrubs (Craven 1994). Populations of  hares show large 
fluctuations and, during peak densities, hares can severely 
damage vegetation and compete with livestock for forage. 
Stems clipped by rabbits and hares have a clean, oblique, 
knife-like cut. Rabbits and hares usually clip stems ≤6 mm in 
diameter at a height not >50 cm above the ground. Re-
peated clipping will deform seedlings. Leporids can often be 
observed at damage sites along with their tracks, trails, and 
droppings.
 Rabbits are known vectors of  tularemia, a zoonotic dis-
ease, and they may carry larvae of  several ascarid round-
worms that can produce disease if  uncooked, infected meat 
is ingested by humans (Davidson and Nettles 1997). Dam-
age management techniques include rabbit “drives” or 
“roundups,” use of  ferrets, habitat modification, exclusion, 
chemical repellents, traps, snares, and shooting (Smith et al. 
2007).

Tree Squirrels
Tree squirrels can be grouped into 3 categories: (1) large 
tree squirrels (gray [Sciurus carolinensis], fox [S. niger], and 
tassel-eared [S. aberti]), (2) pine squirrels (red and Douglas), 
and (3) flying squirrels (northern [Glaucomys sabrinus] and 
southern [G. volans]; Jackson 1994b). Squirrels eat plants 
and fruits, dig up newly planted bulbs and seeds, strip bark 
and leave from trees and shrubs, invade homes, and consume 
bird eggs (Hadidian et al. 1987, Jackson 1994b). Squirrels 
also can cause problems by traversing power lines, gnawing 
on them, and shorting out transformers.
 Squirrels often can be observed at the damage site. Dam-
age to conifers is indicated by green, unopened cones scat-
tered on the ground under mature trees and by accumu-
lated cone scales and “cores” at feeding stations. Bark stripping 
can be observed in trees and bark fragments are often found 
on the ground, as are the tips of  twigs and small branches. 
These activities may interfere with natural reseeding of  
trees that are important to forestry, particularly in ponder-
osa pine (Pinus ponderosa) forests, where pine squirrels 
may remove 60–80% of  the cones in poor to fair seed 
years ( Jackson 1994b). Damage management techniques 
include cultural practices (trimming limbs near buildings 
and transformers), exclusion, frightening devices, chemical 
repellents, toxicants, traps (Conibear, foothold, and live traps), 
and shooting.

Woodrats
Woodrats, also called pack rats, brush rats, or trade rats, are 
attracted to human food supplies in buildings and will re-
move small objects such as utensils and other items, some-
times leaving sticks or other objects “in trade.” There are 9 
species of  woodrats in the United States, several of  which 
have become significant pests in suburban and semirural de-
velopments in the Southwest (Corrigan 2001). They often 
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construct conspicuous stick houses in cabins, unused vehi-
cles, rocky outcroppings, or in upper branches of  trees (Marsh 
and Howard 1982, Salmon and Gorenzel 1994). They will 
shred mattresses and upholstery for nesting material.
 Woodrats are agile climbers and consume fruits, seeds, 
and green foliage of  herbaceous and woody plants. They 
clip small branches and strip and finely shred patches of  
bark for their nests. Their damage may be confused with 
that of  tree squirrels and porcupines; however, woodrats 
leave a relatively smooth surface with a few scattered tooth 
marks and tend to litter the ground beneath the tree less 
than tree squirrels. Woodrats have been involved in epizoot-
ics of  plague and have been infected with tularemia. At 
least 6 species of  woodrats have been identified as reservoirs 
of  trypanosomes (parasitic blood-infesting protozoa) that 
cause Chagas disease (Corrigan 2001). Some subspecies of  
woodrats are endangered; therefore, one should check local 
regulations before undertaking control efforts. Damage 
management techniques include exclusion, chemical repel-
lents, toxicants, traps (snap and live traps), and shooting.

Commensal Rodents
The 3 species of  commensal rodents (those that live pri-
marily around human habitation) are Norway rats (Rattus 
norvegicus), roof  or black rats (R. rattus), and house mice. 
These omnivorous rodents consume millions of  bushels of  
grain each year in the field; on the farm; in the grain eleva-
tor, mill, store, and home; and in transit. They also waste 
many more millions of  bushels by contamination. One rat 
can eat approximately 9–18 kg of  feed/year and probably 
contaminates 10 times that amount with its urine and drop-
pings (Timm 1994a, b). Pimentel (2007) estimates the num-
ber of  rats on farms in the United States at 1.5 billion, caus-
ing damage in excess of  $27 billion annually.
 Besides consuming plant products, commensal rodents 
feed on poultry chicks and occasionally attack adult poultry, 
wild birds, newborn pigs, lambs, and calves. In buildings and 
vehicles, rodents gnaw electrical wires, creating a serious 
risk to human safety (Corrigan 2001) and sometimes start-
ing fires. Their gnawing also causes considerable property 
damage. Extensive damage to foundations and concrete 
slabs sometimes results when rats burrow under buildings. 
Burrowing into dikes and outdoor embankments causes 
erosion. Health departments annually report hundreds of  
human babies bitten by rats. Many viral and bacterial dis-
eases are transmitted to humans by rodent feces- and urine- 
contaminated food and water. Among the diseases, rats may 
transmit to humans or livestock are plague, murine typhus, 
leptospirosis, trichinosis, salmonellosis, and ratbite fever.
 Signs of  commensal rodents include gnawing, droppings, 
tracks, burrows, and darkened or smeared areas along walls 
where they travel. Reviews of  problems caused by these spe-
cies and methods of  control are provided by Timm (1994a, 
b), Hygnstrom and VerCauteren (1995), and Corrigan (2001). 

Damage management techniques include tracking pow-
der, habitat modification, cultural practices (sanitation), ex-
clusion, fumigants, toxicants, and traps (snap and multiple-
catch traps).

Management Techniques
There are 2 general categories of  control related to rodents 
and other small mammals: nonlethal and lethal. Many tra-
ditional methods of  wildlife-damage management are le-
thal; however, these methods are increasingly being ques-
tioned by society based on humaneness and target specificity. 
Presently, we lack ability to alleviate many wildlife damage 
problems in effective and economical ways using only non-
lethal techniques (Conover 2002). Wildlife researchers spe-
cializing in damage management are expending consider-
able effort to develop nonlethal means to reduce damage. 
The following section briefly reviews control techniques 
commonly used to manage populations of  rodents and small 
mammals. An Integrated Pest Management (IPM) approach 
is recommended for control of  rodents and other small 
mammals. The IPM concept favors timely and strategic in-
corporation of  a combination of  cost-effective control tech-
niques to reduce the impact of  species on valuable resources.

Habitat Modification and Cultural Practices
All animals are dependent on food and shelter; therefore, 
elimination of  one or both of  these requirements will force 
them to move from the immediate area. This method of  
control, where practical, is the most desirable and usually 
has the most permanent effect in reducing small mammal 
damage. However, other species often are dependent upon 
the same habitat. Modifications of the habitat can result in 
greater adverse effects to desirable nontarget species and 
natural communities than careful use of  a registered toxi-
cant or other control tool. Modifications also can create sit-
uations that contribute to other species becoming pests.
 Many rodents and small mammal pests can be discour-
aged from using areas by removal of  brush and woodpiles, 
weeds, and other debris. Commensal rodent control can be 
greatly facilitated by removal of  harborage, garbage, and re-
fuse. Squirrel interference with power transformers may be 
reduced if  vegetation near power poles is managed (Hamil-
ton et al. 1987). Mountain beaver populations in silvicultural 
areas may be decreased by removing surface shelter such as 
stumps, logs, and brush piles (Cafferata 1992). High popula-
tions of  muskrats in sugarcane are associated with debris re-
maining in fields after harvest (Steffen et al. 1981).
 Davis (1976) reported that pine vole damage in an apple 
orchard was reduced by mowing 3 times/year, clearing veg-
etation from under the trees, removing pruned branches, re-
stricting distribution of  fertilizer and, after harvest, inspect-
ing and cleaning vulnerable parts of  the orchard. Control of  
pine voles with anticoagulant baits was enhanced in apple 
orchards cultivated 2 or 3 times/year (Byers 1976). Byers 
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(1984), however, found that cultural controls (combinations 
of  mowing, cultivation, and herbicide application) were much 
more expensive than application of  toxic baits and offered 
no advantages in vole control. Evaluation of  large-scale use 
of  diversionary foods to reduce vole damage provided 
promising results (Sullivan and Sullivan 2008).
 Various mechanical methods have been developed to 
prevent beaver from stopping water flow through culverts 
(Roblee 1987). Water levels behind beaver dams can be ma-
nipulated by installing a perforated pipe or a 3-log drain 
(Miller and Yarrow 1994) through the dam. Muskrat dam-
age to farm-pond dams can be reduced by maintaining a 3:1 
slope on the water side of  the dam, a 2:1 slope on the outer 
face, and a top width of  2.4 m (Miller 1994).
 Provision of  alternative foods can reduce conifer seed 
loss to mice in forest regeneration projects (Sullivan and 
Sullivan 2008) and may be useful in reducing loss of  agricul-
tural crop seedlings in no-tillage fields (Hygnstrom et al. 2000) 
and orchards (Sullivan and Sullivan 1988). Pocket gopher in-
festations in logged areas can be reduced by prompt regen-
eration and minimal site preparation. Selective cutting, when 
feasible, can be used in areas with high potential for gopher 
infestations (Crouch 1986). Use of  insecticides to reduce num-
bers of  soil invertebrates can protect turf  from nine-banded 
armadillos (Dasypus novemcinctus) and moles, but damage may 
initially increase due to increased food-searching by animals 
already present (Henderson 1994a).

Exclusion
Exclusion involves installation of  barriers that prevent ac-
cess by pest species into structures or areas, or elimination of  
their physical contact with specific objects. Rodent-proofing 
of  structures is achieved most economically if  incorporated 
into construction plans. Corrigan (2001) provides detailed sug- 
gestions on how to accomplish rodent-proof  construction. 
Basically, openings or sites where rodents might create open-
ings are protected with wire mesh, sheet metal, or concrete, 
providing long-term protection. Steel sheathing also has 
been incorporated into underground power- and telephone-
line wiring to provide protection from gnawing rodents.
 Exclusion is a necessary part of  an effective program to 
remove bats from structures. Final closure of  entrances to 
the structure should not be made until all young have reached 
the flight stage. At that time, these openings can be closed 
with a 1-way door that permits bats to leave the structure, 
but prohibits reentry.
 In small orchards, rodent and rabbit damage can be elim-
inated by wrapping trees with hardware cloth or burlap that 
is buried 5 cm deep around the tree base. Plastic seedling 
protectors will protect conifer seedlings from rodents and 
rabbits. These plastic net-tubes are placed over seedlings at 
planting. Some allow branches to grow through the netting 
and provide protection for the terminal bud for 3–5 years as 
the terminal leader grows through the tube. A 0.6-m-wide 

expandable metal band placed around tree trunks 2 m above 
the ground will keep squirrels out of  individual trees. Branches 
should be trimmed within 2 m of  the ground or buildings. 
Fences made of  1.2–2.5-cm-mesh net wire 0.7–1.0 m high 
can protect small areas against nonclimbing rodents and 
small mammals. Lower edges of  fences should be buried 
with an “L” shape on the outside of  the fence to prohibit 
burrowing under the fence. Both visual and physical bar-
riers are commonly used in attempts to minimize prairie 
dog town expansion in urban settings, though efficacy is of-
ten minimal and costs range from $1/m to $5/m and $30/m 
to $60/m, respectively (i.e., Merriman et al. 2004, Foster-
McDonald et al. 2006, Witmer et al. 2008b).

Frightening Devices
Frightening devices may deter rodents and small mammals 
from localized areas for short periods. These devices are de-
signed to frighten animals by targeting their visual or audi-
tory senses. Visual repellents (e.g., eyespots, predator effi-
gies, Mylar) were designed to repel birds, although some of  
these visual devices also may affect mammals (Mason 1998). 
Sonic devices include distress calls, pyrotechnics (e.g., live 
ammunition, shell crackers, firecrackers), propane cannons, 
and sirens. Numerous ultrasonic devices are available com-
mercially, but (like most frightening devices) are ineffective 
in alleviating damage over the long term (Shumake 1997). 
Limited research with frightening devices has been conducted 
on rodents and small mammals (i.e., Koehler et al. 1990).

Biological Management
Exploration into methods of  biological management has 
received increased attention and evaluation (Hygnstrom et al. 
1994). A variety of  techniques, including agents of  disease 
or predators, to control populations of  small mammals 
have been evaluated. In the 1950s, Myxoma virus was used 
to control United Kingdom rabbit populations, resulting in 
99% mortality (Lees and Bell 2008). Rabbit haemorrhagic 
disease has been viewed as a cost-effective tool in the suc-
cessful reduction of  rabbit populations in Australia (Vere  
et al. 2004, Henning et al. 2005). Various other pathogens 
including protozoa ( Jäkel et al. 2006), bacteria (Kaboodvand-
pour and Leung 2007), and viruses (Hood et al. 2000) have 
been examined as potential tools for mammalian pest con-
trol with variable results. Protecting rice crops by applying 
Sarcocystis singaporensis protozoa was determined to be more 
cost effective than applying zinc phosphide ( Jäkel et al. 2006). 
Although agents of  disease may be an effective tool in popu-
lation reduction, they may have adverse effects on regional 
biodiversity or even widespread ecological effects that must 
first be assessed. Species specificity also is an underlying con-
cern of  using disease-causing agents as a tool, because sus-
ceptibility may be unknown.
 Use of predatory species to alleviate damage by pest 
species has been more widespread with insect pests, though 
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also has application with birds and mammals. Ferrets (Mus-
tela putorius furo) have been used effectively in the capture of  
rabbits, though often for recreational purposes. Using fer-
rets for large-scale rabbit reductions in some areas has re-
sulted in the establishment of  feral ferret populations, which 
can result in widespread damage as well. Mongooses (fam-
ily Herpestidae) have historically been used to control rats 
in sugarcane fields around the world, with questionable suc-
cess. On the Hawaiian Islands, and other islands, mongoose 
introductions for rat control backfired and resulted in the 
demise of  many species of  birds, lizards, frogs, and snakes 
(Pitt and Witmer 2006). The common domestic farm cat 
(Felis catus) was traditionally employed for its abilities in ro-
dent control, though also proficient in capture of  nonpest 
species such as songbirds. The deployment of  domestic cats 
was actually conducted in 1960 on Borneo in attempts to 
control rodent populations (Harrison 1965). The installation 
of  raptor perches adjacent to areas in which rodent control 
is desired provides additive reduction in rodent numbers 
(Fig. 34.14; Hall et al. 1981, Murua and Rodriguez 1989, 
Witmer 2009).

Fertility Control
The use of  fertility control measures, including the use of  
chemical and immunological agents to provide reproductive 
inhibition on rodents and other small mammals, has been 
the focus of  several studies (Mauldin and Miller 2007). De-
velopment of  an effective method of  delivery for the agent 
to rodents or small mammals is a challenge in itself. For ex-
ample, Nash et al. (2007) achieved nearly 50% reduction in 
prairie dogs with the use of  an oral contraceptive delivered 
in enticing baits for 10 consecutive days in the field. Addi-
tionally, viral-vectored immunocontraceptives are in devel-
opment, and may eventually be registered for a variety of  
pest species (Hood et al. 2000). As with any application of  
fertility control measures on pest species, an initial popula-
tion reduction action would be the first step. In a case with 

many commensal rodents, invasive species, and other pest 
species the desire to sustain a population may not be the 
goal; thus, the development of  a lethal tool may be more 
appropriate.

Repellents
Several compounds have been registered for use as small-
mammal repellents ( Jacobs 1994); however, definitive efficacy 
data for most are lacking (Mason 1998), as is information on 
why some chemicals repel offending animals. Repellents are 
most effective when applied directly to foods with the intent 
of  reducing consumption (Mason 1998). Chemical repel-
lents for rodents are grouped into 3 categories: (1) sensory 
irritants, (2) semiochemical odors (e.g., predator urines), 
and (3) those that produce conditioned taste-avoidance be-
havior (Clark 1998, Mason 1998).
 Specific semiochemicals found in predator excreta appar-
ently induce fear and, thus, area avoidance by certain prey 
species. For example, Swihart and Picone (1994) achieved a 
98% reduction in gnawing by woodchucks on apple trees 
through the application of  bobcat (Lynx rufus) urine. Sulli-
van and Crump (1984) also had positive results in the use of  
predator scents to deter hare feeding on lodgepole pines 
(Pinus contorta). Sullivan et al. (1988) hypothesized that a re-
duction in damage by voles following the application of  
predator scents may have been due, in part, to increased 
predator activity in response to the application.
 Use of  some area repellents, such as naphthalene or para-
dichlorobenzene, in structures is often limited because the 
vapors cannot be prevented from permeating areas occu-
pied by people. The efficacy of  repellents applied to plants 
or seeds are affected by availability of  natural foods and abil-
ity to withstand weathering. “Bitter” chemicals (e.g., thiram, 
denatonium benzoate, denatonium saccharide, sucrose oc-
taacetate) are not necessarily perceived by animals as such, 
and are not inherently repellent to herbivores. Commer-
cially available repellents for deer (Mason et al. 1999) and ex-
perimental formulations (Figueroa et al. 2008) emitting sul-
fur odors and volatile fatty acids effectively deter rabbits and 
potentially other mammalian species from feeding on tree 
seedlings.
 Repellents that act by inducing taste-avoidance behavior 
function by producing smell or taste aversions, or gastroin-
testinal malaise. Those claimed to work because they are 
perceived as bitter by humans probably are either ineffective 
or are paired with some other compounds that cause illness 
or distress (Mason 1998, Nolte 1999). Some repellents create 
a burning sensation (e.g., capsaicin). Capsaicin encased within 
utility cables provided protection from gnawing by pocket 
gopher and rats (Shumake et al. 1999, 2000). Various taste 
sensations (bitter, sour, sweet, etc.) affect animals differently, 
or may have no effects. Thiram, the most widely used taste 
repellent, can be applied to trees, tree seeds, seedlings, 
bulbs, and shrubs to protect them from rodents and moles. 

Fig. 34.14. Fabricated raptor perches constructed to facilitate 
predation of rodents by raptors in areas where rodent population-
management tools are needed. Photo by G. Witmer.
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Thiram should not be used on plant parts eaten by humans 
or domestic animals. Fruit trees must be sprayed only in the 
dormant season. Innovative work into the stimulation of  sa-
tiation receptors has potential to minimize damage caused 
by rats (Cotterill et al. 2005).

Fumigants
Fumigants registered for rodent control include smoke-pro-
ducing gas cartridges, aluminum phosphide, chloropicrin, 
and methyl bromide (Corrigan 2001). When inhaled, fumi-
gants are lethal and are used to kill burrowing mammals. 
When fumigants are used, all burrow openings should be 
closed after introduction of  the pesticide. Active ingredients 
in gas cartridges are a combination of  sulfur, nitrate, char-
coals, or phosphorous compounds, which, when ignited, pro-
duce carbon monoxide and other gases. These gases asphyx-
iate rodents in their burrows (Corrigan 2001).
 Aluminum phosphide is a fumigant available in tablets 
or pellets that produces toxic phosphine gas when exposed 
to atmospheric moisture, and this gas is flammable or explo-
sive at some concentrations. Chloropicrin is typically used 
as an additive to fumigants to provide an exposure warning 
(like sulfur is added to natural gas). Its only other registered 
rodent uses are in empty grain and potato storage bins to 
control rats and mice. Methyl bromide, because it has been 
documented to deplete atmospheric ozone (Ristaino and 
Thomas 1997), will not have its registration renewed. Hygn-
strom and VerCauteren (2000) evaluated effectiveness of  5 
fumigants (aluminum phosphide, gas cartridge, methyl bro-
mide, chloropicrin, and a methyl bromide–chloropicrin mix-
ture) for managing prairie dogs; all reduced burrow activity 
by 95–98%. Jacobs (1994) provides information on specific 
fumigants.

Toxicants
Toxicants are the most common method used to control 
damage-causing populations of  rodents and other small 
mammals. Toxicants require little labor and can kill large 
numbers of  animals over large expanses of  land (Pascal et al. 
2008). Damage reduction is the goal of  any control program 
and must be the final measure of  efficacy. Efficacy of  a con-
trol program may be increased by using several toxicants in 
combination or by periodically alternating those used. This 
strategy aids in avoiding development of  resistance to the 
primary toxicant (Marsh 1988).
 One disadvantage of  toxicants is that they usually are not 
species-specific (Conover 2002). Potential hazards to non- 
target species must be considered when toxicants are used. 
Hazards associated with use of  a toxicant are not necessarily 
related to toxicity of  the compound, but are more often as-
sociated with how they are applied. Hazards to nontarget 
wildlife can be reduced by properly selecting toxicants, bait 
composition and formulation techniques (including bait color, 
size, shape, texture, and hardness), and bait delivery systems 

(Marsh 1985b). Some toxicants may be absorbed by plants 
and pose a risk to herbivores (Conover 2002). To reduce en-
vironmental hazards, the EPA closely regulates registration 
and monitors risks of  toxicants (Erickson and Urban 2004), 
approving only those that decompose rapidly and do not 
pose a significant threat to other species. Above- and below-
ground carcass searches can be conducted to evaluate effi-
cacy and nontarget mortalities of  the management effort 
(Witmer et al. 1995, VerCauteren et al. 2002b).
 Toxicants are classed as either anticoagulants or non-
anticoagulants. Historically, anticoagulants were considered 
multidose or chronic toxicants, and nonanticoagulants as 
single-dose or acute toxicants. New-generation anticoagu-
lants, however, can be effective in a single feeding and some 
new nonanticoagulants need to be ingested by individuals 
of  the target species over several days (Marsh 1988). Baits 
come in a variety of  forms including food, block, pellets, 
loose meal, seeds, packets, liquids, tracking powder, and non- 
toxic monitoring blocks.
 Numerous toxicant formulations are registered for use in 
commensal rodent control around farm buildings and in 
noncrop areas; however, fewer are available for use in crops. 
Development of  registrations for in-crop use of  toxicants, 
particularly anticoagulants, is a high-priority research area. 
However, use of  toxicants is expected to decline as alterna-
tive methods of  reducing damage are developed (Fagerstone 
and Schafer 1998).
 Anticoagulants are chemicals that disrupt the normal clot-
ting process of  blood. Death in poisoned rodents results from 
internal hemorrhaging and damage to capillaries (Corrigan 
2001). There are 2 classes of  anticoagulants, first-generation 
(multiple-dose) and second-generation (single-dose). First-
generation anticoagulants typically require several consecu-
tive doses to kill, while second-generation anticoagulants 
cause death after a single dose. First-generation anticoagu-
lants generally require ingestion for 3–14 consecutive days 
to be effective. Bait shyness is generally not a problem be-
cause animals do not associate ill effects with bait consump-
tion. However, bait delivery procedures must consider the 
need for making toxicants available over several consecutive 
days. Warfarin was the first, most widely used, of  the “rat 
poisons” for many years (Corrigan 2001). Despite a popular 
misconception that warfarin is no longer used because mice 
and rats have developed a physiological resistance to it, in 
actuality, its patent has expired and newer pesticides more 
profitable for manufacturers have displaced the older pesti-
cides. Physiological resistance to warfarin and other first-
generation anticoagulants is actually a minor problem. Such 
resistance usually only occurs after continuous use at the 
same site for several years and can be overridden by switch-
ing temporarily to another rodenticide, such as zinc phos-
phide. Nevertheless, manufacturers and marketers of  the 
second-generation anticoagulants, which are effective against 
rodents resistant to the first-generation compounds, have 
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touted this effectiveness against resistant rodents in their 
sales pitch. Chlorophacinone and diphacinone are other first-
generation anticoagulants still widely used, but neither is  
effective against rats resistant to warfarin. Vitamin K is an 
antidote for first-generation anticoagulants.
 The active ingredients brodifacoum, bromadiolone, and 
difethialone comprise the most popular second-generation 
anticoagulants used in the United States (Corrigan 2001). These 
anticoagulants are highly toxic to rodents and a single feed-
ing on baits with an active ingredient concentration as low as 
0.005% can result in death (Marsh 1988). Currently, all second-
generation anticoagulants are effective against warfarin- 
resistant rodents.
 Anticoagulants can be obtained in prepared baits or pur-
chased as concentrates for mixing with fresh bait. Baits 
should be placed where rodents feed, drink, or travel. For 
anticoagulants that require multiple ingestions, bait stations 
purchased from pesticide supply houses or constructed from 
wood or metal, are particularly useful in protecting the bait 
from weather and nontarget species (Fig. 34.15). Some baits 
come in packets that are gnawed open by rodents and oth-
ers are available in moisture-resistant paraffin blocks. Sev-
eral anticoagulants are registered for use in tracking pow-
ders, which are dusted into burrows and along runways 
where house mice or Norway rats travel. Rodents ingest the 
anticoagulant by licking the toxic dust from their feet and 
fur.
 Toxicants with different modes of  action provide an ob-
vious answer to anticoagulant resistance. The 3 most com-
mon nonanticoagulant baits used in the structural pest man-
agement industry are zinc phosphide, cholecalciferol, and 
bromethalin. Zinc phosphide is an effective, acute toxicant 
that has been in use for >50 years with minimal nontarget 

hazards (to humans and other nontarget species), though 
several instances of  unintentional intoxication in food-stressed 
turkeys have been documented recently (Poppenga et al. 
2005). A key to success with zinc phosphide is prebaiting to 
establish a feeding routine. For some species of  field ro-
dents, such as prairie dogs, it is the only pesticide currently 
registered for use (Fagerstone and Schafer 1998). Hygnstrom 
et al. (2000) found that zinc phosphide pellets applied in-fur-
row at planting reduced corn yield loss and zinc phosphide 
has since been registered for this use. Hygnstrom et al. (1994) 
also provides species-specific baiting strategies using zinc 
phosphide. Cholecalciferol (vitamin D3) is both a single- 
and multiple-feeding toxicant effective on commensal rodents 
(Marshall 1984). No secondary hazards have been associated 
with its use (Marsh 1988). Bromethalin also is effective on 
rats, including those resistant to warfarin.
 Strychnine is another nonanticoagulant acute rodenti-
cide used to control pocket gopher and some ground squir-
rel populations to reduce damage to forest seedlings, agri-
cultural crops, and home landscaping (Fagerstone and Schafer 
1998). Due to regulatory and court actions, its former wide-
spread use has now been restricted to underground applica-
tions (in pocket gopher and ground squirrel burrows).

Removal
Live traps are often used to capture mammals of  all sizes 
without harm (Fig. 34.16). They are an excellent option to 
use in residential areas or to relocate rodents and other 
small mammals causing damage. Various homemade designs 
can be constructed of  wire mesh or wood, or wire mesh 
and plastic models can be purchased commercially. Certain 
models can be used to capture a variety of  species, while 
others are species-specific. Some designs have doors at both 
ends, permitting visibility through the trap, thereby reduc-
ing trap shyness. Suggested baits, which depend on the spe-
cies being trapped, include apple slices, sunflower seeds, 
peanut butter, and rolled oats. Multiple-capture live traps 
for nutria have potential to increase trapping efficiency and 
provide another tool to gain control of  burgeoning invasive 
species (Witmer et al. 2008a).
 Foothold traps are manufactured in several sizes and de-
signs (Fig. 34.17). Traditional foothold traps are commonly 
used for beaver, muskrat, and nutria control, while smaller 
sizes are used to capture tree and ground squirrels, rats, and 
marmots. Use of  foothold traps, body-gripping traps, and 
snares is controversial; however, when properly used they 
are effective and valuable wildlife management tools. Some 
states prohibit their use, whereas others permit only traps 
with padded or offset jaws. Like other types of  traps, there 
is potential to capture nontarget species. This danger can be 
lessened by using proper trap sizes, pan tension devices, 
breakaway mechanisms, species-specific baits, and selecting 
trap locations that target the habits of  the species being 
trapped (Conover 2002).

Fig. 34.15. Bait station and packet of anticoagulant bait used for 
rodent control. Photo by K. VerCauteren.
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 Body-gripping traps, primarily Conibears (see Fig. 34.17E), 
are used in water sets for beaver, muskrat, and nutria. Man-
ufactured in a variety of  sizes, they have the humane feature 
of  killing quickly. These traps have a pair of  opposing, 
heavy-gauge rectangular rods that close like scissors when 
triggered, killing the animal with a quick body blow. Coni-
bear traps are lightweight and easy to use. They can be 
placed at entrances of  burrows and lodges and in dams, 
runs, and slides. Care should be taken when large Conibear 
traps are used due to the potential hazard to pets, children, 
and nontarget species. Some states prohibit the use of  dry-
land sets.
 Body-gripping traps also are available for moles and 
pocket gophers. For moles, the trap is placed over a section 
of  the burrow that has been intentionally collapsed or com-
pressed by the broad trap pan. The trap is activated when a 
mole, traveling the runway, pushes up on the compressed 
roof, trips the trigger pan, and is caught by the loops or scis-

sor action of  the jaws. The harpoon trap is set in a similar 
fashion, but a spring-loaded harpoon spears the mole. For 
gophers, traps are placed into the exposed laterals or main 
tunnels of  the burrow system. The openings can then either 
be left exposed or covered.
 Snap traps are most commonly used for controlling rats 
and mice, and are used regularly in houses and other build-
ings. Advantages to using snap traps include reduced danger 
to children or pets compared to some chemicals, easy recov-
ery of  killed animals, and no contaminants. Obstacles such 
as boxes or boards can be used to direct rodents to traps. 
Preferred baits include a mix of  peanut butter and rolled 
oats, a small piece of  bacon or apple, or a raisin. Snap traps 
can be used outdoors to capture small field rodents when 
only a few animals are involved, or to capture animals for 
identification or population ecology studies.
 Beaver can be captured as effectively with snares as with 
Conibear or foothold traps (Weaver et al. 1985). Snares cost 
and weigh less than traps. Depending on whether the snare 
has a stop-lock device to restrict tightening, the behavior of  
the captured animal and the length of  time it has been held, 
as well as the part of  the anatomy that is being held, the ani-
mal may or may not die before it can be found and released. 
Snares also are effective in controlling small populations of  
rabbits. Animals must be traveling a well-defined trail or us-
ing a specific entrance such as a hole in a fence. Snares are 
made of  a loop of  lightweight wire or cable incorporating a 
locking device to prevent the animal from backing off  the 
tension in the cable. Snares can be set to kill the captured 
animal or to hold it by the leg or neck. Research is being 
conducted to make snares more species-selective. State wild- 
life regulations should be checked to ascertain legality of  
snare usage.
 Shooting can be a selective method of  eliminating indi-
vidual pest mammals. Small-bore shotguns, rifles, and air guns 
are effective firearms. Some animals can be shot most effec-
tively at night by using a spotlight with a red lens or night-

Fig. 34.16. Live traps come in a variety of sizes and 
styles for almost any mammalian species. Photo by 
M. Lavelle.
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Fig. 34.17. Examples of several types of traps, including foothold 
(B, C, D, and F), snares (A and G), and body-gripping trap (E). 
Photo by M. Lavelle.
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vision equipment. Shooting is especially useful in control-
ling animals with low reproductive rates, such as porcupines. 
Local wildlife codes must be reviewed before shooting is 
used. Shooting at night, in particular with a spotlight, is not 
legal in some states.

CARNIVORES AND OTHER  
MAMMALIAN PREDATORS

Damage Assessment
Depredations of  livestock by mammalian predators have 
been a concern to livestock producers for many centuries. 
In the United States, 224,200 sheep and lambs were esti-
mated to have been lost to predators in 2004 (Agricultural 
Statistics Board 2005). Losses to predators represented 37% 
of  total losses to all causes and resulted in loss of  $18 mil-
lion to farmers and ranchers. In 2004, depredations of  sheep 
and lambs were mainly caused by coyotes (60%), dogs (Ca-
nis lupus familiaris; 13%), mountain lions (Puma concolor; 6%), 
and bears (Ursus arctos horribilus and U. americanus; 4%). Cat-
tle and calf  losses to predators in the United States totaled 
190,000 head during 2005 with an estimated loss of  $92.7 
million (Agricultural Statistics Board 2006). Losses to preda-
tors accounted for only 5% of  total losses. Coyotes caused 
51% of  predator losses to cattle and calves, followed by dogs 
(11%). Losses of  poultry to predators, although not well 
documented, also are believed to be substantial (Andelt and 
Gipson 1979). Not only do predators directly kill livestock, 
but changes in livestock behavior (Kluever et al. 2008) also 
should be considered.
 Predation by coyotes, wolves (Canis lupus), bears, and 
mountain lions can be a significant mortality factor for many 
ungulate species, mainly white-tailed deer, mule deer, black-
tailed deer (O. h. columbianus and O. h. sitkensis), moose, cari-
bou (Rangifer tarandus), and elk (Cervus canadensis; Linnell et al. 
1995, Ballard et al. 2001). Predation on neonatal ungulates 
with losses >50% of  the fawn cohort is commonly docu-
mented, especially in areas with coyotes (Barrett 1984, Ham-
lin et al. 1984, Whittaker and Lindzey 1999). Whether pre-
dation is a factor regulating ungulate populations, and whether 
predator control can enhance ungulate populations, contin-
ues to be a matter of  debate among scientists (Connolly 
1978, Messier 1991, Sinclair 1991, Boutin 1992, Ballard et al. 
2001) and remains controversial with the general public (Kel-
lert 1985, Andelt 1987).
 Predation by red foxes (Vulpes vulpes), skunks (genera 
Conepatus, Mephitis, and Spilogale), raccoons (Procyon lotor), 
and mink (Mustela vison) can be a major source of  mortality 
to waterfowl (Sovada et al. 2001, Pearse and Ratti 2004), 
grouse (subfamily Tetraoninae; Hewitt et al. 2001, Schroeder 
and Baydack 2001), ring-necked pheasant (Phasianus colchi-
cus; Riley and Schulz 2001), quail (subfamily Odontophori-
nae; Rollins and Carroll 2001), Neotropical migrant song-
birds (Heske et al. 2001), and rare or endangered species 

such as sea turtles (family Cheloniidae; Ratnaswamy et al. 
1997, Engeman et al. 2006), forest mammals (Dexter and 
Murray 2009), and rare birds (Hartman et al. 1997). Preda-
tion may affect nest success, juvenile survival, and adult sur-
vival. The red fox is possibly the most serious predator of  
waterfowl because it can kill nesting hens as well as destroy 
eggs (Sargeant et al. 1984). Nest predation by raccoons and 
skunks also can impact nesting waterfowl, as well as threat-
ened and endangered bird species.
 How predators impact other predators is a topic of  grow-
ing interest ( Johnson et al. 1996). Many larger predators di-
rectly kill smaller competing carnivores, some of  which are 
endangered species or species of  concern; see Johnson et al. 
(1996) and Creel et al. (2001) for reviews on interspecific 
competition and intra-guild predation. For example, coyotes 
killing swift foxes (V. velox; Sovada et al. 1998, Schauster et al. 
2002) and kit foxes (V. macrotis; White and Garrott 1999, 
Cypher et al. 2000) has been well documented, with this 
level of  mortality possibly causing population declines or 
limiting recruitment (White et al. 2000, Kamler et al. 2003, 
Karki et al. 2007). Recent reintroductions of  wolves into the 
northern Rocky Mountains has brought about changes in 
coyote abundance (Berger and Gese 2007) and a subsequent 
shift in trophic interactions resulting in an increase in prong-
horn (Antilocapra americana) fawn survival (Berger et al. 2008). 
Indirect effects, such as spatial avoidance or segregation, 
temporal separation, and resource partitioning, also are in-
fluential on the distribution and dynamics of  smaller sym-
patric predators (Creel et al. 2001, Gosselink et al. 2003, 
Thornton et al. 2004). Understanding the interactions be-
tween competing predators will continue to be important, 
particularly in areas where increased human development 
will limit available habitat (Creel et al. 2001).
 Actually witnessing a predator killing a prey item is rare. 
Therefore, an accurate assessment of  a predation event re-
quires careful observational skills (O’Gara 1978a, Bowns 
and Wade 1980). O’Gara (1978a), Wade and Bowns (1982), 
and Acorn and Dorrance (1998) provide a review of  exami-
nation and identification of  predators involved in depreda-
tion events. In general, upon arrival at a depredation site, 
personnel should approach the site carefully, and be sure 
not to trample tracks, feces, blood, vegetation, or other evi-
dence that may assist in identifying the cause of  death and 
the predator involved (if  it is predation). Signs of predation 
and the possible predator involved should be searched for 
on the prey item and around the kill site. Collection of  sali-
vary DNA samples from the attack wounds can be used to 
identify the responsible predatory species, as well as the sex 
and identity of  the individual animal (Blejwas et al. 2006). 
These sterile samples should be collected prior to handling 
or skinning the carcass to prevent sample contamination. 
Extensive hemorrhaging usually is characteristic of  preda-
tion. If  predation is suspected, skinning the carcass (particu-
larly around the neck, throat, and head) may provide clues 
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to the predator involved by examination for subcutaneous 
hemorrhage, tissue damage, and the size, spacing, and loca-
tion of  tooth marks (O’Gara 1978a, Wade and Bowns 1982). 
Hemorrhaging occurs only if  the skin and tissue damage 
occurred while the animal was still alive. Animals that die 
from causes other than predation normally do not show ex-
ternal or subcutaneous bleeding, although bloody fluids 
may be lost from body openings (O’Gara 1978a, Wade and 
Bowns 1982). The cause of  death is best evaluated if  the car-
cass is examined when fresh. Tracks and scats alone are not 
proof  of  depredation or of  the species responsible, only that 
a particular predator is in the area. Other signs associated 
with a depredation event include nervous or alert livestock, 
injured livestock, or females calling or searching for young 
(Acorn and Dorrance 1998). Thus, all evidence must be con-
sidered to ascertain whether the death was due to a preda-
tor and the predatory species responsible. Many predators 
will scavenge carcasses; hence, scavenging should not be 
confused with predation. Although not tested for this pur-
pose, scent-matching dogs (Smith et al. 2003) hold promise 
as a method to detect and identify the predator species at a 
kill site, and even to identify the individual animal (Kerley 
and Salkina 2007).

Identification of Species Damage
Badgers
Badgers are opportunistic feeders, preying primarily on mice, 
prairie dogs, marmots, pocket gophers, ground squirrels, 
and occasionally on rabbits (especially young; Messick 1987, 
Lindzey 1994). Badgers destroy nests of  ground-nesting 
birds and occasionally kill small lambs and poultry. Their 
burrows in a field may slow harvesting or cause damage to 
machinery, and their digging can damage earthen dams or 
dikes (Lindzey 1994, VerCauteren et al. 2005a). Badger tracks 
appear similar to coyote tracks, but badger tracks appear to 
be pigeon-toed and impressions from the long toenails are 
apparent under most conditions (Murie 1954). Signs of  dig-
ging near prey remains may be the best evidence of  badger 
activity. Damage management techniques include fencing, 
frightening devices, traps (foothold), snares and shooting.

Black and Grizzly Bears
Conflicts with bears occur when they prey on livestock, 
feed on field crops, destroy beehives, or become a nuisance 
around campgrounds, cabins, landfills, and garbage dumps 
(Hygnstrom 1994, Jonkel 1994, Baruch-Mordo et al. 2008). 
Bears usually kill by biting the neck or by slapping the vic-
tim, leaving a mauled and mutilated carcass (O’Gara 1978a, 
VerCauteren et al. 2005a); the neck may be broken (Acorn 
and Dorrance 1998). Bears will trample the vegetation and 
often vomit or defecate near the carcass. Large prey items 
are usually opened ventrally and the heart and liver con-
sumed (Bowns and Wade 1980); the udder of  lactating fe-
males may be consumed. The intestines often are spread 

around the site, and the animal may be partially skinned 
where the carcass is fed upon (VerCauteren et al. 2005a). 
Sheep and goats may be consumed almost entirely, with 
only the rumen, skin, and large bones remaining (Acorn 
and Dorrance 1998). Bears use their feet while feeding, and 
do not slide the prey around (O’Gara 1978a). However, if  
the prey is killed in the open, the carcass may be dragged to 
a secluded spot before or after initial consumption (Acorn 
and Dorrance 1998).
 Brown bears have a feeding and killing pattern similar to 
that of  black bears ( Jonkel 1994), but they usually cover their 
prey after the initial feeding, whereas black bears rarely 
cover the prey item (Acorn and Dorrance 1998). Cattle are 
usually killed by a bite through the back of  the neck and 
large prey often has claw marks on the flanks or hams. The 
back of  an ungulate is often broken in front of  the hips 
where the bear pushes the animal down. Young calves are 
sometimes bitten through the forehead. Sheep may stam-
pede at the onset of  a bear attack and injure or kill them-
selves by tripping on downed timber.
 Urbanization has brought about an increase in human–
bear interactions (Baruch-Mordo et al. 2008), particularly in 
the western United States. Availability of  anthropogenic 
food sources in towns occupying mountainous regions has 
increased conflicts between bears and humans, with subse-
quent effects to local bear populations (Beckmann and Lackey 
2008). Some of  these conflicts were originally believed to be 
the result of  social learning (i.e., sows teaching their cubs 
to raid garbage), but genetic evidence suggests, “the acquisi-
tion of  food conditioning behavior was not solely a function 
of  social learning or inheritance” (Breck et al. 2008:428).
 Black bears can cause significant damage to trees, espe-
cially in second-growth forests (Noble and Meslow 1998, 
Partridge et al. 2001, Nolte and Dykzeul 2002). Damage can 
be recognized by the large, vertical incisor marks and claw 
marks on the sapwood and ragged strips of  hanging bark, 
or branches broken to feed on fruit (Hygnstrom 1994). Most 
bark damage occurs during May to July. Damage to field crops 
also can be substantial, with corn and oats being preferred 
crops (Hygnstrom 1994). Damage management techniques 
include supplemental feeding, aversive conditioning, fenc-
ing, frightening devices, hazing, repellents, traps (foothold 
and live traps), foot snares, and hunting with dogs.

Coyotes, Wolves, and Dogs
These canid predators prey on animals ranging in size from 
big game and livestock to native birds, poultry, and rodents 
(Andelt and Gipson 1979, Carbyn 1987, Voigt and Berg 1987). 
Coyotes are the most common and most serious predator 
of  livestock in the western United States (Agricultural Sta-
tistics Board 2005) and are becoming more of  a problem in 
the eastern United States. Coyotes normally kill livestock 
with bites to the neck and throat, but may pull the animal 
down by attacking the side and hindquarters (O’Gara 1978a, 
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Wade and Bowns 1982, Green et al. 1994, Acorn and Dor-
rance 1998). The rumen and intestines are not eaten, but of-
ten removed and dragged away from the carcass. When ca-
nids kill small lambs, their upper canine teeth can penetrate 
the top of  the neck or the skull (Wade and Bowns 1982). 
Calf  predation by coyotes is most common when calves are 
young. Calves attacked, but not killed, exhibit wounds to 
the flank, hindquarter, or front shoulder (Wade and Bowns 
1982). Deer that are killed are completely dismembered and 
eaten (VerCauteren et al. 2005a). With increased urbaniza-
tion, complaints of  pets being killed by coyotes have in-
creased and attacks on humans (mainly children) are an in-
creasing concern in urban areas. Agricultural producers 
using drip irrigation systems report that coyotes chew holes 
in plastic pipe and disrupt irrigation (Werner et al. 1997). 
Fruit crops, particularly watermelons (Citrullus lanatus), also 
can be consumed or damaged by coyotes (Green et al. 1994).
 Wolves prey mainly on larger ungulates such as deer, 
caribou, moose, elk, and cattle. Cattle, especially calves, are 
most vulnerable to wolf  predation (Paul and Gipson 1994, 
Acorn and Dorrance 1998), as are domestic sheep (Gula 
2008). Although predation on livestock is usually rare (Fritts 
et al. 1992, Oakleaf  et al. 2003), wolf  predation on cattle and 
sheep has been increasing in the Northern Rocky Mountain 
states as wolf  recovery progresses (Bangs et al. 2006). 
Wolves usually kill ungulates by attacking the hindquarters 
or by seizing the flanks (Paul and Gipson 1994). Slash marks 
made by the canine teeth may be found on the rear legs and 
flanks (VerCauteren et al. 2005a). When the victim is badly 
wounded and collapses, wolves will often disembowel the 
animal (Paul and Gipson 1994). Wolves usually eat the vis-
cera and hindquarters first. Most of  the carcass is consumed 
and large bones may be chewed or cracked open (Acorn and 
Dorrance 1998). Wolves may carry parts of  the carcass to 
dens or rendezvous sites for the pups to consume.
 Domestic dogs can be a serious problem to livestock, es-
pecially to sheep pastured near cities and suburbs (Green and 
Gipson 1994). Dogs may be indiscriminate as to how and 
where they attack, but often attack the hindquarters, flanks, 
and head, and rarely kill as effectively as coyotes (Green and 
Gipson 1994, VerCauteren et al. 2005a). O’Gara (1978a) con-
sidered dogs to be “sloppy” killers, often slashing and tear-
ing victims and leaving many cripples (Acorn and Dorrance 
1998). If  dogs eat sheep or big game, they normally eat the 
hams and often vomit near the site (O’Gara 1978a). Normally 
little flesh is consumed (Green and Gipson 1994, Acorn and 
Dorrance 1998). Dogs generally wound the animal in the 
neck and front shoulders; the ears often are badly torn (Ver-
Cauteren et al. 2005a). Attacking dogs often severely mutilate 
the prey (Acorn and Dorrance 1998); skinning the animal will 
often reveal 80% of  the body bruised by bites that did not 
penetrate the skin (O’Gara 1978a).
 Coyote and dog tracks are similar, but distinguishable. 
The larger size of  wolf  tracks often separates them from 

coyotes and dogs. Coyote tracks are more oval in shape and 
compact than dogs (Green et al. 1994, Acorn and Dorrance 
1998). Dog tracks are round with the toes spread apart and 
toenail marks usually are visible on all toes. Coyote tracks 
tend to follow a straight line more closely than dogs (Murie 
1954, Green et al. 1994). Damage management techniques 
include livestock husbandry practices, livestock protection 
collars, guard animals (dogs, llamas [Lama glama], and donkeys 
[Equus asinus]), electronic training collar, fencing, frighten-
ing devices, reproductive interference, M-44s, aerial hunting, 
calling and shooting, denning, traps (foothold), and snares.

Mountain Lions, Bobcats, and Lynx
Felids that cause damage are primarily mountain lions, bob-
cats, and lynx (L. canadensis). Mountain lions are primarily 
carnivorous and prey on native ungulates (mainly deer and 
elk), and livestock (particularly horses, sheep, goats, and cat-
tle; Lindzey 1987). They also will eat rodents and other 
small mammals when available (VerCauteren et al. 2005a). 
Livestock depredations are often random and unpredictable; 
it is common for several animals to be killed in a short  
period of  time (Knight 1994a).
 Sheep, goats, calves, and deer are typically killed by 
mountain lions with bites to the top of  the neck or head 
(Knight 1994a, Acorn and Dorrance 1998). Lions also may 
sever the vertebral column and break the neck of  their prey. 
Mountain lions kill in a similar manner to bobcats, but the 
tooth punctures will be larger (0.63–0.79 cm) and more 
round than bobcat punctures (O’Gara 1978a). Strips of  skin 
also will be present at the kill site from the lacerations 
caused by the lion’s claws. Mountain lions usually feed first 
upon the shoulders of  their prey (O’Gara 1978a). The stom-
ach generally is untouched (Acorn and Dorrance 1998). The 
large leg bones of  prey may be crushed and ribs may be bro-
ken (VerCauteren et al. 2005a). Often a lion will cover its kill 
with soil, leaves, grass, and debris (Knight 1994a) and may 
return to feed for 3–4 nights. They normally uncover the kill 
at each feeding and move it 10–25 m before covering the 
carcass again. After the last feeding, the remains may be left 
uncovered (Shaw 1983).
 Mountain lion tracks may be difficult to observe except 
in snow or sandy or wet soil (Murie 1954). Adult lion tracks 
are approximately 10 cm across and have a distinguishable 
3-lobed heel pad (Knight 1994a). Mountain lions have re-
tractable claws; therefore, no claw marks will be evident. 
Large dog tracks could be confused with lion tracks. How-
ever, dog tracks normally show distinctive claw marks, are 
less round than mountain lion tracks, and have different 
heel-pad marks (VerCauteren et al. 2005a).
 Bobcats are opportunistic predators, feeding mainly on 
rabbits, rodents, and birds (Rolley 1987). They will occasion-
ally kill and consume poultry, goats, small dogs, house cats, 
and rarely, calves (Virchow and Hogeland 1994) and sheep 
(Neale et al. 1998). Bobcats usually kill their prey by biting 
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the back of  the neck or base of  the skull (O’Gara 1978a). 
Bobcats often may be carried a short distance by an adult 
deer before completing the kill. Victims usually die of  suffo-
cation and shock, or from dislocated neck vertebrae. Hair 
and strips of  hide may be found at the site where the cat 
first attacked. Scratches are usually evident on the shoulders, 
back, or sides of  the prey (Virchow and Hogeland 1994). 
Bobcats often attack and kill lambs by holding the victim 
with their claws while biting the neck or head. Skulls of  the 
victim may be fractured, but not crushed like those bitten 
by coyotes (O’Gara 1978a). The hindquarters of  deer or 
sheep usually are eaten first by bobcats, although the shoul-
der, neck, or flank also may be consumed first. The rumen 
is often untouched. Carcasses are usually covered before be-
ing left and may be buried under leaves, snow, or soil, or the 
remains may be carried and cached under shrubs (O’Gara 
1978a, Virchow and Hogeland 1994). Bobcats reach out 
30–35 cm when covering their kill, whereas mountain lions 
reach out to 90 cm (Young 1958). Poultry usually are killed 
by biting the head and neck (Young 1958); the heads usually 
are eaten. Tooth punctures from a bobcat are similar to 
those of  a coyote, but tend to slash more than those of  ca-
nids (O’Gara 1978a). The distance between the canine teeth 
marks also will help distinguish a mountain lion kill from a 
bobcat kill: 3.8 cm versus 1.9–2.5 cm, respectively (Wade 
and Bowns 1982). Lynx may kill livestock (Odden et al. 
2008), but mainly specialize on snowshoe hares (Lepus ameri-
canus; Quinn and Parker 1987). Bobcat and lynx feces are 
similar in size and shape (Murie 1954). In areas inhabited by 
both species, careful examination of  the tracks will help 
identify the species responsible for a depredation event. The 
lynx has larger feet with much more hair, and the toes tend 
to spread more than those of  bobcats (Murie 1954). Small 
Neotropical felids in the United States, such as the ocelot 
(Leopardus pardalis), margay (L. wiedii), and jaguarundi (Her-
pailurus yaguarondi), pose little threat to livestock, but may 
occasionally kill a chicken. They mainly consume native 
birds, small mammals, and reptiles (Tewes and Schmidly 1987). 
Damage management techniques include fencing, fright-
ening devices, traps (foothold), snares, and hunting (by call-
ing and shooting and with dogs).

Foxes
Gray (Urocyon cinereoargenteus) and red foxes feed primarily 
on rabbits, hares, small rodents, poultry, birds, fruit, and in-
sects (Voigt 1987). Although poultry is the most commonly 
killed domestic prey, red foxes (and to a lesser extent gray 
foxes) may prey on livestock, mainly lambs and kids (Phil-
lips and Schmidt 1994). Predation of  poultry by swift and 
kit foxes is almost nonexistent (O’Farrell 1987, Scott-Brown 
et al. 1987). Arctic foxes (V. lagopus) may prey on livestock 
(Garrott and Eberhardt 1987). Foxes usually attack the throat 
of  lambs and kids, but kill some prey by multiple bites to 
the neck and back (Wade and Bowns 1982, VerCauteren et al. 

2005a). Foxes do not have the body or jaw power of  larger ca-
nids; thus, they are unable to seize and immobilize large prey 
and multiple bites may be evident (Wade and Bowns 1982). 
Foxes generally eat the viscera first and may begin feeding 
through the ribs. Foxes killing fowl usually leave behind only 
a few drops of  blood and feathers and carry the prey from the 
kill location (Phillips and Schmidt 1994). Eggs usually are 
opened enough to allow the contents to be licked out and  
are often left beside the nest (VerCauteren et al. 2005a).
 When attempting to identify the predator of  a depre-
dated animal, note the canine teeth are smaller and the 
spacing is narrower in foxes compared to coyotes (Wade 
and Bowns 1982). Red fox tracks may resemble coyote 
tracks, but fox tracks are generally smaller than coyote tracks 
and have a shorter stride (Murie 1954). Gray fox tracks are 
slightly smaller than those of  red foxes. Damage manage-
ment techniques include guard dogs, fencing, frightening 
devices, M-44s, aerial hunting, traps (foothold), snares, call-
ing and shooting, and hunting dogs.

Opossums
Opossums (Didelphis marsupialis) are primarily insectivo-
rous and omnivorous and prefer fish, crustaceans, insects, 
mushrooms, fruits, vegetables, eggs, and carrion (Seiden-
sticker et al. 1987). Opossums will occasionally raid poultry 
houses and generally kill one chicken at a time, often maul-
ing the victim. Eggs will be mashed and messy; the shells of-
ten are chewed into small pieces and left in the nest. Young 
poultry or game birds are consumed entirely. Opossums in 
urban areas may be a nuisance where they get into garbage 
cans, compost piles, bird feeders, and pet food ( Jackson 
1994a). Damage management techniques include fencing, 
traps (foothold and live traps), shooting, and hunting dogs.

Raccoons
Raccoons are omnivorous predators, eating mice, birds, 
snakes, frogs, insects, crawfish, grass, berries, acorns, corn, 
melons, turtle eggs, and various grain crops (Sanderson 1987). 
Raccoons are notorious for raiding fields of  sweet corn and 
tearing ears off  the plants. In watermelon fields, raccoons 
will dig into the melon and scoop out the contents with 
their front paws (Boggess 1994). In urban areas, raccoons 
readily raid garbage cans and dumps. They cause damage to 
buildings when gaining access to attics and chimneys. Agri-
cultural fields and gardens near wooded areas may experi-
ence damage from raccoons. Raccoons may prey on eggs 
and young of  ground- and cavity-nesting birds, or raid artifi-
cial nesting structures (Boggess 1994). Predation by rac-
coons on nests of  sea turtles (Ratnaswamy et al. 1997), an-
cient murrelets (Synthliboramphus antiquus; Hartman et al. 
1997), and other threatened and endangered species is a 
growing concern for conservation efforts.
 Raccoons rarely kill small lambs. When they do, they 
usually grab their prey with their paws and bite the neck 
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(O’Gara 1978a). Similar to the bites of  a fox, bites from a 
raccoon attack usually encircle the whole neck (O’Gara 
1978a). Skinning the carcass will reveal bruises where the 
prey was grabbed, but not deep scratches as with bobcats. 
Raccoons often feed on a carcass at the loins or by making a 
small hole in the side of  the carcass and pulling the viscera 
from the body cavity to consume it (O’Gara 1978a). Raccoons 
occasionally raid poultry houses and may kill many birds in 
a night. The heads of  adult birds are usually bitten off  and 
left, the breast and crop may be torn and chewed, and the 
entrails may be consumed (Boggess 1994). Young birds in 
pens or cages may be killed or injured when the raccoon 
grabs a bird through the wire mesh and tries to pull it from 
the cage. Eggs may be removed and eaten away from the 
nest, or consumed on the spot with only shell fragments 
remaining.
 Raccoons leave a distinctive 5-toed track resembling a 
small human handprint (Boggess 1994). Tracks usually are 
paired, and the left hind foot is placed beside the right fore-
foot. Raccoon and opossum tracks can be difficult to distin-
guish in soft sand where toe prints are not distinctive. Dam-
age management techniques include fencing, traps (foothold 
and live traps), shooting, and hunting dogs.

Skunks
Skunks are opportunistic omnivorous predators consuming 
insects (particularly grasshoppers, beetles, and crickets), bird 
eggs, mice, and occasionally rats and cottontail rabbits (Ro-
satte 1987, Knight 1994b). Skunks become a nuisance when 
they dig small (7–10-cm), cone-shaped holes, or turn over 
patches of  earth in lawns, gardens, and golf  courses in search 
of  insect grubs (VerCauteren et al. 2005a). They may bur-
row under porches and buildings. Their odor is a common 
complaint when they take up residence under human dwell-
ings. Skunks may damage beehives when attempting to eat 
the bees.
 Skunks are major predators of  waterfowl nests. Non- 
lethal techniques to reduce skunk predation on waterfowl 
nests have had limited success (Greenwood and Sovada 
1996, Greenwood et al. 1998). Skunks occasionally kill do-
mestic poultry and eat eggs, but usually will not climb fences 
to raid poultry houses (Knight 1994b). When skunks kill 
poultry, they generally kill only 1–2 birds, and often maul 
them. Eggs usually are opened at one end with the edges 
crushed inward as the skunk punches its nose into the hole 
to lick out the contents (Knight 1994b). When in a more ad-
vanced stage of  incubation, eggs are likely to be chewed in 
small pieces. Eggs may be removed from the nest, but are 
rarely moved far (VerCauteren et al. 2005a).
 Inhabited dens can be recognized by fresh droppings 
containing undigested insect parts near the mound or hole 
(VerCauteren et al. 2005a). Dens usually have a characteris-
tic skunk odor, although the odor may not be strong. Tracks 
are relatively distinctive with both front and rear feet having 

5 toes, with claw marks often visible (Knight 1994b). The 
heel of  the forefeet may not be visible and in some cases, 
the fifth toe may not be obvious (Knight 1994b). Damage 
management techniques for skunks include fencing, repel-
lents and fumigants, traps (foothold and live traps), and 
shooting.

Weasels and Mink
Weasels (Mustela erminea, M. frenata, and M. nivalis) feed 
mainly on insects and small rodents, and occasionally prey 
on birds, fish, amphibians, reptiles, nests of  ground-nesting 
birds, and berries (Fagerstone 1987). Mink are generalists and 
feed mainly on small rodents, muskrats, and lagomorphs. 
Mink also will prey upon fish, birds, and invertebrates (Ea-
gle and Whitman 1987). Weasels and mink have a similar 
killing pattern in which they bite the prey item through the 
skull and upper neck. When feeding on muskrats, mink will 
often make an opening at the back or side of  the neck. As 
the mink consumes the flesh, ribs, and pieces of  the adja-
cent hide, the head and hindquarters are pulled through the 
same hole and the animal is skinned; weasels demonstrate a 
similar feeding pattern when consuming small rodents.
 Weasels and mink will raid poultry houses at night and 
kill or injure fowl (Henderson 1994b). They often kill many 
birds by biting them in the head and often eat only the 
heads of  the victims, but will consume the body as well. Rat 
predation usually differs from weasel predation in that por-
tions of  the chicken are eaten and carcasses are dragged into 
holes or concealed places (Henderson 1994b). Waterfowl 
eggs destroyed by weasels tend to be broken at the ends, 
with openings 15–20 mm in diameter (Teer 1964). Close ex-
amination of  shell fragments will often disclose finely chewed 
edges and tiny tooth marks left by a weasel (Rearden 1951).
 Weasels den in burrows in the ground, under rocks or 
brush piles, in barns, or in piles of  stored hay (VerCauteren 
et al. 2005a). The den itself  is an enlarged chamber (3.5–
5.0 cm) lined with dry grass and the fur of  previous kills 
(Fagerstone 1987). Mink may use cavities in roots of  trees, 
rocks, brush piles, logjams, and beaver lodges (Eagle and 
Whitman 1987). Mink also will use abandoned burrows of  
other animals as den sites, especially those of  muskrats. 
Damage management techniques include fencing and 
traps (Conibear, foothold, and live traps).

Feral Cats
Feral cats are house cats living in the wild, although even 
house cats can cause damage by killing native small mam-
mals and songbirds (Soulé et al. 1988, Crooks and Soulé 1999). 
Feral cats are opportunistic predators that prey on ducks, 
pheasants, rabbits, quail, rodents, insects, reptiles, amphibi-
ans, and fish (Fitzwater 1994). Similar to feral dogs, feral cats 
are often described as “sloppy” killers, with parts of  their 
prey strewn about when feeding. Cats generally consume 
the meaty portions of  large birds, leaving loose skin with 
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feathers attached (VerCauteren et al. 2005a). Small birds 
generally are consumed and only the wings and scattered 
feathers remain. Cats usually leave tooth marks on every ex-
posed bone of  their prey. Nesting birds are vulnerable to cat 
predation and cats can exact a heavy toll on bird populations 
(Churcher and Lawton 1987, Jurek 1994, Coleman et al. 
1997). Unlike domestic house cats, feral cats often are ex-
tremely wary of  humans. Damage management techniques 
include fencing, frightening devices (dogs), traps (foothold 
and live traps), snares, and shooting.

Management Techniques
Protecting livestock and poultry from predators is a com-
plex endeavor, with each case requiring an assessment of  
the legal, social, economic, biological, and technical aspects, 
with no one technique solving the problem in all circum-
stances (Knowlton et al. 1999, Bangs et al. 2006). Successful 
resolution of  conflicts with predators involves an analysis of  
the efficacy, selectivity, and efficiency of  various manage-
ment scenarios (Knowlton et al. 1999, Gese et al. 2005), with 
an integration of  opportunities to empower the local public 
to protect their private property (Bangs et al. 2006). Control 
techniques may be considered either corrective (after a 
depredation event) or preventive (before the event). Selec-
tivity of  the technique is important when attempting to 
solve the depredation problem (Mitchell et al. 2004). Results 
from general population reduction are mixed. Sometimes 
reducing the size of  the predator population reduces depre-
dations (e.g., Herfindal et al. 2005), while other times it has 
no effect on solving the depredation problem (e.g., Conner 
et al. 1998). Certain techniques (e.g., livestock protection 
collars, calling and shooting) that selectively remove the of-
fending individual (Sacks et al. 1999a, b; Blejwas et al. 2002) 
are nonselective techniques (e.g., traps or snares) that pred-
ators learn to avoid (Sacks et al. 1999a), or that may create 
more wary animals (Mettler and Shivik 2007). Identifying 
the “problem” animal can be difficult (Linnell et al. 1999). 
Methods that are more benign in their effects on other spe-
cies are preferred to those creating greater perturbations 
(Knowlton et al. 1999). Often, providing livestock producers 
a variety of  tools to manage depredation may improve the 
likelihood of  acceptance of  predators (Bangs et al. 2006). In-
creased predation on livestock may be exasperated when  
native prey species decline in abundance, thereby reducing 
their buffering effects (Knowlton et al. 1999, Stoddart et al. 
2001, Sacks and Neale 2007).
 A diverse array of  techniques (nonlethal and lethal) has 
been used to prevent or deter depredations on livestock and 
poultry (Green et al. 1994, Knowlton et al. 1999, Gese et al. 
2005). Regrettably, many of  these techniques do not often 
carry over to protecting wildlife resources. However, Seidler 
(2009) recently documented that sterilization of  coyotes in-
creased pronghorn fawn survival. Some techniques devel-
oped for protection of  domestic commodities (e.g., fencing, 
lethal removal) may reduce depredations on natural re-

sources (Ratnaswamy et al. 1997, Garrettson and Rohwer 
2001), but are generally limited to small-scale applications. 
Most nonlethal procedures are within the operational pur-
view of  the agricultural producer. Livestock producers spent 
close to $200 million on nonlethal techniques in 2005, with 
guard animals, exclusion fencing, and frequent checking 
of stock the most common methods employed (Agricul-
tural Statistics Board 2006). Although there are reports of  
success with some methods, failures are common; few such 
methods have been subjected to critical evaluation or test-
ing, and none have proven a panacea (Knowlton et al. 1999).

Livestock Husbandry Practices
Various livestock management practices have been suggested 
as a means of  reducing depredation losses (Robel et al. 1981, 
Wagner 1988, Acorn and Dorrance 1998). Some of  the most 
common practices include (1) confining or concentrating 
flocks during periods of  vulnerability (e.g., at night or dur-
ing lambing), (2) using herders, (3) shed-lambing, (4) remov-
ing livestock carrion from pastures, (5) synchronizing birth-
ing, and (6) keeping young animals in areas with little cover 
and in proximity to human activity (Knowlton et al. 1999). 
These procedures generally require additional resources and 
effort, and frequently only delay onset of  predation, or may 
have undesirable side effects (Knowlton et al. 1999). For 
these methods to be effective, producers must develop strat-
egies for their own situations. Producers also must realize 
that economic advantages of  modifying their husbandry 
practices may be difficult to demonstrate (Knowlton et al. 
1999), but can assist in herd management and production. 
Surveys indicate that producers used fencing (52%), night 
penning (33%), and guard dogs (32%) in their sheep man-
agement operations (Agricultural Statistics Board 2005).

Guard Dogs
Use of  guard dogs to deter coyotes from livestock has been 
used traditionally by many sheep producers, particularly in 
fenced pastures (Acorn and Dorrance 1998). In several west-
ern states, about 32% of  producers surveyed used guard 
dogs to protect their flocks (Agricultural Statistics Board 
2000). In Colorado, Andelt (1992) reported that sheep pro-
ducers estimated their guard dogs saved an average of  
$3,216 worth of  sheep annually and reduced their need for 
other control techniques. Dog breeds most commonly used 
as livestock guardians include Great Pyrenees, Komondor, 
Akbash, Anatolian, and Maremma (Fig. 34.18). Although there 
does not appear to be one breed that is most effective, live-
stock producers rated Akbash as more effective at deterring 
predation because it was more aggressive, active, intelligent, 
and faster (Andelt 1999). The Great Pyrenees was the most 
common guard dog breed in Alberta, Canada (Acorn and 
Dorrance 1998). Studies investigating efficacy of  guard dogs 
have shown the dogs to be effective in some situations and 
ineffective in others (Linhart et al. 1979, Coppinger et al. 
1983, Green et al. 1984, Green and Woodruff  1987, Conner 
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1995, Andelt and Hopper 2000). This disparity may be due to 
the inherent difficulty guard dogs have in effectively protect-
ing large flocks that are dispersed over rough terrain and/or 
in areas where thick cover conceals approaching predators. 
Training and close supervision of  the dogs are important for 
success with this technique (Acorn and Dorrance 1998). 
Some poorly trained or minimally supervised guard dogs 
have killed sheep and lambs, harassed or killed wildlife, and 
threatened people that intrude upon their territory. However, 
not all guard dog failures or undesired behaviors stem from 
poor training or supervision. There is considerable behavioral 
diversity within a litter of  guard dog pups; some turn into 
valuable and effective guard animals, while others do not, de-
spite similar training and effort. Use of  guard dogs precludes 
use of  other control devices (e.g., traps, snares, M-44s) and 
techniques (e.g., calling and shooting; Knowlton et al. 1999). 
Dogs can be killed or injured by poisons, snares, and traps 
used for predator control (Acorn and Dorrance 1998).

Guard Llamas
Use of  llamas for protecting livestock from predators takes 
advantage of  the llama’s evolution with predators and their 
aggressiveness toward predators (Fig. 34.19). Use of  llamas 
as guard animals is growing in popularity, with about 22% 
of  western producers surveyed using them (Agricultural 
Statistics Board 2000). Studies have found use of  llamas to 
be a practical and effective technique to deter predators, 
mainly coyotes and dogs, from depredating livestock (Frank-
lin and Powell 1994, Meadows and Knowlton 2000). Llamas 
can be kept in fenced pastures with sheep or goats, do not 
require any special feeding program, are relatively easy to 
handle, and live longer than guard dogs (Knowlton et al. 
1999). Although guard animals may not deter coyotes from 
inhabiting the immediate area near livestock, they may change 
predators’ behavior and activity patterns when in those ar-
eas (Knowlton et al. 1999). Traits that may be useful in se-
lecting a guard llama include dominance, alertness, and body 
weight (Cavalcanti and Knowlton 1998).

Guard Donkeys
Donkeys also have been used as livestock guardians (Green 
1989, Acorn and Dorrance 1998), with about 6% of  produc-

ers in the western United States using donkeys as a manage-
ment tool (Agricultural Statistics Board 2000). The protec-
tive behavior of  donkeys apparently stems from their dislike 
of  dogs. A donkey will bray, bare its teeth, chase, and try to 
kick and bite coyotes and dogs (Acorn and Dorrance 1998). 
Recommendations on using guard donkeys include using 
only a jenny (female) or gelded jack (male; intact jacks are 
too aggressive toward livestock), and placing one donkey 
per flock or group while keeping other donkeys or horses 
away to prevent the guard donkey from bonding with any 
animal except those to be protected. Furthermore, donkeys 
should be introduced to the livestock about 4–6 weeks prior 
to the onset of  anticipated predation events to properly bond 
with the group (Acorn and Dorrance 1998). Donkeys are 
most effective in small, fenced pastures.

Supplemental Feeding
Supplemental feeding, to divert a predator from a vulnera-
ble commodity, has received some attention. Many preda-
tors will readily consume food provisioned by humans. Green-
wood et al. (1998) found that although skunks and other 
predators responded to supplemental feeding, depredations 
on waterfowl nests remained unchanged. They concluded 
that food provisioning had limited value for managing dep-
redations on waterfowl nests in the Prairie Pothole region 
of  North America because the predator community was 
large and complex. In the Pacific Northwest, black bears 
damage coniferous trees by feeding on sapwood during 
spring (Noble and Meslow 1998, Partridge et al. 2001). Col-
lins (1999) reported that damage to trees by black bears was 
highest in areas where bears did not receive supplemental 
feeding (i.e., pellet feeders). Supplemental feeding of  bears 
reduced damage to the trees (Ziegltrum 2004), with appar-
ently no long-lasting effect on bear condition or productiv-
ity (Partridge et al. 2001). One also must consider how the 
animal community may respond to supplemental feeding. 
Godbois et al. (2004) observed that supplemental feeding of  
northern bobwhite (Colinus virginianus)  resulted in a spatial 

Fig. 34.18. Various dog breeds can be used to defend domestic 
livestock from predators. Photo by U.S. Fish and Wildlife Service.

Fig. 34.19. Llamas are often used to defend domestic sheep from 
predators. Photo by U.S. Fish and Wildlife Service.
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response of  bobcats; radiocollared bobcats were found 10 
times closer to the supplemental food than expected.

Fencing and Barriers
Livestock, poultry, crops, and waterfowl and sea turtle nests 
may be protected from predators with a properly constructed 
and located barrier. However, West et al. (2007) documented 
that red foxes routinely penetrated fences designed to pro-
tect waterfowl nests, and they questioned many fence de-
signs that had been previously recommended. About 52% 
of  livestock producers surveyed stated that they used fenc-
ing to reduce predator losses to sheep and lambs (Agricul-
tural Statistics Board 2005). Barriers may take the form of  
flagging or fladry (Musiani et al. 2003, Shivik et al. 2003), an 
exclosure, electric fence, nest screen, or even a moat (e.g., 
deCalesta and Cropsey 1978, Linhart et al. 1982, Shelton 1984, 
Nass and Theade 1988, Melvin et al. 1992, Lokemoen and 
Woodward 1993, Ratnaswamy et al. 1997). Standard fenc-
ing will not keep most predators from entering gardens or 
poultry ranges because they learn to jump over or dig under 
such fences. Many large predators may be deterred or ex-
cluded by adding an electrified single-wire strand charged 
by a commercial fence charger along a wire mesh fence. 
The electrified wire should be placed 20 cm outside of  the 
main fence line and 20 cm above the ground (VerCauteren 
et al. 2005a). A fence 1.5 m high with 9–12 alternating 
ground and charged wires spaced 10–15 cm apart is an effec-
tive barrier against coyotes (Gates et al. 1978, Acorn and 
Dorrance 1998). A high-tensile woven-wire fence that is 
more versatile, longer lasting, and can be tightened more 
than conventional wire mesh, also can be used (Acorn and 
Dorrance 1998).
 Skunks may be deterred from entering a poultry area 
with a 0.9-m-high wire mesh fence extending 0.6 m above- 
ground and 0.3 m below the surface; a 15-cm length of  the 
portion belowground should be bent outward at right angles 
and buried 15 cm deep (VerCauteren et al. 2005a). Mink and 
weasels may be excluded from barns or coops by covering all 
openings larger than 2.5 cm with metal or hardware cloth. 
Asiatic black bears (U. thibetanus) in Japan were deterred 
from entering crop fields and apiaries with an electric fence 
(Huygens and Hayashi 1999). Installation costs usually pre-
clude use of  fences for protecting livestock in large pastures 
or under range conditions. For wildlife resources, fencing 
may be best suited to protecting waterfowl nests or high-
value commodities in small areas (e.g., sea turtle nests; Rat-
naswamy et al. 1997). If  electric fencing is used, the behavior 
of  the wildlife resource being protected also should be con-
sidered (Trottier et al. 1994) and modifications to the design 
may assist in protection efforts without deleterious effects on 
the species being protected (Pietz and Krapu 1994).

Frightening Devices
Lights, distress calls, loud noises, scarecrows, plastic stream-
ers, propane cannons, aluminum pie pans, and lanterns have 

been used to frighten predators (Acorn and Dorrance 
1998). Most testing has focused on devices that periodically 
emit bursts of  light or sound to deter coyotes from sheep in 
fenced pastures and open-range situations (Linhart 1984; 
Linhart et al. 1984, 1992), but the benefits are short-lived 
(Bomford and O’Brien 1990, Koehler et al. 1990, Darrow and 
Shivik 2009). All of  these devices can provide temporary re-
lief  from damage or in deterring predators, but habituation 
and learning by predators is common (Acorn and Dorrance 
1998, Shivik 2006). Changing the location of  devices, the pat-
tern of  the disruptive-stimuli (Shivik 2006), or combining 
several techniques can prolong the frightening effect (Lin-
hart et al. 1992). Linhart (1984) reported that a combination 
of  warbling-type sirens and strobe lights reduced coyote 
predation on lambs by 44%. These battery-operated devices 
were activated in the evening by a photocell set on a sched-
ule of  10-second bursts at 7–13-minute intervals. Pfeifer and 
Goos (1982) found use of  propane exploders delayed or 
temporarily prevented lamb losses to coyotes. Similarly, Ver-
Cauteren et al. (2003c) reported no kills during the lambing 
period when flocks were bedded near predator-activated 
frightening devices. Darrow and Shivik (2009) suggested that 
light may be the most important component of  a frighten-
ing device. A new device, the Nuisance Bear Controller, 
proved effective at deterring black bears from raiding bird 
feeders, was relatively inexpensive, portable, and could be 
used to deter bears from concentrated food sources (Breck 
et al. 2006).
 A recent development used to deter wolf  predation is the 
Radio Activated Guard (RAG) box (Shivik and Martin 2001, 
Breck et al. 2002) and the Movement Activated Guard 
(MAG) device (Shivik et al. 2003). The RAG is activated only 
when a radiocollared wolf  is in the vicinity, preventing ha-
bituation of  the animal to the lights and siren. The RAG has 
application only in areas with radioed animals, but can deter 
endangered predators from causing problems to livestock 
producers (Breck et al. 2002). The MAG device is activated 
by a passive infrared detector and sets off  lights and sound 
to scare away predators from the area (Shivik et al. 2003). Use 
of  frightening devices is not widespread, with only 6% of  
producers using frightening devices (Agricultural Statistics 
Board 2000). The use of  sirens and strobe lights at night near 
people is generally not acceptable (Knowlton et al. 1999).

Repellents and Aversive Conditioning
Presently, no commercial repellents deter predation (Knowl-
ton et al. 1999). A variety of  gustatory, olfactory, and irri-
tating compounds have been tested, with a few (e.g., thia-
bendazole, pulegone, cinnamaldehyde, allyl sulfide) reducing 
food consumption among predators (Hoover and Conover 
1998, 2000; Ternent and Garshelis 1999). Although quinine 
hydrochloride and capsaicin may discourage coyotes from 
chewing on irrigation hoses (Werner et al. 1997), there is lit-
tle information demonstrating that these repellents deter 
predation (Lehner 1987, Burns and Mason 1997). Polson (1983) 
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used thiabendazole to condition black bears to avoid bee-
hives. Ternent and Garshelis (1999) reported that black bears 
could be discouraged from consuming meals-ready-to-eat 
(MREs) on a military reservation by treating the MREs with 
thiabendazole. Skunks may be repelled from areas with am-
monia-soaked cloths or mothballs (Knight 1994b).
 Conditioned taste aversion, using lithium chloride, to 
reduce coyote predation on sheep had received much atten-
tion >20 years ago. Study results were mixed, with some re-
porting success (Gustavson et al. 1974, 1982; Ellins and Mar-
tin 1981; Forthman-Quick et al. 1985a, b), while others were 
either unable to replicate those findings or found lithium 
chloride to be ineffective in the field (Conover et al. 1977; 
Burns 1980, 1983; Bourne and Dorrance 1982; Burns and 
Connolly 1985). Although lithium chloride reduces prey con-
sumption, it does not deter the act of  predation. Ten years 
after field trials using lithium chloride (Gustavson et al. 
1982, Jelinski et al. 1983), a survey of  the same sheep pro-
ducers revealed only one producer still used it (Conover and 
Kessler 1994). Evidence suggests that conditioned taste aver-
sions are either ineffective or unreliable for deterring preda-
tion (Knowlton et al. 1999), but may limit food consump-
tion (Polson 1983, Ternent and Garshelis 1999). Predation 
on sea turtle nests by raccoons was unaffected using condi-
tioned taste aversion (Ratnaswamy et al. 1997).
 Aversive conditioning may be effective in “teaching” 
brown bears to fear and avoid humans ( Jonkel 1994). For 
valuable endangered species, the expense may be necessary, 
considering the alternative for problem bears is usually de-
struction of  the animal ( Jonkel 1994). In many national parks, 
lethal techniques are considered the last resort when dealing 
with problem carnivores. Hazing of  these animals is imple-
mented in an attempt to discourage these animals from re-
turning to a campground, landfill, or residential area. Hazing 
often involves park personnel yelling, firing cracker shells or 
rubber slugs, or chasing the animals with trained dogs, there- 
by pursuing the animal until it has left the area (Yosemite 
National Park 2003). Breck et al. (2007) reported on an auto-
mated system developed to alert park personnel whenever a 
radiocollared bear entered a particular area in Yosemite Na-
tional Park, allowing personnel to respond promptly before 
the situation progressed. Leigh and Chamberlain (2008) re-
ported that of  11 black bears exposed to aversive condition-
ing involving rubber buckshot and dogs, 10 (91%) returned 
to nuisance behavior within 5 months, and concluded these 
techniques had limited short-term effectiveness.

Electronic Training Collar
A device receiving attention as a nonlethal method to deter 
coyote and wolf  predation on livestock is an electronic train-
ing (shock) collar used for training domestic dogs (Andelt et 
al. 1999, Shivik and Martin 2001, Shivik et al. 2003, Schultz 
et al. 2005). Using captive coyotes, Andelt et al. (1999) re-
ported the training sequence with the electronic collar 
stopped all attempted attacks on lambs, decreased the prob-

ability of  an attempted attack, eliminated successive chases, 
and even caused avoidance of  lambs. Hawley et al. (2009) 
tested the use of  electronic collars on wolves and found 
wolves did shift farther away from bait stations after being 
shocked, but conditioning was not clearly demonstrated 
once shocking ceased. All investigators caution that applica-
tion may be limited under field conditions because the pred-
ator must be captured and the training collar attached, but 
do suggest that changing the behavior of  the predator dur-
ing the attack phase of  a predatory sequence holds promise 
as a nonlethal technique (Andelt et al. 1999, Shivik and Mar-
tin 2001).

Reproductive Interference
An interest in influencing the reproductive rate of  canids 
with chemical sterilants dating to the 1960s assumed that 
reduced reproduction would reduce population levels and 
that fewer predators would result in fewer depredations 
(Balser 1964, Knowlton et al. 1999). Trials with diethylstil-
besterol indicated that reproduction among coyotes could 
be curtailed (Balser 1964, Linhart et al. 1968), but timing was 
critical and the approach was impractical without an effec-
tive delivery system (Knowlton et al. 1999). Currently there 
is renewed interest in reproductive inhibition using immu-
nocontraceptive agents (DeLiberto et al. 1998, Levy et al. 2004, 
Fagerstone et al. 2008), both as a means of  reducing preda-
tor populations (Ramsey 2007) or changing predatory be-
havior (Till and Knowlton 1983, Bromley and Gese 2001a). 
Conner et al. (2008), using a spatially explicit, individual-
based model, indicated that sterilization of  coyotes appeared 
to be the management strategy that had the largest and 
most lasting impact on coyote population dynamics. Surgi-
cal sterilization (tubal ligation and vasectomy) of  coyotes 
was effective in reducing predation rates on domestic lambs 
by changing predatory behavior and did not affect social be-
havior and territory maintenance (Bromley and Gese 2001a, 
b). Vasectomy of  male wolves has been proposed as a method 
of  population control (Haight and Mech 1997). However, 
currently there are no substances available for fertility con-
trol in predators that are species-specific; specificity might 
be achieved with appropriately designed delivery systems. 
In Australia, immunocontraception was investigated for fer-
tility control and population reduction of  nonnative red 
foxes (Strive et al. 2007).

Relocation of Problem Animals
Management programs using relocation of  problem ani-
mals has had limited success for grizzly bears (Brannon 
1987), but less so with wolves killing livestock (Bangs et al. 
1995, Cluff  and Murray 1995). Wolves that learn to kill live-
stock often return to the capture site, or begin killing live-
stock in the new area and have to be removed from the pop-
ulation (Bangs et al. 1995). Although relocation efforts are 
expensive, they are considered worthwhile and necessary 
when dealing with endangered predatory species.
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Financial Incentives
Resistance by the livestock community to recovery of  wolves 
in the Northern Rocky Mountains was tempered by com-
pensation for livestock losses. Compensation programs for 
livestock deaths from some predatory species exist in the 
United States and Canada (Fritts 1982, Gunson 1983, Fritts 
et al. 1992). Problems identified with compensation pro-
grams are that producers believe they do not receive fair 
market value, that compensation is only for verified losses 
(does not include missing animals), and that payment for 
losses does not encourage producers to correct poor man-
agement practices or attempt nonlethal techniques (Fritts  
et al. 1992). Bulte and Rondeau (2005) cautioned that com-
pensation programs could actually cause adverse effects to 
wildlife by increasing agricultural expansion and habitat con- 
version, decreasing efforts to prevent damage, and intensify-
ing agricultural production. A careful assessment of  local 
ecological and economic conditions should be performed 
before implementing a compensation program, and incen-
tives may best be realized if  tied to conservation outcomes 
(Bulte and Rondeau 2005). A recent incentive has been the 
production of  “predator friendly” products in which consum-
ers pay more for goods (e.g., wool, meat) that come from 
ranches that do not kill predators.

Livestock Protection Collar
The livestock protection collar (LPC) is a collar with an at-
tached rubber pouch or bladder filled with Compound 
1080. The device is placed around the neck of  lambs and kid 
goats (Acorn and Dorrance 1998). Compound 1080 is an 
acute toxicant formerly used as a predacide and rodenticide. 
Most predacide uses were banned in 1972 because of  non-
target hazards, and rodenticide uses were banned in 1990 
(Fagerstone and Schafer 1998). The LPC is designed to kill 
coyotes when they puncture the bladders during an attack 
on a lamb or kid. The major advantage of  LPCs is that they 
selectively remove the problem animal and frequently kill 
individual predators that have evaded other control tech-
niques (Connolly 1980, Connolly and Burns 1990, Blejwas  
et al. 2002). The LPC comes in 2 sizes (large and small), with 
the larger LPC working effectively on larger lambs (Burns et 
al. 1996). The major disadvantages of  LPCs are initial pur-
chase costs and labor required for application and mainte-
nance (collars must be adjusted as animals grow), incidental 
puncturing of  the collar (by thorns, wire, or other snags), 
anticipating which lambs or kids are most likely to be at-
tacked, and keeping accurate records of  the amount of  pre-
dacide used in each LPC (Wade 1985, Acorn and Dorrance 
1998, Knowlton et al. 1999).

M-44
The M-44 is a mechanical device that ejects sodium cyanide 
into the mouth of  an animal after it pulls on the device (Con-
nolly 1988, Acorn and Dorrance 1998). The unit consists of  

a case holder wrapped with cloth, fur, wool, or steel wool; a 
plastic capsule or case that holds the cyanide; and a 7-cm 
ejector unit (VerCauteren et al. 2005a). The M-44 case is 
loaded with sodium cyanide and an additive to reduce cak-
ing. A spring-loaded plunger ejects the cyanide. When as-
sembled, the components are encased in a tube driven into 
the ground. The cocked ejector with the case in the holder 
is screwed on top, placed into the tube, and baited with fetid 
meat, a lure, or tallow. When an animal is attracted to the 
bait and tries to pick up the baited case holder with its teeth, 
the cyanide is ejected into its mouth. Canids, skunks, rac-
coons, bears, and opossums sometimes are attracted to the 
bait used on M-44s; however, species specificity can be en-
hanced by proper site and lure selection (Acorn and Dor-
rance 1998). A study on coyotes in California found the 
M-44 was not a selective technique in targeting or removing 
the breeding animals involved in sheep depredations (Sacks 
et al. 1999a). The M-44 is registered and authorized by dif-
ferent agencies depending upon the country of  use (e.g., 
Pest Control Products Act of  Canada, Environmental Pro-
tection Agency) for control of  coyotes, foxes, and feral dogs, 
and has numerous restrictions.

Aerial Hunting
Aerial hunting is commonly used for reducing predator 
numbers (e.g., Wagner and Conover 1999). Various fixed- 
and rotary-wing aircraft have been used in control programs 
for wolves, coyotes, bobcats, and foxes (Wade 1976). Hunt-
ing is most effective with snow cover because the target ani-
mals can be more readily spotted and tracked. When the 
specific animal is found, the pilot approaches at approxi-
mately 20 m of  altitude, preferably into the wind. The ground 
speed of  the aircraft is about 60–85 km/hour, but the air-
speed should never approach the stall speed of  the aircraft. 
A 12-gauge semiautomatic shotgun is the most common 
weapon used, with number 4 buckshot, BB, and number 2 
shot preferred.
 Several modifications have been made to fixed-wing air-
planes to increase safety and effectiveness, including a larger 
propeller and drooped wingtips to provide added power, lift, 
stability, and maneuverability (VerCauteren et al. 2005a). 
Larger balloon-type tires have been added to provide clear-
ance for the longer propeller and to better use primitive 
runways for landings. Rotary-wing aircraft (helicopters) also 
are used in predator control. The helicopter, with its ability 
to hover, can be more effective in rough, brushy terrain. Vis-
ibility and tracking ability are improved in models with a 
Plexiglas bubble cockpit.
 Fixed-wing aircraft and helicopters can be used coopera-
tively. The helicopter is used for tracking and dispatching 
the animal, while the fixed-wing aircraft flies above the heli-
copter and maintains surveillance. This combination works 
in areas of  thick vegetation or in areas where animals are 
hunted heavily with helicopters. Aerial hunting can be more 
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efficient if  a ground crew works with the aircraft (Wade 
1976). The ground crew induces coyotes to howl by using a 
horn, siren, voice, or recorded howl. When animals respond, 
the aircraft is directed to the area by 2-way radio communi-
cation. Early morning and late afternoon tend to be the 
most productive times for aerial hunting. Federal law requires 
each state where aerial hunting is allowed to issue aerial 
hunting permits. Some states also require low-level flying 
waivers.

Denning
Increased depredations of  livestock (mainly sheep) and poul-
try during spring and summer by coyotes and foxes usually 
indicate that a pair of  coyotes or foxes has a litter of  pups 
nearby. During spring and summer, adults will increase their 
predation rates in order to provision pups (Till and Knowl-
ton 1983). In a study in Wyoming, sheep losses to coyotes 
were greatly reduced after removal of  only the pups, and 
was similar to reduction in predation rate when both pups 
and adults were removed (Till and Knowlton 1983). Den-
ning (direct removal) of  pups in the den, by digging or use 
of  a chemical smoke cartridge, is often used to destroy the 
pups (Acorn and Dorrance 1998). An alternative to denning 
is surgical sterilization of  adult breeding coyotes, which 
worked as effectively as denning, with a long term (several-
yr) efficacy, but without the requirement of  finding the den 
(Bromley and Gese 2001a, b).
 Dens are usually located by tracking or observing the 
adults, or by use of  simulated howling to get the pups to re-
spond. Den hunting is often based on the assumption that 
adults that kill livestock will return to the den via the most 
direct route possible. An active den is evidenced by hairs 
around the entrance, fresh tracks, and (if  the pups are large 
enough to have emerged from the den), matted and worn 
vegetation around the entrance and small scats. Dens also 
may have prey remains lying about the den area.
 Den hunting is difficult and time-consuming, particularly 
on hard ground and in heavy cover (Acorn and Dorrance 
1998). Some people use a dog to aid in locating the den. A 
call imitating a frightened or injured pup sometimes will 
bring adult coyotes near a den site, allowing the den to be 
located. Caution should be taken while digging out dens be-
cause of  the possibility of  cave-ins and ectoparasites. These 
hazards can be eliminated if  a gas cartridge is used to kill 
the pups in the den. At times, an aircraft is used to locate 
coyote and fox dens. From the air, signs of  an active den in-
clude cleaned-out holes and trampled vegetation.

Traps
Live traps (Fig. 34.20) of  variable construction are available 
from several companies in various sizes and configurations 
to capture small, medium, and even large predators such as 
bears. Problem bears can be caught in a live trap made from 
steel culverts equipped with a trapdoor and trigger device, 

and mounted on a trailer that allows personnel to easily re-
locate the bear (VerCauteren et al. 2005a). Generally, coy-
otes, foxes, and bobcats are difficult to live-trap because of  
their cautious nature and reluctance to enter confined areas. 
However, a growing international concern for animal wel-
fare is causing increased emphasis on more humane capture 
devices (Harris et al. 2006, Munoz-Igualada et al. 2008).
 Canned dog or cat foods are effective baits to entice rac-
coons, opossums, skunks, and cats into live traps. Traps for 
skunks can be covered with a canvas or heavy cloth and pro-
vided with a flap for the door. When a skunk is captured, 
the trapper can approach the trap on the covered side and 
carefully drop the flap over the door, allowing the skunk to 
be transported to the release site. To release it, the trapper 
should stand beside the trap and ease the flap and door open; 
the trap may need to be propped open to allow the animal 
to leave when it is ready.
 Foothold or steel traps are manufactured in various 
sizes. Modification of  traps (e.g., padded jaws) and attach-
ment of  a trap tranquilizer device can greatly diminish in-
juries to the animal (Sahr and Knowlton 2000). Tension de-
vices also should be considered to minimize captures of  
nontarget species (Phillips and Gruver 1996). Use of  trap 
monitors (Benevides et al. 2008, Darrow and Shivik 2008) 
can be beneficial for traps or other capture devices set in ar-
eas with difficult access, or if  trapping in areas occupied by 
endangered species that require prompt removal from the 
trap. Selectively removing (via trap) the offending animal 
causing the depredations can be difficult (Sacks et al. 1999a); 
however, sometimes just attempting to trap the offending 
animal and increasing the level of  human activity in the area 
might deter future depredations (Harper et al. 2008). The 
following trap sizes are recommended for various species: 
numbers 0 and 1, for weasels and ground squirrels; numbers 
1 and 1.5, for skunks, opossums, mink, feral cats, and musk-
rats; numbers 2 and 3, for foxes, raccoons, small feral dogs, 
nutria, marmots, and mountain beavers; numbers 3 and 4, 
for bobcats, coyotes, large feral dogs, badgers, and beavers; 
numbers 4 and 4.5, for wolves; and numbers 4.5 and 114, for 
mountain lions.

Fig. 34.20. Live traps can be utilized to capture some predator 
species. Photo by U.S. Fish and Wildlife Service.
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 Success in trapping depends on placing the trap along 
travel ways, such as along dirt roads and trails. A trap usu-
ally is set in the ground by digging a shallow trench the size 
of  the trap and deep enough to allow the stake (or drag) 
and chain to be placed in the bottom of  the hole and cov-
ered with soil. The trap is set firmly on top of  the buried 
chain and should be about 11 mm below the soil surface. A 
piece of  canvas, cloth, mesh screen, or a plastic sandwich 
bag is placed over the pan to prevent soil from getting be-
neath the pan and preventing its depression. The trap is 
then covered with soil and other material natural to the area 
near the trap. The trap can be set without bait in a trail (i.e., 
a “blind” or trail set). Traps also may be set off  the trail 
and baited with a lure, bait, or natural substance, such as 
scat or urine (a dirt-hole set). The trap is set in the same 
manner as the blind set, but instead of  placing the scent on 
the ground, the lure is placed in a small hole (about 15 cm 
deep) dug behind the trap. Lure selectivity for the target 
species is important. The location of  a set also influences its 
selectivity. When placed beside a carcass, a trap can catch 
nontarget animals such as vultures, eagles, badgers, and 
other nontarget predators. Many states no longer allow 
trapping near a carcass. Weather also can impact operation 
of  traps, with frozen or wet ground preventing a trap from 
springing. Foothold traps must be checked often to mini-
mize time captured animals are restrained. Most states have 
regulations on types of  traps, baits, sets, and trap visitation 
schedules. Some states no longer allow use of  foothold 
traps; state and local regulations should be consulted prior 
to conducting any trapping activity.

Calling and Shooting
Calling and shooting can be a selective means to control 
coyotes, bobcats, and foxes. Calling and shooting, with or 
without help of  lure dogs, can be a means of  removing of-
fending coyotes that kill livestock, particularly during den-
ning and pup-rearing seasons (Coolahan 1990, Sacks et al. 
1999a). Several commercial calls and recorded calls are avail-
able from various manufacturers or outlets. The call is blown 
to imitate the sound of  a rabbit in distress. This sound either 
arouses the predator’s curiosity or indicates an easy meal. 
However, some predators become wise to calling. Conversely, 
the call may be an effective method to remove a trap-wise 
animal. Calls imitating a pup in distress also can attract the 
adults. Generally, 3 factors should be kept in mind to suc-
cessfully call in a predator: (1) ensure the caller is downwind 
from the area being called to prevent the predator from  
detecting the caller’s scent before the animal comes into 
shooting range; (2) within limits imposed by terrain and 
vegetation, acquire a full view of  the area so the predator 
will be unable to approach unseen; and (3) avoid being seen 
by wearing camouflage clothing and hiding in vegetation 
(Acorn and Dorrance 1998). The most effective times to call 
predators are early morning and late afternoon. The hunter 

can gain an added advantage by locating an animal before 
beginning to call by inducing howls. Calling at night and us-
ing a spotlight (where legal) also can be effective.

Hunting Dogs
Two types of  dogs can be used for lethal predator control. 
Dogs that hunt by sight (i.e., greyhounds), can be kept in a 
box or cage until the predator is seen, then released to catch 
and kill the animal. This type of  dog is effective only in rela-
tively open terrain. The other type of  dog is the trail hound 
(Fig. 34.21), which follows an animal by its scent. Trail hounds 
hunt on bare ground; however, snow or heavy dew makes 
trailing easier. Hot, dry weather makes trailing difficult; 
therefore, early morning is the most effective time to hunt 
with trail hounds. Bluetick, black and tan, Walker, and red-
bone hounds, in packs of  2–5 dogs, are typically used. Trained 
trail hounds are used to catch and “tree” raccoons, opos-
sums, bobcats, bears, and mountain lions. Often these dogs 
are able to track a depredating predator from a kill, making 
this method highly selective. State and local regulations 
should be consulted prior to hunting with dogs.

Snares
Snares are made of  varying lengths and sizes of  wire or ca-
ble looped through a locking device that allows the snare to 
tighten. There are generally 2 types of  snares: body and 
foot. As described by Dolbeer et al. (1994b), the body snare 
is used primarily on coyotes and foxes. This snare is set 
where an animal crawls under a fence, at a den entrance, or 
in some other narrow passageway. The snare is situated so 
that the animal must put its head through the noose as it 
passes through the restricted area. When the snare is felt 
around the neck, the animal normally will thrust forward 
and tighten the noose.

Fig. 34.21. Trained hounds can be used to chase and tree some 
depredating predators, particularly mountain lions or black bears. 
Photo by U.S. Fish and Wildlife Service.
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 The spring-activated foot snare has been used to cap-
ture large predators (Logan et al. 1999). As described by 
Dolbeer et al. (1994b) when the animal steps on the trigger 
the spring is released, propelling the noose around the foot. 
The animal instinctively recoils, tightening the snare cable 
around the foot. The foot snare can be used in a bear pen or 
cubby set. A bear pen is just large enough to accommodate 
the bait, which is usually the remains of  an animal killed 
earlier by the predator. The pen can be built of  brush or 
poles and has an open end where the snare is set. The pen 
and guide sticks force the bear to step into the snare while 
trying to reach the bait. Bears and mountain lions also can 
be caught with a foot snare in a trail set (Logan et al. 1999). 
The snare should be set in a narrow trail known to be trav-
eled by the animal. Deer and livestock can be prevented 
from interfering with the snare by placement of  a pole or 
branch across the trail, directly over the set about 0.9 m 
above the ground.
 Selectivity of  the foot snare may be improved by plac-
ing, under the trigger, sticks that break only under the weight 
of  heavier animals (VerCauteren et al. 2005a). Open-cell 
foam pads can be placed under trigger pans to prevent un- 
intentional triggering of  snares by small mammals (Logan 
et al. 1999). Foot snares have advantages over large bear 
traps in that they are lighter, easier to carry, and less danger-
ous to humans and nontarget animals.

SUMMARY

Wildlife-damage management can loosely be defined as re-
solving human–wildlife conflicts. Often, competition for lim-
ited resources between wildlife and society results in wildlife 
damage. Managers continually seek means to alleviate dam-
age when wildlife threaten human health and safety (e.g., 
deer–vehicle collisions, zoonotic disease transmission), do-
mesticated animals are damaged by wildlife (e.g., wolves pre-
dating beef  cattle), or resources are damaged (e.g., elk eat-
ing forage that was to be consumed by beef  cattle).
 Our world is continually changing, thus creating new 
challenges and compounding current challenges (i.e., urban 
sprawl, subdividing large landholdings, expanding popula-
tions of  invasive species, climate change, and emerging in-
fectious diseases) relating to the relationship between soci-
ety and wildlife. As cities encroach into adjacent agricultural 
and undeveloped landscapes, highly adaptable species such 

as Canada geese and white-tailed deer thrive in these new 
environments. These altered environments typically provide 
refugia (with minimal or no hunting pressure) to wildlife, 
which allows relatively unrestricted population growth,  
furthering potential for human–wildlife conflict. Increas- 
ing urban wildlife populations create unique management 
situations due to the attitudes and perceptions of  urban 
stakeholders.
 In this chapter, we introduced ways to assess wildlife 
damage, explored a diverse array of  birds, ungulates, rodents 
and other small mammals, and carnivores and other mam-
malian predators commonly associated with damage, and 
we presented numerous management options that may be 
applied to reduce wildlife damage. Human–wildlife conflicts 
are growing and situations are becoming more varied; thus, 
techniques for managing these conflicts must be adaptable 
to be effective. Hence, we provided detailed information on 
a wide variety of  proven tools and variations therein. The 
importance of  approaching a management problem with an 
open mind must be emphasized, because each problem will 
likely deviate slightly from previous problems.
 This chapter provides a starting point for laying out the 
framework (i.e., 4-part structure) for developing a wildlife-
damage management program. Programs should be devel-
oped in steps, beginning with a definition of  the problem 
and study of  ecology of  the problem species to understand 
why damage is occurring. This understanding should then 
be used to select and initiate appropriate management tech-
niques, followed by an evaluation of  the prescribed effort to 
assess efficacy and adapt the program if  necessary. Further, 
an integrated approach utilizing several complimentary 
techniques is usually the best approach to reach a desired 
goal.
 There appears to be a growing disconnect between soci-
ety and wildlife management through lethal means, thus in-
creasing the need for effective nonlethal tools. Yet incidents 
such as wildlife-related collisions with aircraft or vehicles 
will continue to be threats to human health and safety, due 
to potentially unmanaged wildlife populations. Furthermore, 
wildlife management professionals with expertise in public 
relations and formulating management plans will be funda-
mental in alleviating damage and ensuring management 
tools remain available for the future. It continues to be im-
portant that professionals in this field be well-versed in the 
human dimension aspects of  human–wildlife conflicts.
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INTRODUCTION

HUMAN-CAUSED CHANGES  to natural landscapes are fragment-
ing wildlife habitats and causing many species to decline, often creat-
ing small, isolated populations. Management concerns for small popu-

lations are frequently unlike those for large or thriving populations. When the 
small population of concern is a threatened or endangered species, manage-
ment is a high-profile process, occurring in a regulatory environment and typi-
cally involving intensive management practices (Temple 1978b, Clark et al. 1994, 
Scott et al. 1994). In many cases, issues faced by managers of small populations 
are intensified versions of tasks important for managing any wildlife population: 
regulating rates of birth, dispersal, and mortality; maintaining habitat quantity 
and quality; and managing disease, predators, competitors, and other extrinsic 
factors. These issues often become critically important in management of small 
populations, with limited time and few second chances for management to suc-
ceed. In addition, managers must cope with a number of questions more specific 
to small populations, such as avoiding genetic problems, doing viability analyses, 
and stimulating population growth.
 In this chapter, we address a number of  issues of  special interest in manage-
ment of small populations. First, we summarize biological and legal criteria for 
identifying small populations, and review the range of  population sizes that are 
considered “small.” We then discuss factors that affect whether small populations 
will persist or become extinct. Finally, we provide management guidelines for small 
populations, including a detailed description of  viability assessment in general, and 
population viability analysis in particular, as practical, powerful tools for planning 
the management of  small populations.

WHAT IS A SMALL POPULATION?

There are few precise definitions of  a “small population.” The reluctance to assign 
specific criteria is no doubt because so many variables are involved when consider-
ing population size across a wide range of  species and conditions.
 The Oxford English Dictionary (Simpson and Weiner 1989, XV:767) defines 
“small” as: “of  limited size; of  comparatively restricted dimensions; not large in 
comparison with other things, esp. of  the same kind.” This definition highlights the 
comparative nature of  any criteria; except in extreme cases (what Scott et al. [2001] 
called vanishingly small populations), small size is a relative concept. Whether or 

Ecology and Management  
of  Small Populations



e c o l o g y a n d m a n a g e m e n t o f  s m a l l  p o p u l at i o n s   271

not a population is considered small is dependent on a series 
of  comparisons with populations of  conspecifics, similar 
species, historical population sizes, and even arbitrary man-
agement standards. For an exploited species such as the 
canvasback (Aythya valisineria), conservation plans may call 
for corrective management to be implemented when popu-
lation sizes decrease to the tens of  thousands. In contrast, 
conservation efforts for threatened species may be delayed 
until the population falls below 100 or is putatively extinct 
(e.g., ‘ō‘ū [Psittirostra psittacea]). Thus, an attempt to define a 
universal criterion for small based on numbers may be use-
ful as a heuristic exercise, but should not be interpreted too 
strictly (Box 35.1).
 The definition of  a small population also may be influ-
enced by a species’ life-history characteristics. In general, 
extinction probability increases as population size decreases, 
an idea deeply rooted in wildlife biology and ecology (e.g., 
Leopold 1933, MacArthur and Wilson 1967). In some (but not 
all) cases, restricted geographic range or local endemism 
can serve as proxies for small population size (Channell and 
Lomolino 2000, Purvis et al. 2000). Populations with higher 

variance in population growth rate relative to mean popula-
tion growth rate will have to be larger to avoid extinctions 
(Lande 1993; Fagan et al. 1999, 2001). Species attributes 
such as litter or clutch size, age at first reproduction, and in-
tervals between births may be useful for predicting popula-
tion growth rate or variation in growth rate and, therefore, 
vulnerability of  a population (Purvis et al. 2000, Fagan et al. 
2001).
 By contrast, the use of  secondary surrogates such as home 
range size, group size, or body size as general indicators of  
extinction vulnerability has been largely unsuccessful be-
cause correlations are weak and inconsistent (e.g., large-
bodied animals tend to show lower variation in numbers, 
but also lower population growth rates; Lawton 1995). Some 
animals may be more vulnerable because of  their sensitivity 
to anthropogenic threats, limited dispersal capability, nar-
row habitat requirements, and the extent to which a species 
is harvested or persecuted by humans, rather than because 
of  body size or home range size per se. Vulnerability also 
may derive, in part, from particular behavioral attributes 
(Reed 1999); for example, species might be more vulnerable 

Box 35.1. The “50–500 rule”

As a historical footnote while considering the meaning of a small population, it is worth reviewing the famous “50–500 

rule.” This rule of thumb emerged from a meeting on the application of conservation genetics to wild species (Franklin 

1980, Soulé 1980, Frankel and Soulé 1981), and over the next decade was accepted into the Puerto Rican parrot (Amazona 

vittata) recovery plan (U.S. Fish and Wildlife Service 1987) and a number of other management plans and biological opin-

ions (e.g., U.S. Fish and Wildlife Service 1998). In essence, the rule provides a minimum genetic effective size for short-

term and long-term protection, respectively.

 An effective size of 50 was proposed as a minimum to protect against short-term loss of fitness due to inbreeding, 

based on empirical observations of the decrease in fitness-related traits with incremental inbreeding in a variety of animal 

species. Several caveats implicit in the original rule were lost as management was applied (Soulé 1987, Soulé and Mills 

1992). For example, 50 is the genetic effective size (Ne), which is only about 20–33% that of the total population size 

(Frankham et al. 2002); thus, a Ne of 50 would translate to 150–250 or so actual animals. Second, the rule was proposed 

as a short-term guideline for captive breeding and similar “holding operations,” not for long-term survival of wild popula-

tions, which would have many other factors affecting their persistence. Third, this was a rule based on genetic factors, not 

incorporating other factors that would increase the minimum necessary size for persistence. Based on these consider-

ations, it is untenable to argue that an actual population size of 50 is sufficient as a rule to support any wildlife population 

into the foreseeable future.

 The 500 number was proposed as the minimum size necessary to ensure long-term maintenance of genetic variation, 

thereby preserving evolutionary options for future adaptation. In more formal terms, the number was the estimated mini-

mum genetic effective size where the loss of additive genetic variation of a quantitative character due to genetic drift 

would be balanced by new variation due to mutations. This number has received serious scrutiny by population geneti-

cists, with arguments being made for minimum population sizes ranging up to 5,000 or more (Frankham et al. 2002). 

This debate will likely continue (Allendorf and Ryman 2002), but there is little doubt that the actual (as opposed to genetic 

effective) population size necessary to maintain evolutionary potential for the long term should be thousands of individu-

als and not hundreds.
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if  they show Allee effects (reduced survival or reproduction 
at small numbers), naiveté toward predators (e.g., dodo [Ra-
phus cucullatus]), or aggregated dispersion (e.g., passenger 
pigeon [Ectopistes migratorius]). The final utility of  these eco-
logical and life-history characteristics as predictors of ex-
tinction depends on the specific context of  the environ-
ment and the species in question (Tracy and George 1992, 
Belovsky et al. 1999, Channell and Lomolino 2000). For ex-
ample, vulnerabilities of  primates and carnivores were un-
derestimated by a model based on species characteristics in 
cases where the species had lost habitat, been commercially 
overexploited, or where problems had been created by ex-
otic species (Purvis et al. 2000).
 One way of  summarizing these complex factors is to sur-
vey many species and ask how large populations must be in 
order to be considered likely to persist. Two recent meta-
analyses of  thousands of  studies for hundreds of  species 
conclude that the median population size for expected high 
likelihood of  persistence (>80%) for ≥20–100 years was about 
1,400–4,000 individuals (Brook et al. 2006, Traill et al. 2007). 
Although these would not be robust “magic numbers” for 
precise conservation targets, they provide rough rules-of-
thumb for when a population might be considered too “small” 
for persistence.
 Finally, any consideration of  “small” should not be lim-
ited to persistence criteria, but also should include ecologi-
cal function of  the species, and long-term ability to adapt 
and evolve. Both of  these numbers will likely be much 
larger than the size necessary to support a population in the 
short term. We know of  no generalizations for the popula-
tion size of  a species required for it to carry out its ecologi-
cal role, but note by example that population size for a 
strongly interacting species to carry out its ecological func-
tion (e.g., prairie dogs [Cynomys sp.] or elk [Cervus canadensis] 
as habitat modifiers, wolves [Canis lupus] as top-down preda-
tors, or small mammals as prey) will certainly be much 
larger than the size needed for persistence per se. For evolu-
tionary potential, one proposal would scale a threshold ac-
cording to the population size necessary to retain 95% of  
the heterozygosity of  the population for 100 years (Allen-
dorf  and Ryman 2002). What this size will be depends on 
mating system and other characteristics affecting the gener-
ation time and genetic effective population size (see Chap-
ter 22, Volume 1); Traill et al. (2010) suggest that number to 
be roughly 5,000 adult individuals or more.

Guidelines for “Small” from Categorization Systems
Guidelines to what is considered “small” have been estab-
lished by agencies. For example, the International Union 
for the Conservation of  Nature (IUCN, or World Con-
servation Union) has developed a categorical system for as-
signing risk based in part on small population size (“Rule- 
of-Thumb” approach discussed later in chapter). Species with 
small, stable populations are considered “critically endan-

gered” if  their populations fall below 50 mature individu-
als, “endangered” if  their populations have <250 mature indi-
viduals, and “vulnerable” if  they consist of  ≤1,000 mature 
individuals. Small, declining populations have higher thresh-
old values for each category (Table 35.1; also see “Rules- 
of-Thumb” in section on “Other Approaches to Assess 
Viability”).
 In the United States, a comprehensive system of  assess-
ing the conservation status and extinction risk for species 
has been developed by the Natural Heritage Network and 
The Nature Conservancy (Master et al. 2000). The heritage 
ranking system is based on the perceived vulnerability of  a 
species to extinction, taking into consideration both intrin-
sic risks and external threats. A species is considered “crit-
ically imperiled” if  fewer than 1,000 individuals exist across 
its range; at the other end of  the spectrum are “apparently 
secure” species with ≥10,000 individuals (Table 35.2). Al-
though these categories are not based on scientific criteria, 
they provide insights into what may be considered a “small 
population” for management purposes.
 Finally, a measure of  a “small population” might be ex-
tracted from listings under the Endangered Species Act 
(ESA). Between 1985 and 1991, the median population size 

Table 35.1. International Union for Conservation of Nature 
(IUCN) Red List criteria that are relevant to defining small 
populations

 Very small Small population 
Red list category population and declining

Critically endangered <50 mature <250 mature individuals, 
  individuals  population declining
 Endangered <250 mature  <2,500 mature individuals, 
  individuals  population declining
 Vulnerable <1,000 mature  <10,000 mature individuals, 
  individuals  population declining

From IUCN (2001).

Table 35.2. Natural Heritage Program conservation status 
rank definitions

Rank Definition

1 Critically imperiled. Typically ≤5 occurrences or ≤1,000
  individuals.
2 Imperiled. Typically 6–20 occurrences or 1,000–3,000  
  individuals.
3 Vulnerable. Rare; typically 21–100 occurrences or 3,000–10,000  
  individuals.
4 Apparently secure. Uncommon, but not rare; some cause for  
   long-term concern; usually >100 occurrences and >10,000 

individuals.
5 Secure. Common; widespread and abundant.

From Master et al. (2000).
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for threatened and endangered species at time of  listing was 
1,075 individuals for vertebrates, 999 for invertebrates, and 
120 for plants (Wilcove et al. 1993).

Naturally Small versus Declining Populations
Not all small populations have declined. In fact, a longstand-
ing generalization in community ecology (tracing back at 
least to Preston [1948]) holds that many, perhaps most, spe-
cies in a community are relatively rare. Indeed, naturally 
small populations often persist on true islands, or island-
like continental environments (Walter [1990] provided an 
example with the Socorro Island hawk [Buteo jamaicensis so-
corroensis]). Other wildlife species that typically occur in nat-
urally small populations include top carnivores such as wol-
verines (Gulo gulo), large animals such as mountain sheep 
(Ovis canadensis), and species restricted to small areas of  habi-
tat (e.g., big-eared kangaroo rat [Dipodomys venustus elephan-
tinus]). These populations may share some risk factors with 
declining populations, but more likely have distinctive life-
history features that allow them to persist (Angermeier 1995, 
Fagan et al. 2001). Management of  naturally small popula-
tions may focus primarily on maintaining the status quo: 
supporting natural disturbance regimes, avoiding habitat loss 
or degradation, and preventing the introduction of  competi-
tors, predators, parasites, or diseases. Also, naturally “small” 
populations are only locally small, but are connected to a 
greater metapopulation; in these cases, connectivity also 
should be retained.
 In contrast to naturally small populations are species that 
were once common or widely distributed, but are now re-
stricted to small, isolated populations following a reduction 
in population size. A population’s decline may be due to 
deterministic drivers such as habitat fragmentation or loss, 
introduced species, disease, overharvest, or a combination 
of  factors, but the result is a population that is usually at in-
creased risk of extinction due to both deterministic and 
stochastic factors (Clark et al. 1990, Reed et al. 2002, Mills 
2007). Native birds of  the Hawaiian Islands and Guam (Scott 
et al. 1986, Savidge 1987) are examples of  situations where 
entire avifaunas have been placed at risk because of  a com-
bination of  factors. Additional management activities may 
be required, because small populations are more vulnerable 
to extinction (see below).

LEGAL MANDATES FOR MANAGEMENT  
OF SMALL POPULATIONS

In the United States, there are 53 federal statutes providing 
for conservation of  species through restrictions on take and 
commerce, conservation of  wildlife habitat, conservation of  
endangered species, conservation of  both species and habi-
tat, and control of  “problem wildlife” (Box 35.2). Detailed 
descriptions of  these statutes and treaties can be found in 
Goble and Freyfogle (2002a, b). These statutes, while provid-

ing the legal framework for protecting species, deal with is-
sues of  population size only vaguely; none incorporate the 
phrase “small population size” or define when population 
size reaches the point at which management is mandated. 
In contrast, the Marine Mammal Act (Section 2:130) explic-
itly addresses the population size necessary to maintain eco-
system integrity, and states that “population stocks should 
not be permitted to diminish beyond the point at which 
they cease to be significant functioning elements of  the eco-
system of  which they are a part and, consistent with this 
major objective, they should not be permitted to diminish 
below their optimum sustainable populations.” Further, 
to reduce the chance that stocks will be overharvested, the 
concept of  uncertainty has been incorporated into the day-
to-day implementation of  the Marine Mammal Act (Taylor 
et al. 2000). Next, we describe in more detail the 3 statutes 
of  greatest relevance for conservation of  small wildlife pop-
ulations in North America.

Endangered Species Act
Foremost in the United States among federal wildlife stat-
utes that specifically address the management needs of  “small 
populations” is the Endangered Species Act of  1973 with 
its subsequent amendments (Goble and Freyfogle 2002b). 
The Act provides for the protection and recovery of  species 
(defined as species, subspecies, and distinct population seg-
ments for vertebrates, and as species and subspecies for plants 
and invertebrates). The Act’s objective was to conserve “to 
the extent practicable the various species of  fish and wildlife 
and plants facing extinction throughout all or a significant 
part of  their range” (U.S. Fish and Wildlife Service [USFWS] 
1973:1). No numerical criteria for either population size or 
trends are specified in the ESA as a threshold for listing a 
species as endangered or threatened. The number of  indi-
viduals at the time of  listing varies by orders of  magnitude 
even within a class of  organisms (Wilcove et al. 1993). For 
example, the Inyo California towhee (Pipilo crissalis eremoph-
ilus) was listed as threatened when it reached a population 
size of  175 individuals, whereas the coastal California gnat-
catcher (Polioptila californica californica) still numbered in the 
thousands when it was listed as endangered. Similarly, there 
are no demographic criteria for down-listing or delisting 
species beyond a directive for “objective, measurable criteria 
which, when met, would result in a determination . . . that 
the species should be removed from the list” of  threatened 
and endangered species (Goble and Freyfogle 2002a:354).

Species at Risk Act
The recently passed Species at Risk Act (SARA) of Canada 
(S.C. 2002, c.29) provides for the protection of  rare wildlife, 
which includes species, subspecies, variety, or geographically 
or genetically distinct populations. The criteria for listing 
or delisting a species in Canada are more similar to IUCN 
criteria and more specific than the ESA. In 1988, the Council 



Box 35.2. Federal sTaTuTes relaTed To The managemenT oF wildliFe

1.  Conserving Species through Restrictions on Take and 

Commerce

 a. Lacey Act, 1900, 1981

 b. Migratory Bird Treaty Act, 1918

 c. Tariff Act of 1930

 d. Bald and Golden Eagle Protection Act, 1940, 1962

 e.  Act Prohibiting the Use of Aircraft and Motor 

Vehicles to Hunt Feral Horses and Burros, 1959

 f. Horses and Burros, 1959

 g. Airborne Hunting Act, 1971

 h. Wild Free-Roaming Horses and Burros Act, 1971

 i. Marine Mammal Protection Act, 1972

 j.  Magnuson–Stevens Fisheries Conservation and 

Management Act, 1976

 k. Neotropical Migratory Bird Conservation Act, 1999

 l. Wild Exotic Bird Conservation Act, 1992

 m. African Elephant Conservation Act, 1988

 n. Asian Elephant Conservation Act, 1998

 o. Rhinoceros and Tiger Conservation Act, 1998

 p. Great Ape Conservation Act, 2000

2. Conserving Wildlife Habitat

 a. Federal Wildlife Refuges

 b. Migratory Bird Conservation Act, 1929

 c. Migratory Bird Stamp Act, 1934

 d. Wetlands Loan Act, 1961

 e. Refuge Revenue Sharing Act, 1935, 1964

 f. Refuge Trespass Act, 1948

 g. Refuge Recreation Act, 1962

 h. Refuge Administration Act, 1966

 i. National Marine Sanctuaries Act, 1992

 j.  National Wildlife Refuge System Improvement  

Act, 1997

3. Funding State Acquisition of Habitat

 a.  Federal Aid in Wildlife Restoration Act, 1937  

(The Pittman–Robertson Act)

 b.  Federal Aid in Fish Restoration Act, 1950  

(Dingell–Johnson Act)

 c. Land and Water Conservation Fund Act, 1964

 d. Fish & Wildlife Conservation Act, 1980

4.  Consideration of the Effect of Federal Actions on 

Wildlife Habitat

 a.  Fish and Wildlife Coordination Act, 1934, 1946, 

1958

 b. National Environmental Policy Act, 1969

5. Planning and Coordination

 a. The Anadromous Fish Act, 1965

 b. Sikes Act Extension, 1974

6. Conserving Endangered Species

 a. Endangered Species Act, 1973

7.  Conservation of Both Species and Habitat—Federal 

Lands

 a. National Park Service

  i. Antiquities Act, 1906

  ii.  National Park Service Organic Act, 1916 and 

General Authorities Act, 1970

 b. U.S. Forest Service

  i. National Forest Service Organic Act, 1897

  ii. Multiple-Use Sustained-Yield Act, 1960

  iii. National Forest Management Act, 1976

 c. Bureau of Land Management

  i. Federal Land Policy and Management Act, 1976

  ii. Public Rangelands Improvement Act, 1978

 d. Military Lands

  i. Sikes Act, 1960, 1997

 e. Preservation Land Systems

  i. Wilderness Act, 1964

  ii. Wild and Scenic Rivers Act, 1968

 f. Federal Waters

  i. Rivers and Harbors Act, 1899

  ii. Federal Power Act, 1920

  iii. Federal Water Pollution Control Act, 1972

8.  Conservation of Both Species and Habitat— 

Private Lands

 a. Wetlands

  i. Federal Water Pollution Control Act, 1972

  ii. “Swampbuster” Provisions, 1985, 1990, 1996

  iii. Coastal Barrier Resources Act, 1982

 b. Uplands

  i. Conservation Reserve Program, 1985

  ii. Environmental Easement Program, 1990

  iii. Forest Legacy Program, 1990

9. Problem Wildlife

 a. Lacey Act, 1900

 b. Animal Damage Control, 1931

 c.  Nonindigenous Aquatic Nuisance Prevention and 

Control Act, 1990

From Goble and Freyfogle (2002a).
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of  Canadian Wildlife Ministers signed an agreement estab-
lishing the Recovery of Nationally Endangered Wildlife 
(RENEW) program (Scudder 1999). The objectives of RENEW 
are to prevent the extinction of  species, prevent additional 
species from becoming threatened or endangered, reintro-
duce extirpated species, establish recovery plans to remove 
species from the threatened and endangered list, and pre-
pare recovery plans for all threatened and endangered spe-
cies (Canadian Wildlife Service 2001).

CITES

The Endangered Species Act of  1973 also included provisions 
for increased protection of endangered and threatened spe-
cies worldwide (Bean 1983). As of  2 October 2009, 30% of  
listed species were outside the United States (USFWS 2009). 
The ESA implemented the Convention on International 
Trade in Endangered Species of Wild Flora and Fauna 
(CITES) in the United States and provided a program to en-
courage foreign governments to establish programs for con-
servation of  species (Bean 1983). Species listed under CITES 
cannot be transported between countries without special per-
mit. The criteria for listing are only vaguely defined and the 
decision to list a species depends largely on consensus of  the 
parties. Mexico also is signatory to CITES.
 The United States/Mexico Joint Committee on Wild-
life Conservation was established in 1974 to help address 
the question of  vulnerable species. This agreement provides 
the basis for cooperation on conservation efforts for species 
occurring in both nations, such as sharing survey informa-
tion and cooperation on recovery efforts for species. How-
ever, it is vague about defining a small population.

FACTORS AFFECTING PERSISTENCE  
IN SMALL POPULATIONS

Deterministic Factors
In managing a small and declining population, the most im-
portant factors to consider are what caused the population 
to become small, and how to reverse the decline. Whether 
the cause of  decline was habitat loss, overharvest, exotic spe-
cies, change in disturbance regime, or some combination of  
these or other causes, the perturbations that led to the  
population becoming small are of  paramount importance 
(Caughley and Gunn 1996) and greatly influence the possi-
bility of  recovery (Abbitt et al. 2000, Miller et al. 2002). These 
factors are “deterministic,” indicating the outcome for the 
population can be expected to follow in a relatively predict-
able way. Thus, deterministic factors that affect population 
growth in known ways are distinguished from “stochastic” 
or random factors that also affect small populations.

Stochastic Factors
Unfortunately, when a population becomes small it be-
comes particularly susceptible to a host of  other threats that 

interact with and exacerbate problems caused by determin-
istic factors. Thus, for small populations, even if  the deter-
ministic problems were reversed so the population achieved 
a positive average population growth, the population could 
still be driven toward extinction. Factors are called “stochas-
tic” because they have a large element of  randomness in 
how they affect any particular population.
 Two important points emerge from an understanding 
of  stochastic factors: (1) with all else equal, small popula-
tions are more likely to become extinct than large ones; and 
(2) with all else equal, populations with large variation in vi-
tal rates are more likely to become extinct than those with 
small variation. There are 3 main types of  stochasticity af-
fecting population persistence (Shaffer 1987): demographic, 
environmental, and genetic. The operation and effect of  
stochastic factors on populations are less intuitive than de-
terministic factors; therefore, we explain how they affect 
small populations (see Mills 2007 for more details).

Demographic Stochasticity
Demographic stochasticity arises from inevitable devia-
tions around mean birth and death rates because these rates 
are probabilistic. For small populations, demographic sto-
chasticity causes variation in population growth even in a 
constant environment, with no change in mean birth or 
death rates. One of  the easiest ways to understand demo-
graphic stochasticity and its special effects on small popula-
tions is by example. If  you toss a fair coin, the expected 
probability of  heads is a constant 50%. But if  you toss the 
coin only 3 times, you cannot possibly get 50% heads: you 
can only get 0%, 33%, 67%, or 100% heads, by chance! Even 
if  you tossed it 4 times, you would not be too surprised to 
get something other than 50:50. However, if  you tossed the 
coin 100 times you would expect the percentage of  heads to 
be much closer to 50%, and if  you tossed it 1,000 times you 
would be highly confident of  converging on 50%, the ex-
pected probability of  heads.
 Consider how this analogy would apply to sex ratios, 
which are typically expected to be close to 50:50 at birth if  
there are many births occurring in the population. If, how-
ever, there are few births because of  small population size, 
stochasticity could easily result in a marked deviation from 
the expected 50:50 ratio; this stochastic change could impair 
the population’s ability to recover. Similarly, survival and 
birth rates in a small population could deviate widely from 
the expected mean by chance alone. Thus, demographic 
stochasticity can affect sex ratio, reproduction, and/or 
survival, causing each to be more or less than the mean ex-
pectation. Therefore, even if  the environment is relatively 
constant and birth and death rates are such that average 
population growth should be positive, demographic sto-
chasticity in a small population could still cause a decline  
toward extinction. An often-cited example of  the effects of  
demographic stochasticity in sex ratio is the extinction of  
the dusky seaside sparrow (Ammospiza maritime nigrescens) 
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Fig. 35.1. An example of environmental stochas-
ticity (with no covariation among vital rates or 
over time) decreasing the expected population 
growth rate relative to the mean rate. The upper 
curve shows the reduction in a large population 
(N = 1,000). The lower curve shows the further 
decrease in a small population (N = 10) due to 
demographic stochasticity. Modified from Mills 
(2007).

when all of  the last 6 survivors happened to be males ( James 
1980, Avise and Nelson 1989, Post and Greenlaw 1994).
 Just as a coin toss converges on 50:50 with many tosses, 
demographic stochasticity is minimized when abundance 
exceeds about 100 individuals (Morris and Doak 2002), so 
only relatively small populations are highly likely to decline 
from this factor alone. In some cases, individual variation 
is characterized as stochastic to ease analytical tractability 
when really there are deterministic drivers, perhaps due to 
maternal provisioning, genetic makeup, territory quality, or 
other factors. The extent to which this occurs can affect the 
influence of  demographic stochasticity (McCarthy et al. 
1994, Fox and Kendall 2002, Kendall and Fox 2002).

Environmental Stochasticity
In contrast to demographic stochasticity, environmental 
stochasticity produces random changes in mean vital rates 
for all individuals. Environmental stochasticity results from 
factors that are extrinsic to the population. Although envi-
ronmental factors can be either physical or biotic, they oc-
cur in unpredictable patterns. The most obvious form of   
environmental stochasticity is climate, including normal va-
garies of  temperature and other weather-related phenom-
ena, such as severe storms. Regardless of  the underlying 
(and usually unknown) mechanism, mean vital rates for all 
animals in the population and, therefore, population growth 
rate, vary over time and space in unpredictable ways. Unlike 
demographic stochasticity, environmental stochasticity does 
not disappear in large populations. For example, a change in 
population growth rate from a 2% increase to a 2% decrease/ 
year translates into changes in population size whether there 
are 50 or 500 animals in the population.

 An underappreciated result of  environmental stochastic-
ity is that it can make the most likely (stochastic) growth 
rate for a population be greater or less than the average 
growth rate without stochasticity (Doak et al. 2005, Morris 
et al. 2008). Consider a simple case of  a population whose 
annual population growth rate is equally likely to be λ = 
1.6 or λ = 0.6 in any given year (l = 1.0 is stable). The 
arithmetic mean of  the growth rate is 1.1 [= (1.6 + 0.6)/2], 
indicating an increasing population, but the stochastic growth 
rate is 0.98 (λ = √1.6 × 0.6), meaning the most likely trajec-
tory for this fluctuating population is to decline. This phe-
nomenon could lead a manager to believe a population is 
likely to increase, based on the mean population growth de-
rived from count data or matrix models, when actually it is 
most likely to decrease in a variable environment (Fig. 35.1). 
Although this simple example of  population growth with-
out age structure shows stochasticity decreasing population 
growth, negative correlations among vital rates could actu-
ally cause variation to increase population growth (Doak 
et al. 2005).
 A practical point to remember about environmental sto-
chasticity as estimated from field data is that it has an asso-
ciated sampling error. In essence, sampling variation adds 
noise to the estimate of  environmental variation. Thus, to-
tal variance should be partitioned into true process variance 
(spatial and temporal variation) distinct from the “noise” 
of  sampling variance. The use of  total variance for environ-
mental stochasticity, instead of  true process variance, will 
make nature seem more “variable” than it actually is. The 
artificially inflated variance will both reduce confidence in 
the actual trend, and will lead to biased-high predictions of  
extinction in population viability analysis (Ludwig 1999). 
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Methods for partitioning total variance into the component 
process versus sampling variation are discussed in Thomp-
son et al. (1998) and White (2000b).
 Finally, we note that populations can be exposed to sto-
chastic events that are extreme beyond the tails of  expected 
environmental stochasticity. These events are called “catas-
trophes” or “bonanzas,” and can have profound effect on 
persistence of  small populations (Shaffer 1987, Morris and 
Doak 2002). For example, a 1963 hurricane decimated the 
last Laysan teal (Anas laysanensis) population; volcanic erup-
tions in Japan almost destroyed the last colony of  the short-
tailed albatross (Phoebastria albatrus); and a severe winter 
coupled with overbrowsing killed all but 50 of  the 6,000 
reindeer (Rangifer tarandus) on St. Matthew Island (Simberl-
off  1988).

Genetic Stochasticity
The third stochastic factor refers to random loss of alleles 
(alternative forms of  a gene), and the subsequent effects on 
population dynamics in small populations. Genetic stochas-
ticity arises from genetic drift, the process whereby ran-
dom inheritance of  alleles in a small, randomly mating pop-
ulation leads to the “drifting” of  the frequency of  alternative 
alleles toward either 1.0 or 0.0, and an accompanying in-
crease in homozygosity. Vertebrates carry enough deleteri-
ous alleles (“lethal equivalents per individual”) to kill each 
individual about 3 times over (reviewed by Keller 1998), but 
in large populations natural selection holds them at low fre-
quency, and their recessive nature means their effects are 
masked by a nonharmful allele. However, genetic drift can 
lead to reduced survival or reproduction via inbreeding de-
pression when these deleterious alleles become expressed as 
homozygotes.
 Loss of  heterozygosity and expression of  inbreeding de-
pression due to genetic drift in small wildlife populations are 
well-established processes that can affect both captive and 
wild populations (Mills and Tallmon 1999). Like any other 
process (predation, disease, weather events, etc.), the effects 
of  inbreeding depression on population dynamics will range 
from nonexistent to strong, for any particular population. 
Reviews indicate that a majority of  small wildlife popula-
tions may exhibit inbreeding depression, and reductions in 
fitness can be substantial (Crnokrak and Roff  1999, Keller 
and Waller 2002).
 If  genetic drift and inbreeding depression decreases via-
bility of  a small population, the good news is that these ef-
fects can, in principle, be reversed by genetic rescue (Tall-
mon et al. 2004) through immigration of  individuals from 
outside the population. Genetic rescue leads to a “breaking” 
of  inbreeding depression and an increase in population growth 
by more than the demographic contribution of  the immi-
grants; therefore, it can be an effective management action 
(Chapter 36, This Volume). In an excellent example, a popu-
lation of  bighorn sheep (O. canadensis) founded by 12 indi-

viduals and isolated for 10–12 generations, showed inbreed-
ing depression followed by 23–257% increase in fitness-related 
traits following experimental restoration of  immigration 
(Hogg et al. 2006). If  genetic rescue is accompanied by con-
siderations to also restore historical levels of  diversity to 
maintain evolutionary potential efforts and prevent genetic 
swamping, then the small population will be the recipient 
of  genetic restoration (Hedrick 2005).
 Genetic restoration raises the important point that loss 
of  genetic variation in small populations also depletes the 
raw material of  evolution underlying a population’s capac-
ity to adapt to changes in climate, habitat, competitors,  
disease, etc. If  it is lost in small populations, the ability to 
survive future changes can be compromised even if  the pop-
ulation subsequently recovers to its former size (Soulé 1980, 
Frankham et al. 2002). As an example, Botta’s pocket go-
pher (Thomomys bottae) populations that have low genetic 
variation are actually able to accept reciprocal skin grafts 
from individuals within their population; populations with 
high variation reject the grafts (Sanjayan et al. 1996). This 
extreme consequence of  loss of  variation, resulting in an in-
dividual not being able to distinguish self  from nonself, im-
plies that ability to recognize and destroy intruder viruses, 
microbes, and other diseases will be compromised.

PREDICTING THE RISKS OF  
SMALL POPULATION SIZE

The Extinction Vortex
We have stressed that both deterministic and stochastic fac-
tors affect the likelihood of  a small population declining, or 
becoming extinct. The interaction of  all of  these factors is 
portrayed by the extinction vortex (Fig. 35.2). This captures 
the idea that primary drivers of  concern for declining and/
or small populations are deterministic human-caused per-
turbations. How the perturbation affects a particular popu-
lation depends on its structure (life-history characteristics, 
age structure, behavioral interactions, distribution, physio-
logical status, etc.), and on the environment (habitat, weather, 
competition, predators, food abundance, etc.). These per-
turbations can decrease vital rates (reproduction and sur-
vival), thereby decreasing both population growth rate and 
population size. Each turn of  the feedback cycle increases 
extinction probability because decreased population size and 
growth rate lead to increased effects of  inbreeding depression 
and stochastic events, further decreasing population size and 
growth. The extinction vortex emphasizes the need to con-
sider the relative importance of  these different factors and 
how they interact in a particular case (Gilpin and Soulé 1986, 
Lande 1988, Soulé and Mills 1992, Mills and Smouse 1994).
 Greater prairie-chickens (Tympanuchus cupido) in Illinois 
provide an example of  the extinction vortex in action (Bou-
zat et al. 1998a, b; Soulé and Mills 1998; Westemeier et al. 
1998; Bouzat et al. 2009). As native grasslands have been in-
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creasingly fragmented, the Illinois population of  the greater 
prairie-chicken became small and isolated from other pop-
ulations, declining from about 2,000 individuals in the early 
1960s to 50 birds by the early 1990s. Although habitat loss 
and alteration, and associated increases in predators, clearly 
caused the decline, stochastic factors became relevant at 
small population size. In particular, genetic variation for Il-
linois prairie-chickens declined relative to both historical 
samples collected from that population and to populations 
in neighboring states, which had remained relatively large 
and widespread. Translocations of  prairie-chickens from 
neighboring states from 1992 to 1996 appeared to lead to 
successful genetic restoration, as genetic diversity was re-
stored to historic levels, inbreeding coefficients decreased 
(at least to some extent), and significant increases in both 
fertility and hatchability rates indicated that inbreeding de-
pression was ameliorated. Nevertheless, in a somber note 
that underscores the difficulty in breaking out of  the extinc-
tion vortex, the transient increases in population size fol-
lowing translocation have stalled, probably due to limita-
tions in habitat availability and habitat quality. In short, this 
example demonstrates that management actions can be 
taken to redirect population growth away from the extinc-
tion vortex, but these will ultimately be successful only with 
continued vigilance in providing adequate habitat and ad-
dressing deterministic causes of  declines (Maehr and Lacy 
2002, Bouzat et al. 2009).

The Process of Viability Assessment
Wildlife viability assessment (Box 35.3) formalizes evalua-
tion of  the processes of  the extinction vortex. It places intu-

ition, field data, and theory into an operational framework 
to allow assessment of  the factors that caused decline and 
that may cause further decline in the future. It is a frame-
work for incorporating multiple, interacting processes; 
therefore, it can reveal nonintuitive and nonobvious out-
comes that can help in management decisions. The intellec-
tual roots of  assessing viability of  wildlife populations date 
to at least the 1930s (Reed et al. 1998b). Leopold (1933:47) 
noted the importance for wildlife managers to recognize 
“the minimum number of  individuals which may success-
fully exist as a detached population.”
 A subset of  viability assessment procedures includes 
Population Viability Analysis (PVA). As the quantitative 
arm of  the body of  approaches to assessing viability, PVA 
can be defined as “the application of  data and models to es-
timate probabilities that a population will persist for speci-
fied times into the future (and to provide insights into fac-
tors that constitute the biggest threats)” (Mills 2007:254).
 We believe PVA embraces the concept of  a “Minimum 
Viable Population (MVP)” and makes this concept some-
what obsolete. MVP is problematic for both philosophic and 
scientific reasons. Philosophically, it strikes us as risky to 
manage for the “minimum” number of  individuals that 
could persist on this planet. Scientifically, the problem is 
that we cannot specify a specific “minimum number” of  in-
dividuals that will insure long-term viability, because of  all 
the uncertainties involved in the persistence of  a small 
population.
 Several reviews of  practical applications of  PVA are avail-
able (e.g., Sjögren-Gulve and Ebenhard 2000, Young and 
Clarke 2000, Beissinger and McCullough 2002, Morris and 
Doak 2002, Reed et al. 2002). We highlight these applica-
tions for management of  small populations, focusing both 
on the quantitative framework of  PVA, as well as on other 
methods that constitute the assessment of  viability.

Three Characteristics of Population Viability Analysis
Quantitative viability assessment using PVA has 3 central 
concepts: persistence threshold, time, and likelihood. Per-
sistence is usually in the sense of  “not extinct,” implying 
that a population remains above zero individuals (or one 
mating pair). This is an important threshold, but there are 
often thresholds other than zero that are useful to track for 
biological or management reasons. These “quasi-extinc-
tion” thresholds might include, for example, biological 
thresholds below which Allee effects occur or where 
strongly interacting species become unable to perform criti-
cal ecosystem functions (Conner 1988, Soulé et al. 2003). 
Quasi-extinction thresholds also may include management 
thresholds such as the triggering number to bring a wild 
population into captivity, or the abundance below which a 
threatened species would be reclassified as endangered 
(Ginzburg et al. 1990, Burgman et al. 1993, Scott et al. 1995). 
Therefore, when we refer to “extinction” we include both 
true extinction and quasi-extinction thresholds.

Fig. 35.2. A simplified representation of the extinction vortex. 
Adapted from Soulé and Mills (1998).
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 A second important component of  our PVA definition is 
time (Frankel and Soulé 1981). As with any other prediction 
(e.g., weather, stock market), the assumptions used in PVA 
will be less and less reliable further into the future. Scott  
et al. (1995) proposed that when PVA is used in endangered 
species recovery plans it should incorporate short-term 
projections that are evaluated over time against a long-term 
goal (see also Goodman 2002). The long-term viability as-
sessment should include goals that are biologically based. 
The short-term projections should explicitly incorporate  
political–legal–social constraints; monitoring and the itera-
tive application of  short-term PVAs can be used to evaluate 
how well long-term goals are being achieved. Thus, public 
review (and political trade-offs) can be incorporated in choos-
ing short-term management strategies, but ultimate success 
is judged against the yardstick of  the long-term, biologically 
based goal.
 The final component of  the definition of  PVA is “likeli-
hood.” Obviously, a higher probability of  persistence over 
a given time will require a larger initial population size. 
Likelihoods are captured in quantitative PVAs with “quasi-
extinction curves” (Burgman et al. 1993, Groom and Pas-
cual 1998, Akçakaya 2000). There are many ways likelihoods 
can be portrayed; they are usually presented as the probabil-
ity of  reaching a quasi-extinction threshold over a range of  
time, or the probability of  reaching different population 
sizes at some point over a fixed time, or the risk of  decline 

by a given amount. Consideration of  these PVA compo-
nents (viability threshold, persistence time, and likelihood 
of  persistence) argue for PVA being conducted as an exami-
nation of  alternatives, with a range of  data and products, in-
stead of  performing just one PVA for a species with “X” 
data for “Y” probability of  persistence over “Z” years.
 Many key aspects of  PVA have a strong biological basis, 
but the selection of  goals requires the addition of  a social 
component. Issues such as “For how long do we want to 
evaluate persistence?” and “How secure should that persis-
tence be?” require social, cultural, economic, and political 
considerations (Shaffer 1987; Tear et al. 1995, 2005; Ludwig 
and Walters 2002; Svancara et al. 2005).

APPROACHES TO ASSESS VIABILITY

We describe several approaches to assessing viability (Mills 
2007). The first 3 methods are quantitative approaches of  
PVA. The second 2 are alternate methods for assessing via-
bility when data are sparser.

Population Viability Analysis Methods
Time Series
If  a series of  abundance estimates over time is available for a 
small population, those data can be used to estimate the 
probability of  reaching quasi-extinction thresholds. The mathe-
matical approaches can become complicated as they attempt 

Box 35.3. ComponenTs oF a populaTion viaBiliTy risk-managemenT proCess

1. Describe the species. Identify and screen for species at risk.

2.  Describe pertinent regulations and laws. Define the range of acceptable conditions that meet policy regulations or law. 

Identify responsible agencies and institutions and coordinate their planning activities.

3.  Describe species’ conditions and ecology. Describe the species’ environmental relationships and reasons for viability con-

cern or population decline.

4.  Develop planning alternatives. Develop a range of planning or management strategies. Describe risk attitudes of publics 

and responsible agencies and institutions. Describe perceived and expected utilities of planning alternatives. Identify 

factors and value ranges in decision criteria to be used to select among the alternatives.

5.  Evaluate viability effects of the alternatives. Conduct a viability risk analysis. Analyze how the alternatives affect popula-

tion size, distribution, and persistence, resource tradeoffs, and social concerns.

6.  Array the alternatives according to anticipated effects. Assess the benefits to population viability, indirect costs, opportu-

nity costs, and foregone options for each alternative. Identify and array the range of acceptable alternatives that meet 

decision criteria.

7. Select an alternative. Apply decision criteria to results and select a course of action.

8.  Implement the alternative. Institutionalize management guidelines of the selected alternative. Develop budgets and 

track implementation.

9.  Monitor results. Compile and interpret monitoring information; revisit steps 1–8 as suggested by monitoring informa-

tion and changing conditions.

From Marcot and Murphy (1996).
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to accommodate real-world biological and sampling issues 
such as density dependence, the ability to sample only one 
stage of  a population (e.g., egg counts, breeding adults), sam-
pling variation, and missing data. Morris and Doak (2002) 
provide a readable overview of  this considerable literature.
 Underlying all approaches is the idea that a time series of  
abundance estimates can be characterized by an average 
trend and variance in that trend (see Humbert et al. [2009] 
for the best way to estimate these for exponential growth); 
if  past trends and variability are assumed to be reflective of  
the future, one can calculate the probability that the popula-
tion might reach some quasi-extinction threshold in the fu-
ture. The math captures the nonintuitive, but important, 
fact discussed earlier that variance in population growth rate 
means that even populations that tend to increase, on aver-
age, may be most likely to decrease to extinction. From a 
practical viewpoint, this implies that effects of  management 
on variability in population growth can be as important as 
effects on the growth rate itself  (Burgman et al. 1993).
 As an alternative to estimating trend and variance, “risk-
based viable population monitoring” uses a simple expo-
nential growth model to directly estimate risk of  decline 
over time, updating the risk assessment with each new abun-
dance estimate, providing an efficient means of  warning of  
future declines and demonstrating status (Staples et al. 2005). 
Software is available (http://www.cnr.uidaho.edu/population 
_ecology) to implement this methodology, building off  an 
exponential growth model that incorporates both process 
and sample variance (Humbert et al. 2009).

Demographically Explicit Models
This class of  PVA models uses estimates of  vital rates, in-
cluding age- (or stage-) specific survival and reproduction 
rates, their variances and covariances, and other informa-
tion such as age structure and sex ratio of  the population, 
density dependence, and effects of  inbreeding depression. 
Although this method requires difficult-to-obtain informa-
tion, it has the advantage of  assembling biological infor- 
mation in a way that suggests specific actions that might re-
duce the chance of  extinction (Beissinger and Westphal 1998, 
Mills 2007). For example, for an Amazonian forest frog (Anom-
aloglossus stepheni) declining on Amazonian forest fragments, 
adult male survival was not reduced by fragmentation, but 
mean clutch size was reduced by 17%. Biological meaning 
for these changes came from a demographically explicit 
model, which showed that a reduction in clutch size of  this 
magnitude would be sufficient to cause the observed magni-
tude of  population declines in fragments (Funk and Mills 
2003).
 Because of  the multiple interacting factors in a demo-
graphically explicit PVA, computer simulations are typi-
cally used. Demographic stochasticity in survival is usually 
applied in 1 of  2 ways. The first approach draws the number 
of  survivors in a cohort from a binomial distribution with 

the specified mean survival rate for that time step and num-
ber of  individuals in the cohort. The second way that demo-
graphic stochasticity is incorporated is to pick, for each indi-
vidual, a random number from a uniform distribution; if  
the chosen number is greater than the mean survival rate of  
that time step, the individual dies; if  it is less, the animal 
lives.
 Mean survival (and reproduction) rates change in each 
time step due to environmental stochasticity. Operation of  
environmental stochasticity is mimicked in a PVA by choos-
ing mean vital rates for each time step from a distribution 
of  random numbers with a specified mean and variance 
(the variance is the process variance, separated from sam-
pling variance). An alternate approach may randomly pick 
one of  several vital rates measured in the field (or even en-
tire matrices of  vital rates from field data; Akçakaya 2000). 
When modeling environmental stochasticity, it also is im-
portant to specify correlation among vital rates and through 
time for particular rates because it affects both variance in 
population growth and probability of  extinction (Ferson and 
Burgman 1995, Groom and Pascual 1998). If  necessary, PVAs 
can include catastrophes (the extreme events outside the 
normal range of  environmental stochasticity) by specifying 
the magnitude and average timing for their occurrence.
 Genetic stochasticity, or the consequences of  inbreeding 
due to genetic drift in a small population, is incorporated 
into demographically explicit PVAs by decreasing vital rates 
at different levels of  inbreeding. It is difficult to measure 
both inbreeding level and fitness for most wildlife species 
(Oyler-McCance and Leberg 2005). Thus, in many PVAs, a 
range of  values from other species are used to bracket possi-
ble effects; measurements of  inbreeding depression have  
recently emerged for many wildlife populations (Crnokrak 
and Roff  1999, Keller and Waller 2002). The shape of  the 
curve relating inbreeding to fitness is complex and includes 
the extent to which cost of  inbreeding is or is not “purged” 
over time (Mills and Smouse 1994, Ballou 1997, Lacy 1997, 
Frankham et al. 2002). The range of  inbreeding costs ex-
pected for any species, as well as uncertainty in the shape of  
the curve relating inbreeding to fitness, implies that incor-
porating genetic stochasticity is the same as with any other 
uncertain parameter in PVA (for example, dispersal rates, 
density dependence, breeding structure, etc.). The user should 
include a range of  plausible possibilities, including “worst-
case” and “best-case” scenarios.
 Density dependence can and should be incorporated 
into demographically explicit PVAs if  field data are suffi-
cient. Unfortunately, density dependence is one of  the hard-
est parameters to estimate in field populations; yet, subtle 
differences in how it is included in PVA models can drasti-
cally affect predictions (Mills et al. 1996). Burgman et al. 
(1993:163) argue, “It is probably silly to pretend there exists 
a perfect density-dependence curve in a scattergram of  data 
and tortuously thread some guess at its form.” They present 
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an alternate strategy using field data to describe density de-
pendence in a “density vague” manner. The uncertainty of  
parameterizing density dependence, and its effect on PVA 
projections, has led to the recommendation that PVA mod-
els should include at least one set of  runs without density 
dependence, to provide a baseline understanding of  extinc-
tion risks (Ginzburg et al. 1990, Mills et al. 1996). The real 
existence of  density dependence will affect the interpreta-
tion of  the products of  the model for a particular manage-
ment scenario (Boyce 1992, Groom and Pascual 1998).
 The framework for incorporating factors into a demo-
graphically explicit PVA varies widely. In some cases, it is 
possible to use “canned” PVA programs. Two of  the most 
popular are the matrix-based RAMAS (Ferson and Akçakaya 
1990, Akçakaya 2002) and the individual-based VORTEX 
(Lacy 2000). Examples of  species with published PVAs using 
these 2 programs include Chinese Hainan eld’s deer (Cervus 
eldi hainanus or C. e. siamensis; Song 1996), Hawaiian stilt 
(Himantopus mexicanus knudseni; Reed et al. 1998a), Florida 
manatee (Trichechus manatus latirostris; Marmontel et al. 1997), 
and Florida scrub jay (Aphelocoma coerulescens; Root 1998). In 
other cases, particular aspects of  proposed management op-
tions or of  the animal’s life history lead to development of  
PVA programs that are more species-specific, such as for  
African wild dogs (Lycaon pictus; Vucetich and Creel 1999), 
cheetah (Acinonyx jubatus; Kelly and Durant 2000), greater 
sage-grouse (Centrocercus urophasianus; Johnson and Braun 
1999), and red-cockaded woodpeckers (Picoides borealis; Dan-
iels et al. 2000).
 Demographically explicit PVAs also allow the user to 
perform a sensitivity analysis to evaluate which life-history 
components and/or management actions will have the larg-
est effect on population recovery (Fig. 35.3). Sensitivity anal-
ysis in the broad sense (reviewed by Mills and Lindberg 2002) 

includes a variety of  approaches, including direct perturba-
tion of  vital rates in a model, analytical sensitivity and elas-
ticity calculations, and simulation-based approaches such as 
life-stage simulation analysis (Wisdom et al. 2000). Regard-
less of  the approach, sensitivity analysis can guide both re-
search and management. For example, field research into 
causes of  global amphibian declines would be more efficient 
if  coupled with sensitivity analysis to indicate which changes 
in certain vital rates would most affect population growth 
rate (Biek et al. 2002). Citta and Mills (1999) showed that 
sensitivity analysis could be used to explore how to decrease 
pest population growth by examining options for control-
ling brown-headed cowbirds (Molothrus ater) that would 
cause cowbird populations to decline. Similarly, sensitivity 
analysis can be used to explicitly incorporate human demo-
graphic, economic, and social systems with PVA of  wildlife 
species (Lacy and Miller 2002).
 The main obstacle to using demographically explicit 
PVA approaches is that they require substantial data. If  data 
are not available, managers should resist the temptation to 
guess and, instead, should focus on collecting the relevant 
information or choose a different approach. However, where 
the match between model needs and data availability are 
reasonable, a useful approach is to “embrace uncertainty” 
about processes or parameters by acknowledging the uncer-
tainty explicitly, and considering scenarios across a range of  
plausible values.

PVA with Multiple Populations
Any PVA approach for a single population can be scaled up 
from single population analysis to consider multiple popula-
tions across the landscape. With sufficient data, multiple-
population PVA models can be spatially explicit, incorporat-
ing exact spatial locations of  populations or individuals or 
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other features (Reed et al. 2002). Two additional concepts 
that enter into PVA evaluation of  multiple small populations 
are the extent of  connectivity and correlation in dynamics 
among the populations. Connectivity is important because 
it can lead to gene flow, which affects genetic structure 
(Mills and Allendorf  1996). It also can facilitate coloniza-
tion or recolonization of  unoccupied patches (Singer et al. 
2000) and decrease local extinction probability via a “rescue 
effect” (Brown and Kodric-Brown 1977). Connectivity can, 
at times, have negative ramifications for small populations 
across a landscape, as when diseases are transmitted (Cun-
ningham 1996) or maladaptive learned traits are transferred 
socially (Laland and Williams 1998). Connectivity involves 
complex behavioral processes such as dispersal (Reed et al. 
2002), which have traditionally been difficult to measure ac-
curately. However, measurement of  connectivity for wildlife 
populations is becoming easier with development of  field 
and analytical tools based on telemetry, mark–recapture 
analysis, and genetic sampling (Mills et al. 2003).
 The other important component of  multiple population 
models is the extent of  correlation in dynamics of  different 
populations. If  there is decoupling of  environmental sto-
chasticity among small populations, it becomes much less 
likely that a single bad year or series of  years would cause 
all populations to be lost (Harrison and Quinn 1989). For ex-
ample, consider 3 populations of  50 animals each. If  all 3 
populations had probabilities of  extinction of  0.2/year, but 
their probabilities were independent (because of  decoupling 
of  environmental stochasticity), the probability of  total ex-
tinction for all 3 populations in a given year would be (0.23) 
= 0.008. In contrast, if  the fates of  the populations were 
completely coupled (for example, the populations were ad-
jacent to each other), the probability of  total extinction 
would be 0.2/year, the same as for 1 population.
 The extent of  correlation, or coupling, in environmen-
tal stochasticity can be largely affected by distance among 
populations, because similar climatic events or other pertur-
bations (invasions by exotics, deaths caused by predators or 
disease, etc.) are more likely to occur simultaneously to 
populations that are close together. Movement of  individu-
als (connectivity) also facilitates correlations among popula-
tion. For example, Canada lynx (Lynx canadensis) populations 
across western North America are connected by dispersal, 
which may facilitate the relatively synchronous dynamics of  
lynx populations at the continent-wide scale (Schwartz et al. 
2002).
 In addition to application of  time-series or demographi-
cally explicit models across more than one population, data 
for species with multiple populations facilitates another type 
of  PVA. These are broadly called “patch occupancy mod-
els,” or “incidence function models” (Hanski and Ovaskainen 
2000, Hanski 2002). They are conceptually similar to logistic 
regression modeling of  colonization and extinction events 
(e.g., Sjögren-Gulve and Ray 1996, Sjögren-Gulve and Han-

ski 2000). Focusing on the widely used incidence function 
models, the key data are patch occupancies (whether or not 
a patch is occupied). The other parameters are distance be-
tween patches (metrics of  connectivity other than distance 
can be used if  available) and size of  the patches (“size” can 
be scaled to account for habitat quality, but population size 
is ignored, and patches are assumed to be distinct). An im-
portant assumption of  incidence function models is no in-
creasing or decreasing trend in patch occupancy, for exam-
ple due to recent severe habitat loss (Moilanen 1999, 2000). 
Incidence function models are best suited for short-term 
predictions of  consequences of  management scenarios rather 
than predicting long-term extinction risk. They are most ap-
propriately used for relatively common species with rapid 
turnover of  local populations in fragmented landscapes 
(Hanski 2002). If  populations are relatively large or long-
lived, so that local (within-population) dynamics are impor-
tant, then other approaches are more appropriate (e.g., Lin-
denmayer et al. 1995).

Other Approaches to Assess Viability
From a biological perspective, the worst-case scenario is 
conducting an assessment of  viability when time is short and 
data are scarce to nonexistent. Yet, this is normal for wildlife 
biologists around the world when adequate data for time- 
series, demographically explicit, or multiple population mod-
els are lacking. For example, in 1993, the President of  the 
United States appointed a Forest Ecosystem Management 
Assessment Team (FEMAT) to evaluate the effects of  large-
scale timber-harvest options on wildlife species in western 
Washington, Oregon, and northern California (Forest Eco-
system Management Assessment Team 1993, Meslow et al. 
1994, Thomas 1994). More than 1,000 plant and animal spe-
cies were to be included in the assessment, including many 
species that were (and are) little known. The team had 3 
months to complete the job. Difficult, if  not impossible, tasks 
such as this are given to biologists far too often, and the 
problem is exacerbated on the global scale where data are 
often even sparser.
 In the case of  the 1,000 species assessed as part of  FEMAT, 
the best that could be done was to implement a subjective 
“expert panel” approach to assess viability. This method 
had evolved from earlier use in analyses in the Pacific 
Northwest of  the United States (e.g., Thomas et al. 1993), 
and continued to evolve after the FEMAT process (Marcot 
et al. 1997).
 Unfortunately, whenever expert opinion or other subjec-
tive approaches are the only options for assessing viability, 
the results will be somewhat suspect. Humans are inher-
ently bad at guessing risks (even when they are informed 
guesses), in part because we are led astray by factors such as 
how visible or controllable the risk appears, or the conse-
quences of  the risks (Burgman et al. 1993). Thus, we over- 
estimate many low-level risks (e.g., death by tornado) and 
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underestimate high-level risks (e.g., death by heart disease). 
Second, and perhaps more importantly, the subjective deci-
sion-making process is based on the experience of  the “ex-
pert” making the decision; “severe risk” will mean different 
things to different people. It is difficult to make transparent 
or testable the logic, mechanisms, predictor variables, sources 
of  uncertainty, or other processes that go into the outcome 
of  an expert judgment. Expert opinion assessments of  viabil-
ity will remain an uncomfortable and insufficient last resort.
 In closing the discussion of  methods for assessing viabil-
ity, it is important to consider less data-intensive methods 
that are not part of  PVA per se, but which can be used to as-
sess viability when detailed population data are not avail-
able. Two approaches are described.

Rules-of-Thumb
Rule-of-thumb approaches assign qualitative ranks of  risk 
using specified, operational criteria (reviewed by O’Grady 
[2002]). Common rule-of-thumb approaches include those 
developed by The Nature Conservancy (Master 1991, Mas-
ter et al. 2000, Samson 2002) and the World Conservation 
Union (IUCN) Red List Categorization System (Mace 1995, 
IUCN 2001, Mace et al. 2008).
 As an example of  a rule-of-thumb approach, we focus on 
the IUCN Red List Categorization System (Mace and Lande 
1991; Mace 1994, 1995; Gärdenfors 2000; IUCN 2001), 
which forms the basis for “Red Lists” that assess the conser-
vation status of  >18,000 plant and animal species worldwide.
 Specifically, the IUCN approach (see Table 35.1) assigns 
species to 1 of  9 categories. To be placed in 1 of  the 3 cate-
gories at risk of extinction (i.e., critically endangered, en-
dangered, and vulnerable), at least one operational rule-of-
thumb criterion must apply. These criteria include (1) rapid 
population decline, (2) small geographic range and decline, 
(3) small population size and decline, (4) very small or re-
stricted population size, and (5) unfavorable quantitative 
analysis (Mace et al. 2008; Fig. 35.4). The fifth criterion for 
assigning species (quantitative analysis) includes a direct quanti-
tative estimate of  extinction probability within specified 
timeframes using a PVA. However, data limitations mean 
that, in practice, the IUCN system usually consists of  crite-
ria 1 through 5 (Mace and Lande 1991, Gärdenfors 2000). 
Sophisticated methods for making uncertainty explicit in 
the risk assessment procedure have been proposed for IUCN 
categorization (Todd and Burgman 1998, Akçakaya et al. 
2000, Taylor et al. 2002), and software is available to stan-
dardize the process (Akçakaya and Root 2007).
 A key philosophy behind the IUCN approach under-
scores an important general point about small population 
management; a distinction is made between assessing the 
severity of  threat and setting conservation priorities (Mace 
1994, 1995; Gärdenfors et al. 2001). Categories of  threat es-
tablished by the rules-of-thumb are just one piece of  infor-
mation used to set conservation priorities. At least as impor-

tant are additional criteria, which might include likelihood 
of  success in restoring the species, number of  other threat-
ened species occupying the same habitat, taxonomic unique-
ness, availability of  funds, and the legal and political frame-
work for conserving a particular species.
 There are obvious limitations to any rule-of-thumb ap-
proach. For example, a single set of  rules will not fit all spe-
cies and situations (O’Grady 2002). Despite the limitations, 
biologists must turn to these methods at times, because 
they may be the best available. Mace and Hudson (1999:244) 
reported that

Although the IUCN system may be efficient at picking 
up different species facing diverse threats, it is not de-
signed to be an accurate tool for measuring extinction 
risk, for projecting population status, or for designing 
population management plans. Its role is to highlight 
species exhibiting one of  several symptoms of  pending 
extinction and to classify species according to the relative 
severity of  the apparent threat. The Red List is a useful 
conservation tool only when listing leads to measures to 
assess the causes of  threat and to develop, where neces-
sary, appropriate management responses and species re-
covery plans. In short, the IUCN red list criteria are de-
signed to be robust and precautionary across a wide 
range of  circumstances, to operate when data are scarce, 
and to pinpoint species in need of  attention.

 In contrast to the IUCN guidelines, the Endangered Spe-
cies Act of  the United States does not offer specific rules-of-
thumb criteria for identifying species at risk of  extinction. 
The ESA uses qualitative assessments to classify species as 
endangered (“in danger of  extinction throughout all or a 
significant portion of  its range”; USFWS 1973:2) or threat-
ened (“likely to become an endangered species within the 
foreseeable future throughout all or a significant portion of  
its range”; USFWS 1973:4). Classification, or listing, is based 
“solely on the basis of  the best scientific and commercial 
data available . . . after conducting a review of  the status of  
the species” (USFWS 1973:5). In the absence of  robust crite-
ria for listing and recovery, listing determinations and re-
covery goals have often been inconsistently applied (Scott 
et al. 1995, Tear et al. 1995).

Approaches Based on Habitat  
and Other Information
At times, more information is available about species–habitat 
relationships than demographic variables for a species of 
concern. Although we believe that the relevant population 
data should be collected for a proper viability assessment, 
there are cases where habitat information alone can contrib-
ute useful information (Boyce 1992). Recently, researchers 
in federal land-management agencies in the United States 
have developed a Bayesian Belief  Network approach that 



  l. scott  mills  et  al .

combines vegetation associations with other information for 
region-wide or species-wide assessments (Lee 2000, Marcot 
et al. 2001, Raphael et al. 2001). Information in the Bayesian 
Belief  Network includes associations with habitat and other 
variables, as well as expert opinion and ancillary models (in-
cluding true PVA models). When expert opinion is included, 
it is incorporated so it can be easily scrutinized. Using a 
Bayesian statistical framework, input variable values are com-
bined with conditional probability tables to estimate the 
probability of  a response relevant to population status. Risks 
associated with alternative courses of  actions can be explored. 
As an example of  this approach, 28 species have recently 

been assessed as part of  land planning for the 58-million-ha 
Interior Columbia River Basin (for example, Wisdom et al. 
[2002] for assessment of  greater sage-grouse and Rowland 
et al. [2003] for wolverine).
 Marcot et al. (2001:29–30) described the utility and limi-
tations of  these approaches, noting that they do not substi-
tute for the more rigorous and quantitative PVA approaches. 
Rather, these approaches are most useful when empirical 
data on demography and genetics are unavailable, but a de-
cision-making process is inevitable. In these cases “the ex-
perts must provide their best professional evaluation or step 
aside and let activities proceed.”
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Fig. 35.4. The International Union for the Conservation of Nature (IUCN) population assessment procedures. From Gärdenfors et al. (2001), 
IUCN (2001).
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PRACTICAL THOUGHTS ABOUT WILDLIFE 
RISK ASSESSMENT

The largest benefit to assessing viability for a small popula-
tion is that it forces us to be explicit about the threats to a 
population. It places assumptions on the table where they 
can be discussed. For example, if  one person believes that 
genetic isolation is the largest threat for a particular species, 
they may argue that connectivity enhances viability; alterna-
tively, someone else concerned about disease risk for that 
species might argue that connectivity decreases viability. The 
assumptions are explicit.
 From published works and our own experience, we offer 
3 important messages regarding assessing viability as part 
of  the management of  small populations. First, be aware of  
the quality of data available and match those data with the 
most appropriate approach. Currently there is interest in 
the effects of  data quality and sampling error on model per-
formance. Sampling error will tend to make nature seem 
more “variable,” which tends to bias upward the predicted 
probability of  extinction. The extent to which sampling er-
ror compromises PVA has been discussed intensely (Ludwig 
1999, Fieberg and Ellner 2000, Meir and Fagan 2000, Hol-
mes 2001, Sæther and Engen 2002). In any case, wildlife bi-
ologists should heed suggestions on how parameters of  via-
bility models can be estimated so that sampling error can be 
quantified (White 2000b, White et al. 2002). Second, viabil-
ity assessment is more useful as a comparative tool for 
ranking management options than it is for making precise 
predictions of  viability. Although there can be heartening 
matches between PVA predictions and actual population 
trajectories (Brook et al. 2000), instances where this is true 
are likely limited (Lindenmayer et al. 2000, Coulson et al. 
2001).
 Using PVA to evaluate relative merits of  different man-
agement options allows it to be incorporated into the deci-
sion-making process that guides management action and 
policy (Maguire 1991, Noon and McKelvey 1996, Dreschsler 
and Burgman 2004). For example, consider a case of  how 
PVA was used to improve the decision-making process (Fig. 
35.5). Management of  the Australian marsupial, Leadbeat-
er’s possum (Gymnobelideus leadbeateri), is one of  the most 
contentious forestry issues in Australia. The primary threat 
to this species is its requirement for nest sites in trees >150 
years old. Early this century, fires burned >60% of  the forest 
within the range of  the species, and clearcut logging has 
more recently occurred over 75% of  its known distribution. 
The species now occupies an area 60 km <00D7> 50 km in 
the central highlands of  the state of  Victoria in southeastern 
Australia. Current management is to avoid cutting in certain 
areas (including old-growth patches) while clearcutting con-
tinues in other areas; areas that burn in the future may be 
salvage-logged.

 Possingham et al. (2002) examined the viability of  Lead-
beater’s possum subject to current and potential future 
management options (see Fig. 35.5). Under current manage-
ment, possums would be expected to persist for the next 
150 years (only 38% chance of  extinction), but not into the 
future (100% chance of  extinction). If  old-growth forest was 
not salvage-logged, trees damaged (but alive) after a fire 
would not be removed; this would increase possum viability 
so that extinction probability would decrease to 33% and 
58% over the next 150 years and expected long term, respec-
tively. If  there were further limitations to salvage logging, 
so that it was prohibited both in old growth and in other ar-
eas that could grow into old growth, extinction probability 
drops even more. Two popular suggestions for further aid-
ing this species are to increase the rotation time and to 
make more reserves, so these possibilities were considered 
next. Although increasing rotation time decreases extinction 
probabilities, it requires an almost complete halt of  logging 
for the next 150 years, hardly a politically realistic possibil-
ity! In contrast, setting aside reserves improves viability 
even more, but reduces logging little; for example, setting 
aside just 6 (50-ha) reserves (5% of  the forest block) decreases 
extinction probability to 18% over the long term, but reduces 
logging by only 5% at most. With identification of  addi-
tional permanent reserves as a viable approach, a number 
of  scenarios were considered, trading size and number of  
reserves. The authors assessed the sensitivity of conclusions 
by modeling a range of  possibilities for processes about 
which they were uncertain. The recommendations emerg-
ing from this work are currently being implemented (Pos-
singham et al. 2002).
 Clearly, PVA needs to be explicitly and seamlessly incor-
porated into a small-population modeling and decision-
making process, analogous to the adaptive management 
framework used to marry field data, biological process, so-
ciopolitical goals, and management strategies for harvested 
species. Incorporating PVA as part of  such an adaptive man-
agement framework for small populations has been termed 
Population Viability Management (PVM; Bakker and Doak 
2009). As an example for endangered island fox (Urocyon 
littoralis) on the Channel Islands (Bakker and Doak 2009), 
the first step is to set recovery criteria in terms of  quasi- 
extinction risk in a public forum, accounting for the inevita-
bly complex sociopolitical and biological considerations. 
Next, readily monitored population attributes are chosen 
(adult population size and adult mortality in this case), and 
PVA is used to link these attributes to quasi-extinction thresh-
olds, clarifying that uncertainty in the monitoring data will 
delay the delisting of  a recovering population (Fig. 35.6). Fi-
nally, PVM incorporates management actions that will af-
fect the population attributes; for example, determining how 
decreasing predation on fox by controlling golden eagles 
(Aquila chrysaetos) would achieve delisting, given the practi-
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cal constraints of  monitoring. As with the possum example, 
we see that PVM provides a platform for integrated adap-
tive decision-making. This would allow increasing knowl-
edge and changing management outcomes to be accounted 
for in data-based decisions.
 A third message for assessing viability is to consider a 
range of possibilities for every step of  a PVA for which there 
is doubt about a process, functional relationship, or mea-
sured parameter. The worst PVAs are those that take one 
set of  data and provide one estimate of  extinction probabili-
ties, while the best are those that consider a variety of  bio-
logical and management information to produce a range of  
predictions (Taylor 1995, Ellner et al. 2002). Ideally, a PVA 
would be performed with multiple methods (Mills et al. 1996, 
Gärdenfors 2000, Kindvall 2000). Sensitivity analysis in the 

broad sense, evaluating how information affects products, is 
an essential part of  PVA (Reed et al. 1998b, Mills and Lind-
berg 2002). Also, Bayesian approaches directly incorporate 
parameter uncertainty into analysis (Taylor et al. 1996, 2002; 
Goodman 2002; Wade 2002).
 Burgman and Possingham (2000:104) recalled the com-
ment that “All models are wrong, but some are useful” 
(from Box 1979) to emphasize their point 

The only correct model is an entire reconstruction of  the 
actual system—whereupon it ceases to be a model. The 
utility of  a PVA is determined by several things, includ-
ing the care taken to include all ecological intuition faith-
fully, the care taken to represent all views (hypotheses) as 
structural alternatives, the detail and transparency of  state-
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Fig. 35.5. Population viability analysis for decision analysis, made in the case of Leadbeater’s possum. For each option, the number gives 
the probability of extinction over the next 150 years (in parentheses) and over a typical 150-year period in the future when the forest has 
reached equilibrium with the management actions (think of this as the period 500–650 yr from now, assuming constant conditions). From 
Possingham et al. (2002).
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ments about assumptions, and the role of  the model with- 
in the decision-making framework. One of  the most im-
portant steps in establishing the credibility of  a PVA is to 
communicate the uncertainties embedded in the model 
and its assumptions.

MANAGEMENT OF SMALL POPULATIONS

The results of  a viability assessment or sensitivity analysis 
can provide managers with specific insights into how to most 
effectively increase size of  a small population and reduce 
risk of  extinction. A variety of  techniques can be used; some 
are identical to those used with abundant species, but many 
others are especially adapted to the needs of  populations 
with small numbers of  individuals.
 Effective management of  small populations must address 
both ultimate and proximate causes of  population declines. 
The ultimate cause of  a species’ decline is usually some 
change in the environment resulting from human activities. 
These changes might be novel events the species has not ex-
perienced (e.g., introduction of  synthetic toxic chemicals, 
like DDT, into a species’ food chain) or somewhat normal 
events that suddenly occur in temporal or spatial patterns 

that are unprecedented (e.g., disturbing a forest through 
logging more frequently and on a different spatial scale than 
would occur under natural disturbance regimes, thus elimi-
nating old-growth conditions). Regardless of  the ultimate 
cause, the population fails to cope, resulting in proximate 
causes of  decline such as reduced survival and reproduction, 
or both. Species are often faced with multiple threats whose 
effects are poorly documented; therefore, it is often diffi- 
cult to distinguish between proximate and ultimate threats 
(Gurevitch and Padilla 2004).
 The distinction between ultimate and proximate causes 
of  species declines can lead to a dichotomy in management 
approaches (Temple 1978b). Clearly, management must cor-
rect the ultimate causes of  decline by addressing the spe-
cific environmental changes that threaten the small popula-
tion. These causes include such widespread problems as 
habitat loss or deterioration, effects of  exotic organisms, 
toxic chemicals, and mortality directly related to human ac-
tivities. Frequently, ultimate problems are difficult to remedy; 
typically, a long time is required for corrective measures to 
improve a species’ environment. Time is a factor working 
against the persistence of  most small populations.
 To hasten recovery of  a perilously small population, man-
agers often must address proximate factors in a manner 
that is somewhat unrelated to the ultimate cause of  a popu-
lation’s decline. Typically, the approach is to increase sur-
vival and reproductive rates by whatever means possible 
to stimulate population growth (ideally, building on the effi-
ciencies made possible by sensitivity analysis; see next section). 
Ultimate problems are then addressed somewhat indepen-
dently of  these activities, which is similar to the treatment 
of  a critically ill patient in a hospital’s emergency room: 
treat the life-threatening symptoms and then remedy under-
lying problems (Zimmerman 1975).
 Two birds, osprey (Pandion haliaetus) and peregrine fal-
con (Falco peregrinus), illustrate the benefits of  addressing 
proximate problems (Spitzer 1978, Cade et al. 1988). Both 
species were threatened by the ultimate problem of  contami-
nation of  their food chains with chlorinated hydrocarbons, 
especially dichlorodiphenyltrichloroethane (DDT). In each 
situation, populations declined precipitously after reproduc-
tion was impaired when eggs with DDT-thinned shells failed 
to hatch. Although measures were taken during the late 1960s 
and early 1970s to address the ultimate problem, by curtail-
ing use of  the offending toxic chemicals, both species con-
tinued to decline and remained at risk because of  the persis-
tence of  the chemicals already in the environment.
 To offset the proximate problem of  inadequate recruit-
ment, managers successfully augmented reproduction in wild 
ospreys and released captive-reared individuals into wild 
populations of  peregrine falcons. Reproduction of  ospreys 
was enhanced by reducing nest-site limitations through 
erecting artificial nest platforms in areas that lacked natu-
ral nesting sites (Postupalsky 1978), and by replacing thin-

Monitoring

data

0 200 400 600 800
0

0.1

0.2

0.3

0.4

5
5

10

1030

30

50 50

70 70

Yr 1
Yr 2

Yr 3

Adult population size (3-yr average)

Quasi-extinction risk over 50 years

)
e

g
ar

e
v

a r
y-

3( 
ytil

atr
o

m tl
u

d
a l

a
u

n
n

A

Fig. 35.6. An example of Population Viability Management (PVM) 
as an adaptive management strategy for endangered island foxes 
on Santa Cruz Island. The consensus recovery criteria was a 5% 
risk of quasi-extinction over 50 years (dark blue isocline in figure), 
with uncertainty in monitoring data controlled for by requiring 
that 80% confidence regions fall below the risk isocline. Different 
management actions that affect vital rates (e.g., predator control, 
captive breeding) can be compared via PVM, recognizing that 
less precise monitoring data (outer region of monitoring data 
ovals) could delay meeting the delisting criterion (because less  
of the confidence region would fall below the risk isocline). From 
Bakker and Doak (2009).
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shelled eggs with thick-shelled eggs (Spitzer 1978). Captive 
breeding and subsequent reintroduction of  peregrine fal-
cons provided an important boost to recruitment to popula-
tions that were producing too few young (Cade et al. 1988), 
which was critical to achieving positive population growth 
(Kauffman et al. 2003). In both situations, regional popula-
tions were doomed to eventual extinction unless attention 
to proximate causes improved the status of  the species while 
ultimate problems were being addressed. In the post-DDT 
era, both ospreys and peregrine falcons recovered impres-
sively after chlorinated hydrocarbon pesticides eventually 
were purged from the food chain (Spitzer et al. 1983, Cade 
et al. 1988).
 The efficacy of specific management actions affecting 
particular vital rates can be assessed using sensitivity analy-
sis. Next, we describe the critical links necessary to efficiently 
connect management actions to specific vital rate changes 
and increases in population size of  small populations.

Improving Birth and Death Rates
The fundamental truth most relevant to managing small 
populations is that management actions are not all equal in 
influencing birth and death rates, and all birth and death 
rates are not equal in how they influence population growth 
(Mills 2007). The key, then, is to identify which manage-
ment actions, through their effects on vital rates, will be 
most efficient at achieving an increase in numbers for small 
populations.
 The good news is that an impressive toolbox of  analyti-
cal approaches exists to quantify how individual birth and 
death rates alter population growth (see “Demographi-
cally Explicit Models” section above). Some vital rates 
have particularly large proportionate or absolute influence 
on population growth even though they vary relatively lit-
tle, while others affect population growth because they 
can be changed drastically in nature or under management 
(Mills et al. 1999).
 In some cases, enough work has been done to generalize 
across taxa which vital rates are most “important” for in-
creasing population growth. For example, in ungulates and 
indeed across many long-lived species, adult survival tends 
to have the highest proportionate effect on population 
growth, but calf  survival tends to vary so much that it is of-
ten the vital rate that most drives variation in population 
growth (Gaillard et al. 1998, Raithel et al. 2007). For endan-
gered Sierra Nevada bighorn sheep (O. canadensis sierrae), 
life-stage simulation analyses indicated that, indeed, adult 
survival had the highest proportional effect on population 
growth; however, different populations differed in which  
vital rate had been disturbed the most, so that the most 
“important” vital rate, and most effective management 
strategy (e.g., predator control or augmentation), was popu-
lation-specific ( Johnson et al. 2010). A critical information 
need is to determine how different management actions af-
fect vital rates in small population, thus connecting the dots 

between management actions, vital rates, and population 
growth rate.
 With demographic models guiding the process of  identi-
fying proximate vital rates that will most efficiently change 
population growth rate, the manager will be poised to im-
plement management to improve those rates. Methods exist 
to increase both reproduction and survival. In birds, natal-
ity (e.g., litter size or clutch size) can be increased by stimu-
lating additional egg laying bouts via removal of  eggs from 
the nest. Egg viability can be ensured by artificially incubat-
ing the extra eggs or placing them in nests of  foster parents 
(Cade 1978). A few species present the opportunity to in-
crease frequency of  reproduction. Animals that have long 
periods of  parental care of  offspring are inhibited from re-
producing while caring for dependent young. Shortening 
the time to independence can reduce the intervals between 
breeding. For example, California condors (Gymnogyps cali-
fornianus) can be induced to breed annually, in contrast to 
the normal biennial rate, thus effectively doubling fecundity 
(Snyder and Hamber 1985).
 In some populations, only a proportion of  the reproduc-
tively competent individuals have the opportunity to breed. 
Shortages of specific resources essential for breeding typi-
cally are responsible for limiting the number of  breeders in 
a population. If  these limitations to breeding can be removed, 
previously excluded individuals can breed. Nesting sites fre-
quently limit the number of  breeders and provision of  arti-
ficial nesting sites such as nest boxes, cavities, and burrows 
can result in improved fecundity (Snyder 1978).
 Reproductive failures normally reduce recruitment be-
low the potential rate suggested by a species’ natality. Losses 
of  young before recruitment into the population can be 
substantial. Preventing those losses effectively increases re-
cruitment. Many techniques have been used, including the 
quality of  breeding sites, reducing risks (e.g., predation) to 
young animals, or implementing “head starting” approaches 
that give young animals improved prospects for survival to 
breeding age (Temple 1978b).
 Survival also may be increased as a means of  stimulating 
population growth. Reducing effects of  predators, patho-
gens, competitors, and accidents can be effective ( Jackson 
1978). These manipulations may reduce losses below nor-
mally expected levels and enhance survival in a population, 
even if  poor survival is not an important factor in the popu-
lation’s decline. For example, protecting an endangered spe-
cies from human exploitation can improve survival, even if  
overexploitation is not an identified cause of  endangerment. 
Improving the quality of a species’ habitat also can im-
prove survival; however, habitat improvement is rarely a 
short-term solution.

Population Augmentation
Translocations can be used for augmenting small popula-
tions to increase population size, enhance genetic diversity, 
diversify age or gender composition, or create new popula-
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tions through reintroduction to a previously occupied area. 
Examples include amphibians (Arano et al. 1995, Marsh and 
Trenham 2001, Rathbun and Schneider 2001; but see Seigel 
and Dodd 2002 and Trenham and Marsh 2002), adders (Vi-
pera berus; Madsen et al. 1996, 1999), greater prairie-chickens 
(Soulé and Mills 1998), red-cockaded woodpeckers (Allen 
et al. 1993, Haig et al. 1993, Carrie et al. 1999), Laysan ducks 
(Reynolds et al. 2008), New Zealand robins (Petroica austra-
lis; Armstrong and Ewen 2002), sea otters (Enhydra lutris; 
Bodkin et al. 1999), cougars (Puma concolor; Ruth et al. 1998), 
black bears (Ursus americanus; Eastridge and Clark 2001), 
and woodland caribou (Rangifer tarandus caribou; Compton 
et al. 1995). In spite of  some high-profile successes, Griffith 
et al. (1989) and Wolf  et al. (1996) found that only about 
two-thirds of  translocations in the United States, Canada, 
Australia, and New Zealand were considered successful, 
with success rates varying among taxonomic groups. Drake 
and Temple (Chapter 36, This Volume) provide a thorough 
discussion of  guidelines, issues, and techniques related to 
animal translocation.

Habitat Protection
When populations are small because of  the ultimate prob-
lem of habitat loss or fragmentation, protection or resto-
ration of  habitat is a necessary step in preventing further  
declines and increasing population size. Recovery of  popula-
tions to sizes that are robust to stochastic factors will not oc-
cur unless larger habitat patches are available to support a 
viable population size. A PVA can provide managers with an 
estimate of  the habitat requirements (quantitatively and 
qualitatively) for a viable population and goals for habitat 
protection and restoration. For example, spatially explicit PVA 
models examined how proposed habitat management actions 
in a U.S. Forest Service District would affect Bachman’s spar-
rows (Aimophila aestivalis), a species endemic to pine wood-
lands of  the southeastern United States (Liu et al. 1995).
 We live in an increasingly fragmented world; therefore, 
nearly all protected areas (e.g., National Wildlife Refuges, 
National Parks, wilderness areas, private nature reserves, 
wildlife management areas) are small and increasingly em-
bedded in substrates that prevent distant movements of  many 
of  the species for which protected areas were established. 
Newmark (1987, 1995) found that in western North Ameri-
can parks, extinctions have exceeded colonizations since park 
establishment and that rate of  extinction was inversely re-
lated to park area.
 DellaSala et al. (2001) found 97% of  all protected areas in 
North America to be 10,000 ha in size, with 76% of  all re-
serves 200 ha. By themselves, these areas are too small to 
support viable populations of  even small animals, and far 
short of  the area needed to support larger carnivores or un-
gulates (Schonewald-Cox 1983). When reserve sizes were 
compared to the minimum area requirements of  terrestrial 
mammals in eastern North America (Gurd et al. 2001), only 
14 of  2,355 existing reserves (0.6%) were sufficiently large to 

meet the lower confidence limit of  the area required to pre-
vent loss of  terrestrial mammal species. This analysis may 
be optimistic for species conservation, because use of  the 
upper confidence limit rather than the lower would man-
date even larger reserves for maintaining viable populations 
of  mammals.
 Collectively, these findings of  the inadequacy of  protected 
areas mean, first, that management of  the matrix surround-
ing protected areas is essential; and second, that even after 
important habitat areas are identified for protection, it is fre-
quently necessary to plan for ecological restoration (a long-
term process) to create habitat in areas not presently suit-
able for the species (Howell 1988). In addition to occurring 
in only a fraction of  the species’ historical range, many 
small declining populations occur at the extremes of  former 
range in habitats that may be suboptimal. The whooping 
crane (Grus americana) provides an example (Lewis 1986), as 
do many of  the upland forest birds of  Hawaii (Scott et al. 
1986, Channell and Lomolino 2000). Habitat restoration 
may be essential to allow a small population to expand its 
size to the point that it can be considered no longer in dan-
ger of  extirpation.

Monitoring
Establishing monitoring programs for small populations 
presents special challenges for the manager. At the most 
fundamental level, the range of  a rare species and its specific 
habitat requirements may not be known. Surveys, thus, 
may be conducted in unused or unsuitable habitat, unneces-
sarily increasing the cost of  monitoring efforts. Also, observ-
ers may be unfamiliar with identification of  a rare species 
and, after failing to find it, conclude incorrectly the popula-
tion has been extirpated (Scott et al. 1986, Diamond 1987, 
Reed 1996), or underestimate the effort needed to detect in-
dividuals and delineate the limits of  small populations (Scott 
et al. 2008). Finally, small populations will inherently have 
statistical limitations of  insufficient power to detect trends.
 Ideally, a monitoring program should address these is-
sues by incorporating as much information as possible about 
the species’ putative range and its habitat associations within 
that range. It should include a species-specific program to 
train observers in survey techniques and accurate identifica-
tion of  the species of  interest, including exposure to the full 
range of  variation (e.g., plumage, pelage, vocalizations, or 
sign) for the species (Kepler and Scott 1981, Scott et al. 1986). 
To infer the presence or absence of  the species, an impor-
tant component of  the monitoring program will be estima-
tion of  the probability of  detecting the species at a particu-
lar point (Reed 1996, MacKenzie et al. 2002). Detection is 
dependent on a variety of  factors (Kepler and Scott 1981, Scott 
et al. 1986, Reed 1996) including density of  individuals, sam-
pling effort, species behavioral characteristics, observer bias, 
weather conditions, time of  day, season, and ambient noise 
(e.g., wind, water, or anthropogenic noise). Noninvasive ge-
netic sampling (Box 35.4) has particular promise (although 
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not without pitfalls) for both identifying distribution and 
monitoring abundance of  hard-to-sample and rare popula-
tions (Mills et al. 2000a, b; Oyler-McCance and Leberg 2005).
 Even when monitoring abundance in an area where a 
small population is known to exist, low densities can lead to 
a low capture or detection probability, which increases sam-
ple variance and decreases the likelihood of  detecting real 
declines. The problem of low power in monitoring is rele-

vant to all wildlife biology studies (Steidl et al. 1997, Gibbs 
2000). It takes on amplified importance in small populations, 
where failure to detect a decline (Type II error) can lead to 
extinction (Taylor and Gerrodette 1993, Reed and Blaustein 
1997). The concern over inherently low power to reject the 
null hypothesis of  “no decline” for small populations has led 
to consideration of  how to reverse the “burden of  proof ” 
for detecting a decline in abundance (Mapstone 1995).

Box 35.4. The naTional lynx survey and eThiCs in ColleCTing daTa on small populaTions

For many small populations, the first step in monitoring requires an inventory to identify where the species exists. In the 

lower 48 United States, the Canada lynx became a species of special concern to land managers in the late 1990s, and was 

listed in March 2000 as a federally threatened species. However, it was not known precisely where the species occurred in 

its range in the continental United States. The National Lynx Survey was conceived to bring the properties of consistency, 

standardization, and reliability to the process of identifying current range for lynx, thereby providing a basis for subse-

quent monitoring.

 The National Lynx Survey sampled lynx distribution at an unprecedented scale: 16 states across the northern United 

States. Collection of samples required the efforts of hundreds of field personnel. The sampling device for this elusive and 

low-density species was noninvasive, based on 10 × 10-cm carpet pads smothered in a beaver castoreum and catnip oil 

scent lure, with nails sticking out. Lynx (and other species) willingly rub against it and leave hairs behind (McDaniel et al. 

2000), which can be analyzed for species identification using DNA markers (Mills et al. 2000a). At each sampling site, 125 

rub-pads were placed in a systematic grid: 25 transects, 3.2 km apart, with each transect consisting of 5 rub-pads, 100 m 

apart. Pads were checked after 2 weeks. The survey was conducted for 3 years, with an additional pilot year.

 Before the survey was initiated, the principal investigators at the University of Montana and at the Rocky Mountain Re-

search Station, U.S. Forest Service, developed reliable DNA-based tests to distinguish lynx from other species based on the 

degraded and low-quantity samples obtained from single hairs (Mills et al. 2000a). Importantly for identification of spe-

cies of political concern, exhaustive tests to validate the species-identification protocol were conducted prior to initiating 

the survey (Mills et al. 2000a, Mills 2002). These validation tests were included in a detailed protocol sent to all field 

workers, which also included comprehensive written instructions for all aspects of gathering, labeling, and submitting 

samples.

 After 3 years of sampling, the survey can be considered a success (McKelvey et al. 2002). More than 21,000 pads were 

placed, and approximately 4,000 samples were processed. About 80% of the hair samples (including single hairs or frag-

ments of hairs) were identified to species. Many other species were detected even though the sampling method was de-

signed to target lynx.

 Despite its success in verifying and establishing lynx presence on a nationwide scale, the implementation of the Na-

tional Lynx Survey identified a challenge broadly relevant to sampling small populations at large scales: the need for field 

personnel to maintain integrity of all data collected. Despite the detailed written protocol sent to all field-data collectors, a 

handful of field personnel ignored the protocol and labeled hair from petting zoos and wall mounts as if they were field-

collected samples; by sending in these mislabeled samples without informing the principal investigators, they threatened 

the integrity of the data stream in the nationwide study. A nationwide political and media furor erupted (Mills 2002, 

Thomas and Pletscher 2002). Fortunately, firewalls were in place in terms of field and lab protocols to protect the scientific 

integrity of the study to contribute to land management decision-making. Not only were the analyses of the noninvasively 

collected hair samples fully validated, but also the study design ensured that hair collection in the survey was only the first 

step in evaluating lynx presence. Follow-up snowtracking and trapping efforts were built into the study to separate actual 

lynx populations from transient individuals, fur-farm escapees, or mislabeled samples (McKelvey et al. 2002).

 Noninvasive DNA sampling opens up the potential for large-scale sampling of distribution and abundance of wide-

ranging and small populations. However, the integrity of the samples collected must remain paramount.
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 The problem of  high sampling variance inherent for es-
timates of  abundance in small populations leads to other 
risks where management plans are based on abundance esti-
mates (e.g., setting recovery goals, harvest levels, or listing 
under the ESA). An approach to avoiding this problem has 
been implemented by the National Marine Fisheries Ser-
vice. In guidelines developed under the Marine Mammal 
Protection Act, stock assessments are based, in part, on an 
estimate of  minimum population size (U.S. Department of  
Commerce 1995). The estimated minimum population size 
(N

min
) is defined as the lower 60% confidence limit of  a dis-

tribution resulting from a point estimate of  abundance and 
its coefficient of  variation. This method increases the proba-
bility that population size is equal to or greater than the es-
timate, accounting for the uncertainty of  sampled small 
populations (Taylor et al. 2000).
 The challenges of  monitoring trends in abundance, espe-
cially for small populations, have led to the development  
of  alternative monitoring frameworks that sidestep abun-
dance and instead rely on presence–absence, or occupancy 
(MacKenzie et al. 2006). In effect, these methods target de-
tection of  changes in occupancy measured as the propor-
tion of  sampling units where the species is present, correct-
ing for detectability. Although less information is collected 
at each site than in traditional abundance-based trend moni-
toring, more sites can be sampled for presence–absence. In-
deed, the trade-off  of  larger scale sampling makes occupancy 
monitoring an optimal strategy in many cases, especially with 
cryptic or low-density species and limited funding ( Joseph  
et al. 2006). For example, Witczuk et al. (2008) found that 
presence–absence sampling was the preferred method for 
monitoring trends over time of  endemic Olympic marmots 
(Marmota olympus) in Olympic National Park.
 Finally, we underscore that managers should not deal 
with the frustrations of  monitoring small populations by tak-
ing shortcuts in design or study implementation. In particu-
lar, indirect indices of  abundance (e.g., tracks, burrow 
counts, animal counts uncorrected for detectability) should 
be implemented only reluctantly and with great care.

Conservation-Reliant Species
In many cases, implementation of  well-designed manage-
ment actions will stabilize or increase the size of  a small 
population to the point that it is expected to persist without 
further intervention. These successes, whereby population 
objectives are maintained, are consistent with societal goals 
(e.g., recovery, recreationally viable, ecologically functional). 
For other species, it is increasingly clear that continued, some-
times intensive management will be required to sustain via-
ble populations. When a species’ decline is caused by factors 
that can be controlled, but not eliminated, it is considered 
conservation-reliant (Scott et al. 2005) and will need con-
tinuous intervention to keep risk factors at bay. Conserva-
tion reliance is often found when declines are due to ulti-
mate factors that are so widespread or slow to remedy (e.g., 

habitat loss, competition from invasive species) that treat-
ment of  proximate factors such as recruitment or dispersal 
will be necessary until the ultimate causes of  decline can be 
corrected.
 Scott et al. (2005) identified varying degrees of  conserva-
tion reliance, from species that are entirely dependent on 
human intervention to those that are able to maintain viable 
populations once primary threats have been removed. For 
example, while both the Aleutian cackling goose (Branta 
hutchinsii leucopareia, formerly known as the Aleutian Can-
ada goose B. canadensis leucopareia) and the Hawaiian stilt 
were threatened by nonnative predators and responded 
well to predator removal programs, their needs for on-
going predator control differ. Aleutian cackling geese nested 
on small islands and declined due to predation by intro-
duced Arctic foxes (Vulpes lagopus). The size of  the islands, 
size of  the predator, and intensive predator-control effort 
made it possible to eliminate foxes from the goose’s breed-
ing islands, and population size increased to a point that far 
exceeded recovery goals; the species was delisted with no 
further predator control actions required. Hawaiian stilts 
also declined to small population sizes due to nonnative 
predators (e.g., black rats [Rattus rattus], feral cats [Felis ca-
tus], Indian mongoose [Herpestes javanicus]), and extensive 
predator-removal efforts within protected areas have been 
effective in increasing survival and reproduction of  stilts. Be-
cause the stilt’s predators are found throughout the island 
of  Oahu, however, it has not been possible to eliminate 
them, and predator control actions will be required for the 
foreseeable future even if  numbers of  individuals and pop-
ulations consistent with recovery goals are exceeded.
 In reality, most small populations may well require on-
going conservation actions to maintain viability even after 
populations have increased (Scott et al. 2005). Managers will 
need to identify the conservation measures that not only 
will most aid recovery, but also must be continued indefi-
nitely to prevent future declines. Here, PVA and sensitivity 
analysis, in particular, can help. Sensitivity analysis can be 
used to pinpoint management actions that are most likely to 
contribute to population persistence and compare estimated 
levels of  success for each action, and can help evaluate the 
need for continuous management. For conservation-reliant 
species, the population’s potential for long-term recovery 
will rely on the certainty that ongoing management inter-
vention will continue (Scott et al. 2005).

SPECIAL CONSIDERATIONS FOR  
MANAGING ENDANGERED SPECIES

Permit Requirements for Endangered  
Species Programs
When a species is listed as endangered or threatened in the 
United States, permits are required to undertake all types 
of  “hands-on” management or any activity, including research, 
which may disturb the species. Permits can be granted for 
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scientific research or management activities that enhance the 
welfare of  the species.
 Applications for permits to manipulate a listed species 
must be submitted to the U.S. Fish and Wildlife Service or 
the National Marine Fisheries Service. Once a permit appli-
cation has been received and accepted as providing the 
necessary information, a notice is published in the Federal 
Register to allow for public review and comment on the ap-
plication. Once the review is completed, a permit is issued if  
the activity is not likely to jeopardize the continued exis-
tence of  the species.
 Scientific permits generally are issued for research and 
management that will benefit the recovery effort for the spe-
cies, or for research related to the assessment of  threats to 
the species. In general, permits are not likely to be granted 
for research that can be accomplished on closely related or 
surrogate species.

Public Scrutiny of Endangered Species Management
All wildlife management activities are subject to public re-
view. However, endangered species conservation and man-
agement programs can be especially contentious. Endan-
gered species managers must be prepared for the biological, 
social, economic, and political controversies that seem inevi-
tably to surround most activities (e.g., Liverman 1990, Clark 
et al. 1994; see Box 35.4).
 Although the recovery process prescribed by the Endan-
gered Species Act specifically avoids issues that are not bio-
logically based, endangered species managers frequently 
are asked to defend their biological proposals in arenas where 
the challenges are nonbiological (Tilt 1989). Designations of  
critical habitat and the attendant need to protect or restore 
specific areas for the benefit of  endangered species often 
have social and economic effects that precipitate acrimoni-
ous debates (e.g., conflicts between northern spotted owl 
[Strix occidentalis caurina] recovery programs and the logging 
industry in the Pacific Northwest; Doak 1989, Thomas et al. 
1990).

Climate Change
The 3 ways (Running and Mills 2009) in which all wildlife 
populations will respond to climate change is to move (e.g., 
shift geographic range), adapt (deal with stressors through 
plasticity or natural selection), and/or decline (e.g., un-
successful adaptation or movement). To the extent that 
small wildlife populations exhibit traits such as limited dis-
persal, high habitat and behavioral specificity, short generation 

times, and low genetic variability, they will be more prone 
to decline in the face of  novel climate-induced stress; by con-
trast, the species most likely to prosper through moving and 
adapting are large populations of  generalist invasive and sub-
sidized species (Running and Mills 2009). The ultimate cause 
of  species’ declines attributed to climate change is largely 
out of  managers’ hands; therefore, it will be critical to en-
hance a population’s capacity to move and adapt. Potential 
management actions include those discussed in this chap-
ter, such as monitoring and improvement of  birth and death 
rates, perhaps with increased importance of  population 
augmentation to offset the effects of  limited dispersal and 
genetic diversity (see also Mills 2007, Scott et al. 2008, Grif-
fin et al. 2009).

SUMMARY

This chapter addresses a range of  considerations and tools 
for managing small populations. It should be clear there is 
no cookbook approach. The recovery of  small populations 
will be most effective when field data and quantitative tools 
such as population viability analysis are explicitly incorpo-
rated into adaptive management strategies. Because of  un-
certainties that can affect the persistence and recovery of  a 
small population, managers must be prepared for unexpected 
problems and adjust their management plans accordingly. 
Each species and situation presents a unique set of  chal-
lenges for the manager; the same species may present differ-
ent management issues in different time periods and dif- 
ferent ecological settings. Thus, a modeling framework can 
be exceptionally helpful to choose among potential manage-
ment scenarios, and to account for uncertainty in what is 
known about the species, and what the management will 
accomplish. Population Viability Analysis is a well-grounded 
framework for considering dynamics of  small and declining 
wildlife populations. We know that vital rates (e.g., repro-
duction and survival) are not “created equal” in their effect 
on population growth or persistence, and that different 
management alternatives are not equal in the extent that 
population characteristics can be changed. Thus, sensitivity 
analyses in the broad sense are a vital component to decide 
which specific management actions are most likely to aid a 
small or declining population. As a precautionary and gen-
eral rule, however, management of  small populations should 
begin early rather than late because, with diminishing popu-
lation size, a population’s vulnerability to extinction increases 
as management options become more and more constrained.
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INTRODUCTION

CAPTIVE PROPAGATION  entails breeding and rearing animals in cap-
tivity and can be a useful, and sometimes essential, tool when managing for 
the recovery of  rare and endangered species (Cohn 1988, Rahbek 1993). 

Along with translocation (removing individuals from a source population and re-
leasing them in a different location), these approaches can provide managers with 
stock that can be used to either introduce or reintroduce a population into suitable 
habitat and to augment wild populations that have not maintained intrinsic viabil-
ity. Introductions involve releasing animals (from either captivity or the wild) in 
areas where they have not previously existed, usually because previous habitat is  
no longer available, but new habitat is considered suitable. Reintroduction in-
volves releasing animals in places where they previously existed. To limit confusion 
throughout this chapter, we use “translocation” in the general sense, unless noted 
otherwise, and follow the International Union for Conservation of  Nature and Nat-
ural Resources’ (IUCN) definition of  translocation as any movement of  animals 
from one area to another. The IUCN (1998) recognized 3 types of  translocation:  
(1) introduction, (2) reintroduction, and (3) restocking (movement of  animals to 
supplement an existing population).
 Like most management tools, these strategies have a specific role to play in 
wildlife conservation and may be crucial in recovery efforts for certain species un-
der particular circumstances (Adams and Witkowski 2007). However, because such 
programs often involve critically endangered, charismatic species, they are usu-
ally highly visible and attract considerable attention, leading the public to mistak-
enly believe that these are the routine approaches used by managers to recover 
threatened species. In this chapter we explain why, when, where, and how captive 
propagation and translocations can be most effective as components of  conserva-
tion efforts.
 Conservation strategies that involve removing animals from their natural habi-
tat are known as ex situ strategies, in contrast to in situ strategies that attempt to 
recover threatened species entirely within their natural habitat (see Chapter 35, This 
Volume). Captive propagation is the most widely recognized ex situ conservation 
strategy for wildlife species, and it involves removing individuals from the wild,  
caring for them in captivity, and propagating them in order to produce enough indi-
viduals to maintain a self-sustaining captive population and, in most instances, pro-
vide additional individuals that can be returned to the wild. In a few special circum-
stances (i.e., black-footed ferret [Mustela nigripes]), long-term maintenance of  a species’ 

Captive Propagation  
and Translocation
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population in captivity may become a necessary conserva-
tion strategy. Captive propagation of  threatened species shares 
some features with game farming, where the objective is to 
produce animals that can be released for sport hunting, but 
the goals and challenges are very different.
 Translocation is another strategy for obtaining individu-
als that can be used for introduction, reintroduction, and 
augmentation of  populations in natural habitats. In this  
instance, the source population is a wild population rather 
than a captive population. Source populations that are capa-
ble of  producing a surplus of  individuals, beyond what is re-
quired to maintain the source population, can be removed 
in a sustainable manner to obtain stock for translocation. 
The translocated individuals can either establish a new pop-
ulation or augment an existing population.
 Whether the source of  individuals is a captive popula-
tion or a wild population, a common goal is to return the 
individuals to the wild, where they can become part of  a 
self-sustaining wild population that eventually becomes  
capable of  growing to a point at which it is no longer de-
pendent on continued augmentations. Introducing indi-
viduals into new areas, reintroducing them into formerly 
occupied areas, and translocating them from one popula-
tion to another are approaches that demand special tech-
niques to maximize the likelihood that these individuals 
will survive and reproduce, thus founding or rescuing a wild 
population.
 The process of  captive breeding and translocating ani-
mals to sustain a species’ free-ranging population can be a 
costly, labor-intensive, logistically difficult, long-term endeavor, 
often with low success rates (Beck et al. 1994, Snyder et al. 
1996, Mathews et al. 2005, Germano and Bishop 2008). Be-
fore embarking on such a mission, it is critically important 
to ask questions that can improve program success and avoid 
wasting financial and human resources. Kleiman et al. (1994) 
provided factors for consideration prior to implementing a 
captive breeding and translocation program. Another good 
source to review beforehand is the IUCN Guidelines for Re-
Introductions (IUCN 1998). Factors for consideration in-
clude the following (Kleiman et al. 1994):

•   Does  a  wild  population  need  to  increase  the  number 
of  individuals or its genetic diversity?

•   Is there a taxonomically appropriate, genetically healthy, 
and available captive or wild source of  animals from 
which translocations can occur?

•   Will the translocation endanger or jeopardize the natu-
ral population(s) via genetic swamping, disease, resource 
competition, or other issue?

•   Have  the  original  causes  for  the  species’  decline  (i.e., 
habitat destruction, overexploitation) been resolved or 
eliminated?

•   Is  there  an  adequate  amount  of   ecologically  suitable 
habitat to house a current population and allow for pop-
ulation growth into the future?

•   Will  the human population that  lives  in close proxim-
ity to the translocated wildlife population support the 
efforts, and/or experience any negative effects from in-
creasing the wildlife population?

•   Do the necessary state and federal wildlife agencies, as 
well as relevant conservation organizations, support 
the translocation effort in terms of  (if  applicable) fi-
nancial and personnel commitments, granting of  nec-
essary permits, and institutional policy?

•   Is there a clear, scientific protocol for release and moni-
toring of  individuals into the wild, and are methods ei-
ther previously demonstrated to be effective or can new 
methods or techniques be developed and evaluated?

•   Can  clear,  quantifiable  benchmarks  be  established  to 
objectively and scientifically evaluate the success of  
the translocation effort?

 How to prioritize which questions to ask and answer first 
will largely depend on the specific situation. It may or may 
not be imperative to have answers to all of  your questions 
prior to embarking on a captive breeding and translocation 
program. But, the fact remains that these programs are ex-
pensive and may shift resources away from habitat acquisi-
tion and/or field research conducted to better understand 
species’ ecology (Loftin 2000). Critics may challenge the 
management of  a species via captive propagation and trans-
location on grounds of  cost-effectiveness and ultimate suc-
cess (or lack thereof ), ethical concerns about manipulating 
free-ranging, wild populations (i.e., genetic modification), 
and animal welfare issues surrounding holding animals in 
captivity and releasing them into an unfamiliar environment 
(Loftin 2000, Teixeira et al. 2007). Captive breeding and trans-
location is warranted in certain instances (Snyder et al. 1996), 
but it is important to ensure that it is warranted and has the 
best chance to succeed. Thoughtful consideration of  ques-
tions like those above will determine whether drastic mea-
sures like translocation are required, and if  so, will greatly 
improve chances for success in sustaining a population via 
artificial means.

WHEN IS CAPTIVE PROPAGATION 
APPROPRIATE?

Captive propagation has broad potential applicability because 
many  wildlife  species  can  be  propagated  in  captivity.  Does 
that mean that this approach should be routinely used as 
part of  recovery efforts? Some have argued that this man-
agement tool should always be at least considered, but many 
suggest that it is most appropriate in only certain situations 
(Hutchins and Wemmer 1991, Conway 1995). Critics argue 
that captive propagation is an expensive, high-risk distrac-
tion from in situ conservation efforts (Snyder et al. 1996). It 
can give a false sense of  security that a threatened species is 
secure. In the worst case, they argue that a captive popula-
tion can be used to justify allowing a species’ natural habitat 
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to be lost or degraded. Nonetheless, it seems clear that when 
used appropriately, captive propagation can play a key role 
in some recovery efforts (IUCN 1987).
 The most obvious situation is when a species seems 
doomed in the wild and in situ management appears in- 
capable of  preventing an imminent extinction. Captive breed-
ing presents a final option for rescuing such species. An  
example of  such a situation is the Mauritius kestrel (Falco 
punctatus) recovery effort (Cade and Jones 1993). When 
the kestrel population dropped to 4 individuals with little 
hope of  recovery through in situ management, the decision 
was made to undertake a last-ditch captive breeding pro-
gram. These situations usually generate some controversy, 
and the kestrel decision was certainly debated hotly. The 
decision ultimately proved to be the key to the kestrel’s  
recovery, because captive breeding for the species has  
been highly successful in steadily increasing the size of  the 
population.
 Another situation is the case of  “orphan species” that 
no longer have suitable habitat in the wild. Habitat destruc-
tion, invasive species, environmental contamination and 
other factors may render a species’ habitat unsuitable or un-
available for an extended period until habitat restoration, 
eradication of  invasive species, or decontamination can oc-
cur. Often so much time is required for corrective actions to 
take effect that the only option for the species is an extended 
period in captivity. An example of  such a situation is the 
Guam rail (Gallirallus owstoni), an endangered bird found 
only on the island of  Guam. Its habitat was completely over- 
run by introduced brown tree snakes (Boiga irregularis) that 
preyed on the rails, causing a rapid population decline to-
ward extinction (Marshall 1985). With no known technique 
for eradicating the invasive snakes and making the rails’ 
habitat suitable again, the decision was made to bring the 
remaining 21 individuals into captivity (Derrickson 1987). A 
successful captive-breeding program increased the popula-
tion and eventually provided stock for reintroduction in 
habitat cleared of  snakes on Guam and introduction on the 
nearby snake-free island of  Rota (Haig et al. 1990).
 When circumstances lead managers to conclude that 
chances of  a successful recovery depend on the types of   
genetic and demographic manipulations that are feasible in 
captivity, but not in the wild, captive propagation is appeal-
ing. If  a population has declined to such a small size that ge-
netic and demographic issues seem almost certain to ham-
per the ultimate recovery effort (see Chapter 35, This Volume), 
captivity provides management options not generally feasi-
ble in situ. For example, the endangered black-footed ferret 
was reduced to 18 individuals after canine distemper deci-
mated a managed wild population (Box 36.1). The prospects 
of  genetic and demographic obstacles to recovery led to  
the remaining individuals being taken into captivity, where  
a well-executed management plan ensured the retained  
genetic diversity of  this small population was maximized. 
Without using a planned breeding system in captivity, the 

long-term genetic outlook for the ferret population would 
have been poor (Biggins et al. 1998).
 Captive propagation may be useful when there is a need 
for stock for introductions or reintroductions that can’t be 
met by translocating individuals from source populations in 
the wild. Often for threatened species, there simply are no 
source populations sufficiently productive to allow with-
drawals without jeopardizing the source population itself. In 
these situations, captive populations can produce the re-
quired individuals without the need to risk harming rem-
nant wild populations. An example of  this situation is the 
peregrine falcon (Falco peregrinus) recovery effort in eastern 
North America (Cade et al. 1988). After a ban on dichlorodi-
phenyltrichloroethane  (DDT)  was  imposed,  the  environ-
ment in eastern North America again became suitable for 
falcons, but by that time the population east of  the Rocky 
Mountains had been extirpated. Although other North Amer-
ican falcon populations were recovering from DDT-induced 
declines, they remained incapable of  providing enough indi-
viduals for a massive reintroduction effort in the vacant 
eastern range. A successful captive-propagation effort pro-
vided the stock needed for the large-scale reintroduction ef-
fort, which succeeded in establishing a flourishing eastern 
population that was eventually removed from the endan-
gered species list.
 A captive population can sometimes be used as a tem-
porary safeguard against the stochastic demise of  a peril-
ously small wild population that has limited potential for  
increasing in the short term. Such a reserve captive popula-
tion must be self-sustaining to fulfill its role as a back-up to 
the wild population; it cannot achieve its purpose if  it is reli-
ant on augmentation from the wild population. Speke’s ga-
zelle (Gazella spekei) has been declining in the wild for many 
years, but a well-managed captive population exists as a safe 
guard against failure of  in situ management (Templeton and 
Read 1983).
 Captive populations can be a longer term solution for spe-
cies that simply have little or no potential to regain a self- 
sustaining status in the wild in spite of  in situ conservation  
efforts. Some threatened wildlife species have existed for in-
definitely long periods of  time only in captivity before condi-
tions in the wild eventually allowed for their reintroduction. 
After becoming extinct in the wild in the 1960s, Prezwalski’s 
horse (Equus przewalskii) survived for >30 years only in captiv-
ity, where the entire population was descended from 9 horses 
that had been in captivity since 1945. These 9 horses were 
mainly descended from individuals in captivity since 1900. A 
reintroduction project eventually returned captive-reared 
horses to the wild in Mongolia (Boyd and Houpt 1994).
 Finally, many threatened species are maintained in cap-
tivity without making any direct contributions to a recovery 
effort. Instead, these captive populations indirectly contrib-
ute as part of  educational efforts to sensitize the public to 
the plight of  threatened species. Most captive polar bears 
(Ursus maritimus), for example, fall into this category.



Box 36.1. A Brief history of the BlAck-footed ferret recovery progrAm

The black-footed ferret is a federally endangered mammal 

that has an obligate dependence on prairie dogs (Cynomys 

spp.) as prey and on prairie dog burrows for shelter (Miller 

et al. 1994). The ferret originally ranged across the Great 

Plains from southern Alberta and Saskatchewan, Canada 

to Oklahoma and the southwestern United States (Whita-

ker 1998). Prairie dogs were often viewed as a pest and 

were eradicated from 98% of their original range as a re-

sult of government programs (Miller et al. 1994, Whitaker 

1998). Diseases may have also contributed to the decline 

of prairie dog communities (Biggins et al. 1998). The 

black-footed ferret is currently the rarest mammal in North 

America because of the drastic decline in prairie dogs and 

habitat fragmentation (Miller et al. 1994).

 The first captive propagation effort in the early 1970s 

to recover black-footed ferrets failed. This was coupled 

with the loss of the free-ranging breeding population in-

habiting South Dakota (Biggins et al. 1998). It was thought 

that black-footed ferrets were extinct in the wild until a 

population of ferrets was identified near Meeteetse, Wyo-

ming in 1981 (Biggins et al. 1998). The Meeteetse popula-

tion sustained itself until 1985, when canine distemper 

and plague (Yersinia pestis) affected the ferret population, 

and plague caused a die-off of white-tailed prairie dogs 

(C. ludovicianus) upon which the ferrets depended (Big-

gins et al. 1998). The few remaining wild ferrets were taken 

into captivity, and have grown in number from 18 in 1987 

to 349 by 1992; the population is spread among 7 captive-

breeding facilities (Miller et al. 1994).

 Researchers conducted 2 years’ worth of experiments 

with captive-rearing techniques for black-footed ferrets us-

ing a surrogate species, the Siberian ferret (Mustela evers-

mannii; Miller et al. 1994). Examples of the research con-

ducted included comparing different captive environments 

and release methods on survival skills, and assessing  

radiotelemetry monitoring methods (Miller et al. 1994). 

Other prerelease training for ferrets included predator 

avoidance and locating and killing prey (Miller et al. 1994). 

It was determined from the experiments that ferrets 

raised with minimal prerelease conditioning in 200-m2 

mock prairie dog colonies (called arenas) exhibited traits 

similar to wild-reared ferrets (Miller et al. 1994).

 The first release of 49 black-footed ferrets occurred in 

September and October 1991 in southeastern Wyoming 

(Miller et al. 1994). The ferrets were soft-released using 

on-site elevated release cages where they received supple-

mental food (Miller et al. 1994). About 50% of the 37 fer-

rets that were monitored by radiotelemetry abandoned 

the release area soon after release (Miller et al. 1994). It 

was determined that 4 ferrets survived the first winter and 

2 females produced litters (Miller et al. 1994).

 A second reintroduction of 90 black-footed ferrets oc-

curred in autumn, 1992 in the same area of Wyoming 

(Miller et al. 1994). Seventeen ferrets were soft-released 

in outdoor arenas measuring approximately 35 m2 with 

access to prairie dog burrows and live prairie dogs, 

whereas the other 73 ferrets were soft-released using ele-

vated cages (Miller et al. 1994). After 1 month, the postre-

lease survival of the arena-released ferrets seemed supe-

rior to cage-released ferrets (Miller et al. 1994).

 Black-footed ferret recovery has achieved mixed results. 

The current recovery plan objective for delisting is for 1,500 

breeding adults occupying ≥10 populations scattered over 

the species’ historical range (Lockhart 2007). Since 1987, 

>6,000 ferrets have been born in captive-rearing facilities 

and >2,400 have been released at multiple sites in 7 west-

ern states, and 1 site in Mexico (Lockhart 2007). The cap-

tive breeding facilities have demonstrated their ability to 

produce surplus ferrets for translocation, and release and 

monitoring techniques appear to be successful. However, 

the ferret remains one of the most endangered mammals, 

with the plague posing possibly the greatest obstacle to fer-

ret recovery (Lockhart 2007). Additional obstacles yet to 

overcome include private landowner perceptions about, 

and subsequent persecution of, prairie dogs, political sup-

port for ferret recovery, and the establishment of preserves 

or National Wildlife Refuges for the protection and recov-

ery of black-footed ferrets (Lockhart 2007).

Captive propagation was critical to preventing the extinction 
of the black-footed ferret. Photo by Jessie Cohen, Smithsonian’s 
National Zoo.
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WHEN IS TRANSLOCATION FROM WILD 
SOURCE POPULATIONS APPROPRIATE?

When source populations in the wild are capable of  pro-
viding sufficient individuals, they may have some advantages 
over captive populations as a source of  stock for introduc-
tion and reintroduction efforts. Typically, translocations are 
less expensive and labor-intensive than captive propagation. 
They involve far less intervention into the lives of  the ani-
mals involved. Translocated individuals may adjust to their 
new habitat more quickly than captive-reared individuals 
because they are already accustomed to living without assis-
tance from managers.
 Critics of translocations point out that these efforts would 
usually be unnecessary if  habitat conservation efforts had 
been pursued, and they worry about movement of  genes 
and pathogens that may inflict unforeseen harm on recipi-
ent populations. There also are concerns that stress on the 
translocated individuals may compromise their fitness; these 
stresses can include capture, handling, transport, release, in-
teractions with individuals in the recipient population, and 
new environmental conditions.
 A key assumption of  most translocations is that the 
source population is capable of  enduring sustained remov-
als of  individuals without having its own viability compro-
mised. In essence, the source population is being managed 
for a sustained yield of  individuals for translocation, and all 
the basic principles involved in sustained-yield harvesting 
apply (see Chapter 33, This Volume). This assumption may 
be easily met if  a species is threatened or extirpated in one 
part of  its range while doing well elsewhere, but it can  
be problematic when all of  a species’ populations have been 
affected by environmental problems that reduce fitness, as  
is often the case with threatened species. In such situa-
tions, translocations may be less appropriate than captive 
propagation.
 Carefully selected individuals from a source population of  
endangered Laysan ducks (Anas laysanensis) near a limited 
carrying capacity on Laysan Island were translocated to Mid-
way Atoll National Wildlife Refuge and have succeeded in es-
tablishing a new population that is reproducing and growing 
on its own (Moulton and Marshall 1996). The removals for 
this introduction resulted in no harmful effects on the source 
population. Inter-island translocations have been successful 
components of  endangered-species recovery efforts for sev-
eral island-endemic species. Often these translocations have 
involved moving individuals from islands infested with harm-
ful invasive species to islands that have been cleared of  the  
invasives. In Western Australia, >80 translocations have taken 
place with >20 species (15 mammal species, 3 bird species, 
and a few reptile species). Several of  the translocations have 
resulted in introduced and reintroduced populations that 
have thrived to the point where species have been taken off  
endangered lists (Possingham et al. 2004).

 Another appropriate use of  translocation involves the 
transfer of  individuals from a source population to another 
population in order to improve the genetic health of  recip-
ient populations that have suffered genetic deterioration due 
to issues associated with isolation and small population 
size. Gene flow can be enhanced through translocations 
that maintain genetic diversity and offset the negative conse-
quences of  inbreeding depression in small, isolated popula-
tions (see Chapter 35, This Volume). Individuals from iso-
lated populations of  endangered orangutans (Pongo pygmaeus 
and P. abelii) in Borneo and Sumatra have been translocated 
between locations in order to reestablish gene flow and 
maintain genetic diversity that might otherwise be lost in 
small, isolated populations (Payne and Pudente 2008).
 In a few instances, translocations of  a threatened popu-
lation have been used to rescue individuals from imminent 
demise in a habitat that is certain to be destroyed by human 
activities (e.g., flooding after a dam construction, draining 
of  a wetland, etc.). In these circumstances there is no issue 
of  harming the source population, which would otherwise 
be destroyed. Endangered desert tortoises (Gopherus agassi-
zii) have been relocated out of  the way of  military activities 
(U.S. Fish and Wildlife Service 2008a). Other endangered 
species, including black rhinos (Diceros bicornis), Malayan ta-
pirs (Tapirus indicus), and Bengal tigers (Panthera tigris tigris), 
have been relocated away from development and poaching 
threats (Brooks et al. 1997, Karanth 2003, Linklater and 
Swaisgood 2008).
 Translocations clearly have utility in a world where habi-
tat conditions can change in ways that put species at risk, 
and it seems inevitable that they will be used to help a 
growing number of  threatened species. Current concerns 
about the consequences of  global climate change, for exam-
ple, have stimulated much discussion of  the need for poten-
tial interventions such as “assisted migration,” “assisted 
colonization,” and “managed translocation” (McLachlan 
et al. 2007). These terms all refer to strategies for translocat-
ing organisms to locations with more favorable climates 
when their abilities to disperse naturally are judged to be ei-
ther inadequate or impaired. These strategies are currently 
being debated because there is a possibility they could have 
serious unforeseen effects on the translocated organisms 
and the recipient environments (Ricciardi and Simberloff  
2009).

SOME USEFUL ANALYSES TO  
CONSIDER BEFORE PROCEEDING  
WITH EX SITU CONSERVATION

All ex situ conservation efforts should ideally be preceded 
by careful analyses to determine whether these strategies 
will, indeed, be the most effective options for recovering a 
threatened species (Gibbons et al. 1995). In situ manage-
ment should always be evaluated as an alternative prior to 
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undertaking ex situ efforts. A variety of  tools are available 
to guide the planning of  an effective program. Genetic and 
demographic analyses, such as those typically incorporated 
into a Population Viability Analysis (PVA), can reveal how 
proposed ex situ activities might affect the viability of  the 
populations involved (see Chapter 35, This Volume). Molec-
ular genetic analyses (Ashley 1999) can inform the creation 
of  genetic management plans for captive populations to en-
sure the long-term maintenance of  genetic diversity of  cap-
tive populations, as well as to minimize potential adverse ef-
fects on the genetic integrity of  the wild populations (see 
Chapter 22, Volume 1). Evaluations of  the suitability of  the 
habitats into which introduced and reintroduced popula-
tions will be placed, using tools such as Habitat Suitability 
Index (HSI) Models, Population and Habitat Viability As-
sessment (PHVA), and Ecological Niche Factor Analyses 
(ENFA), can help predict a translocated population’s fate 
and highlight habitat management needs to improve popu-
lation viability (see Chapter 35, This Volume). HSI models 
provide hypotheses about the relationship between a wild-
life species and the habitat(s) they rely upon. PHVA is a  
species-specific method to analyze risk and determine the 
likelihood of  a population’s extinction. ENFA is a modeling 
method that uses presence data to predict areas of  key habi-
tat based on a species’ distribution.
 PHVA is increasingly used to predict the likelihood of  
achieving recovery goals using different management strate-
gies. Such an evaluation can clarify how best to use in situ 
and ex situ strategies in an overall recovery plan. For plan-
ning purposes, PVA can allow managers to evaluate the 
likely trade-offs of  key decisions, such as how to subdivide a 
threatened population between a wild subpopulation and a 
captive subpopulation, or how many individuals to release 
to the wild or translocate to minimize negative effects on 
the captive or source population and maximize the chances 
for the introduced or reintroduced population to succeed 
(Gulve and Ebenhard 2000). For example, the endangered 
Puerto Rican parrot (Amazona vittata) has been the subject 
of  careful planning using PVA and other tools to assess how 
well both in situ and ex situ management activities are af-
fecting the species’ overall viability and the chances of  
meeting recovery goals (Lacy et al. 1989).

TECHNIQUES INVOLVED IN  
CAPTIVE PROPAGATION

The execution of  a successful captive propagation project 
depends on many factors that are associated with discrete 
stages through which a program progresses, from founding 
the captive population through release of  individuals to the 
wild. Although many elements of  a successful program are 
species-specific, we focus here on those general elements 
that are common to almost all programs.
 Because captive propagation has become so important in 
threatened species management, there are numerous sources 

of technical information, including the Conservation Breed-
ing Specialist Group (CBSG), the International Species In-
formation System (ISIS), Association of  Zoos and Aquari-
ums (AZA), Canadian Association of  Zoos and Aquariums 
(CAZA), European Endangered Species Programme (EEP), 
European Association of  Zoos and Aquaria (EAZA), Aus-
tralasian Species Management Program (ASMP), Austral-
asian Regional Association of  Zoological Parks and Aquaria 
(ARAZPA), African Preservation Program (APP), African As-
sociation of  Zoological Gardens and Aquaria (PAAZAB), 
Japanese Association of  Zoos and Aquariums ( JAZA), South 
Asian Zoo Association for Regional Cooperation (SAZARC), 
and South East Asian Zoo Association (SEAZA).
 There are a number of  ideal goals that most captive 
propagation projects should attempt to meet (Lacy 1994); 
common among them are

•   establishing  a  self-sustaining  captive  population  capa-
ble of  becoming a source population for projected 
translocations; 

•   avoiding  inbreeding  depression  by  retaining  a  large 
portion (>90%) of  the initial heterozygosity of  found-
ers (a measure of  genetic diversity; see Chapter 22, 
Volume 1) over the life of  the project (usually until via-
ble wild populations are established); 

•   minimizing  the  accumulation  of   deleterious  muta-
tions; 

•   avoiding the selection of  genetic traits that might jeop-
ardize fitness of  individuals released to the wild; and 

•   minimizing  threats  of   demographic  stochasticity  (in-
cluding harmful random variations in vital rates; see 
Chapter 35, This Volume).

Such basic guidelines address the most important biological 
issues that often determine the success or failure of  captive 
propagation efforts.
 Often an important prelude to a captive breeding pro-
gram for an endangered species is an initial trial breeding 
program with a nonendangered, closely related species (Spe-
cies Conservation Planning Task Force 2008). When there is 
little or no prior experience with the endangered species in 
captivity, such a warm-up exercise with a surrogate allows 
managers to perfect husbandry techniques before having to 
deal with individuals that may be crucial to the future of  
their species. Nonetheless, each species has its own unique 
requirements for housing, food, and other essentials, and 
there are few useful generalities.
 Once the decision is made to launch a captive propaga-
tion program, the captive population will pass through the 
following successive phases (Lacy 1994): 

•   founding the captive population (picking the founders), 
•   promoting growth of  the captive population (maximiz-

ing r in founder and Fx generations), 
•   maintaining the captive population at a target size that 

accommodates the demand for individuals for release 
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to the wild (dealing with the surplus over carrying ca-
pacity of  captive facilities), and 

•   rearing  individuals  in  a  manner  that  allows  for  their 
successful translocation.

Founder Phase
An adequate founding population should be established 
without compromising the viability of  the wild population, 
but this opportunity is often missed when dealing with criti-
cally endangered species. Waiting until a wild population 
has dropped to an extremely low population size (below ap-
prox. 1,000 individuals), as is often the case, means that many 
founding captive populations are less than ideal, while at the 
same time their removal compromises the viability of  al-
ready critically small wild populations. Good preliminary 
planning and timely action can avoid this dilemma (Gibbons 
et al. 1995). When there are still options for selecting ideal 
founders, a general rule-of-thumb is they should be com-
posed of  ≥20–30 “good” individuals (defined by such factors 
as their genetic background, their sex and age structure, and 
their physiological and behavioral condition). That target 
number is derived from theoretical population models that 
predict 30 such individuals could support a high proportion 
(>95%) of  the heterozygosity and most of  the more com-
mon alleles (those present at >5% frequency) in the source 
population (Ballou and Lacy 1995). But real threatened pop-
ulations are often in worse circumstances than the “ideal” 
populations of  geneticists’ models. An even better selection 
of  founders might be possible if  the genetic structure of  the 
source population is known as a result of  molecular genetic 
approaches  (Haig  1998,  Ivy  et  al.  2009),  such  as  DNA  se-
quencing, major histocompatibility complex, minisatellite, 
microsatellite, and random amplified polymorphic DNA.
 When founding populations are unavoidably comprised of  
less than the ideal number and genetic composition, it is pos- 
sible that genetic disorders will become an issue in the cap- 
tive population. When that happens, there is a dilemma of  
whether to try to eliminate the deleterious alleles by eliminat-
ing the individuals who carry them or retaining individuals for 
other genetic benefits they bring to the population (Yong-Bi  
et al. 1998). When the founding population is small, eliminat-
ing individuals may be counterproductive because the delete-
rious alleles are often recessive; it is better to simply use a 
planned breeding strategy to avoid mating carriers of  the allele.
 The founding phase also is a time when managers must 
rapidly perfect the husbandry of  the species. Even if  there 
has been prior experience with a surrogate and the founders 
were wisely selected, unexpected idiosyncrasies frequently 
emerge. Common issues include individuals that do not  
adjust well to captivity and individuals that have difficulty 
forming pair bonds.

Population Growth Phase
During  the  growth  phase,  the  emphasis  is  on  stimulating 
rapid growth of  the population and the allocation of  indi-

viduals among separate facilities (to minimize the chance of  
a local catastrophe eliminating a single population). Initially, 
demographic issues (increasing survival and reproduction) 
may take precedence over genetic issues until the popula-
tion has begun growing and reaches a more secure size (Lacy 
1994). But it also is important to recognize and encourage 
those individuals that are most valuable genetically, often 
because their pedigrees may be underrepresented among 
founders. It is best if  managers can impose a planned breed-
ing strategy that minimizes loss of  genetic variation while 
achieving rapid growth. Often such strategies are based on 
avoiding inbreeding, maintaining heterozygosity, and pre-
serving any rare or unique alleles known to be present 
among founders (Lacy 1994). A pedigree analysis can be 
used to identify the most valuable individuals, which can be 
ranked on the basis of  the proportion of  an individual’s ge-
nome that is not represented by other founders.
 Several of  the previously mentioned captive breeding 
groups (i.e., CBSG and ISIS) offer programs and advice on 
how to implement planned breeding strategies. As a general 
rule, these strategies involve keeping the effective popula-
tion size (Ne

) as close as possible to the actual population 
size (N), which tends to maximize genetic contributions of  
individuals to future generations. Effective population size, 
in the most basic sense, is the number of  individuals that 
contribute offspring to the next generation. The effective 
population size is usually lower than the actual population 
size. The ratio of  N

e to N can generally be improved when 
there is a balanced sex ratio (either actual or operational), 
equal family sizes, and few, if  any, large fluctuations in pop-
ulation size.
 A variety of  specialized husbandry techniques have been 
developed to encourage rapid population growth in captive 
populations (Seager 2005). Highly manipulative procedures 
such as artificial insemination and embryo transfers to 
surrogate mothers, sometimes of  different species, can help 
ensure that contributions of  founders are not compromised 
by such difficulties as problems breeding naturally, unequal 
family sizes, or imbalanced sex ratios (Mace 2008, Wildt 
2009). Cryopreservation of  gametes and embryos can al-
low founders to continue to contribute even after their death 
or reproductive senescence and for their gametes to be ex-
changed between breeding facilities. Enhancing each indi-
vidual’s fecundity can be accomplished by such procedures 
as multiple clutching of  birds, artificial incubation of  un- 
naturally large or sequentially laid clutches of  eggs, and  
fostering offspring in excess of  natural parents’ capacity rel-
ative to surrogate parents. Cloning has been used with en-
dangered species and may become more practical in the  
future (Holt et al. 1996, Holt and Pickard 1999).

Carrying Capacity and Release Phase
Under good management, a captive population will eventu-
ally grow until it reaches the carrying capacity of  the hold-
ing facilities. How large that population should be is deter-
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mined by both practical and theoretical considerations. 
Space is precious in captive breeding facilities, so it is inevi-
table that some limits will be imposed by availability, but 
there are ideals that also should be considered (Soulé et al. 
2005). For captive populations that will be held at carrying 
capacity for multiple generations, the greater Ne can be, the 
lower will be the rate of  loss of  genetic variation over time. 
Theoretical population genetics models predict that for long-
term maintenance of  heterozygosity (say, over hundreds of  
generations), a Ne in the thousands would be prudent (Hed-
rick 1992), but in practice most captive breeding facilities 
can accommodate far fewer individuals. The trade-off  is be-
tween smaller populations and shorter stays in captivity ver-
sus larger populations and longer stays in captivity. For most 
captive breeding programs, reaching a target population 
size quickly and accomplishing goals for translocations in a 
timely fashion makes sense.
 How does management change when the facilities are full? 
Genetic issues generally become more important than de-
mographic issues over the long haul (Ralls and Ballou 1992). 
Maintaining heterozygosity can be accomplished through 
careful mate selection and minimizing inbreeding. Another is-
sue is avoiding potential problems of  artificial selection for 
traits that enhance individuals’ fitness in captivity (but not nec-
essarily in the wild) by striving to keep the number of  captive 
generations as low as possible (Williams and Hoffman 2009). 
If  a captive population must be maintained for many genera-
tions, new recruits from the wild can be added to the popula-
tion to maintain characteristics of  the wild population that 
will improve the chances for a successful translocation.
 Ultimately, the goal at carrying capacity is to manage for 
a stable breeding population in captivity by deciding what 
to  do  with  surplus  individuals.  Deciding  which  individuals 
are really surplus is an important issue for the maintenance 
of  the captive population and the success of  individuals re-
leased to the wild (Mathews et al. 2005). As a general rule of  
thumb, derived from theoretical population genetics, sur-
plus individuals can be regarded as those in excess of  what 
is needed to maintain >95% of  each founder’s genome in 
captivity. In general, any offspring >5/founder/generation 
can be considered surplus to the captive population’s viabil-
ity (Lacy 1994). When pedigrees are known, surplus individ-
uals are those individuals with the highest mean kinship and 
lowest genetic uniqueness.
 When the time comes for releasing individuals to the 
wild, conflicts between what is best for the captive popula-
tion and the translocated population must be addressed. 
Guidelines that are best for the captive population are often 
in conflict with what is best for the translocated population. 
For example, releasing redundant individuals (from the per-
spective of  the captive population) and individuals with low 
genetic uniqueness and high similarity is not necessarily the 
best strategy for founding a wild population. Compromises 
seem unavoidable (Earnhardt 1999).

 Once individuals are selected for release to the wild, it 
may be necessary to prepare them for the forthcoming 
transition. A variety of  (often species-specific) prerelease 
conditioning methods have been devised. These can involve 
transitioning to food likely to be encountered in the wild, espe-
cially if  the food in captivity has been somewhat unnatural. 
Teaching individuals to react appropriately to wild preda-
tors and lose any acquired tameness around human beings 
also is often necessary (Box 36.2).

TRANSLOCATING WILDLIFE

Soft versus Hard Release
Translocated individuals can be released into the wild using 
either a soft or hard release. Soft releases are intended to 
help animals acclimate to the release site by providing shel-
ter, food, and/or water for a defined amount of  time (Scott 
and Carpenter 1987). Soft-release protocols may confine the 
animals at the release site prior to release, until they be-
come familiar with their new environment, or may release 
the animals and allow them to return to shelter, food, and/
or water that are provided as needed. Hard release refers to 
releasing translocated animals immediately upon arrival at 
the release site, with no provision of  shelter, food, or water 
(Scott and Carpenter 1987).
 It has been proposed that soft releases benefit threatened 
or endangered species because dispersal from the release 
site and mortality is presumed to be low, thereby maximiz-
ing the chance that every one of  the relatively few remain-
ing individuals may contribute to the sustainability of  the 
population (Armstrong and Seddon 2007, Teixeira et al. 2007). 
Species that are social and live in groups, and animals with a 
strong homing instinct, are thought to benefit from soft re-
leases, with the added benefit for researchers that released 
individuals that stay close to the release area are easier and 
cheaper to monitor (Hardman and Moro 2006). Lastly, pro-
vision of  food, water, and/or shelter via a soft release has 
been suggested to reduce stress to released animals because 
they have time to acclimate to the release site and find ade-
quate resources as they are weaned off  the provided re-
sources (Hardman and Moro 2006).
 Although it has been presumed that soft releases relative 
to hard releases improve translocation success, experimental 
evidence does not seem to favor one release method over 
the other (Armstrong and Seddon 2007, Teixeira et al. 2007). 
Hardman and Moro (2006) found that soft release of  2 hare-
wallaby species, mala (Lagorchestes hirsutus) and merrnine 
(Lagostrophus fasciatus), did not improve the survival or site 
fidelity of  either species over a hard-release protocol. Fur-
thermore, the authors cautioned that added expenses of  
conducting a soft release (i.e., pen construction, water and 
food provision) may detract from needed resources that 
could be put to better use on other aspects of  the transloca-
tion project.



Box 36.2. A Brief history of the cAliforniA condor (GymnoGyps californianus) 
recovery progrAm

Information on the California condor was adapted from 

Cohn (1999) and the U.S. Fish and Wildlife Service website 

(http://www.fws.gov/endangered/i/b0g.html). The Califor-

nia condor is a federally endangered scavenging bird cur-

rently found in California, with experimental populations 

established in specific areas of Arizona, Nevada, and Utah. 

By the time of European arrival in America, California con-

dors were restricted to the mountains along the Pacific 

Coast of North America. A number of factors have been 

identified as possible causes for decline of the condor, in-

cluding habitat modification, human development and 

persecution, and lead poisoning from the ingestion of bul-

let fragments when feeding upon carcasses shot, but not 

recovered, by hunters. Regardless of the reason for de-

cline, only 25–30 condors were estimated to remain in the 

wild by the late 1970s.

 Under the advisement of the U.S. Fish and Wildlife 

Service and the California Condor Recovery Team, all re-

maining condors in the wild were captured and brought 

into captivity beginning in 1985. In 1987, the last wild  

condor was captured and added to the captive breeding 

population, held at either the Los Angeles Zoo or the San 

Diego Wild Animal Park. A third captive propagation cen-

ter was opened at the Peregrine Fund’s World Center for 

Birds of Prey in Boise, Idaho in 1993.

 Female condors in the wild normally produce one egg 

every other year. Removing eggs from female condors 

breeding in captivity, and artificially incubating the eggs, 

caused female condors to lay more eggs than they would 

in the wild, thereby increasing the number of chicks pro-

duced annually relative to chick production in the wild. 

Additionally, chicks hatched by their parents were removed 

after hatching to induce the condors to breed every year, 

as compared to their biennial breeding cycle in the wild. 

Zoo keepers used hand puppets shaped like adult con-

dors to raise the chicks in order to limit human contact 

and mimic rearing behavior that would be experienced in 

the wild. Results were positive; the zoos were producing 

as many as 20 condor chicks annually by 1998, with 90% 

of the chicks surviving.

 Prior to releasing California condors, biologists experi-

mented with release and monitoring techniques using 

Andean condors (Vultur gryphus) as surrogates (Wallace 

and Temple 1987). Following the release of the Andean 

condors, biologists were satisfied that they could success-

fully release California condors. Initial release into the 

wild of 13 puppet-reared condors resulted in most of the 

birds seeking out human-dominated areas instead of 

staying within the release area in the Los Padres National 

Forest. After 5 condors died (1 from antifreeze poisoning 

and 4 from collision with, or electrocution by, transmis-

sion lines), the remaining 8 condors were captured and 

brought back into captivity.

 Following the first release, captive-rearing techniques 

were changed. Puppet-rearing was abandoned in favor of 

parent-raised chicks using captive adult condors as men-

tors. Prerelease conditioning included placing power-line 

poles in the pens holding condors and administering a 

mild electrical shock every time a condor landed on a pole. 

Anytime humans accessed the pens where condors were 

held, the humans harassed the condors in order to teach 

them to avoid humans.

 The goal of the condor recovery program is to have 

150 condors, plus 15 breeding pairs, in 3 distinct popula-

tions. Although that goal has not yet been achieved, there 

were >335 condors alive as of 2009, with more condors 

existing in the wild than in captivity. Furthermore, Califor-

nia condors released in the wild have successfully bred 

and fledged chicks. Despite the condor recovery program 

being one of the costliest, it has been deemed successful, 

at least in the short- to mid-term.

Prerelease conditioning was effective in making positive 
changes to postrelease condor behavior. Photo by Gary Kramer, 
U.S. Fish and Wildlife Service.
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How Many Individuals to Translocate?
Regardless of  type of  release, the ultimate goal of  any trans-
location is the establishment of  a self-sustaining wild popu-
lation (Scott and Carpenter 1987). Translocations should be 
conducted using proper experimental design, including con-
trols and replication when possible, and provide method-
ological guidance for future reintroductions (Sarrazin and 
Barbault 1996). Given that conditions requiring transloca-
tions (i.e., habitat loss, predation) have been resolved, suc-
cess of  a translocation program often depends upon num-
ber of  individuals or groups that are released, the habitat 
quality of  the release site, and the size and location of  the 
release area relative to the historical range of  the species 
(Wolf  et al. 1996, 1998).
 The numbers of  individuals and groups released are quite 
variable within and between wildlife taxa. Understanding the 
correct number of  individuals to release per translocation 
often will determine, at least partially, the success or failure 
of  a translocation (Wolf  et al. 1996). Populations of  trans- 
located animals must become sufficiently large in numbers 
as soon as possible to withstand variations in the environ-
ment and population size (Gilpin and Soulé 1986, Miller  
et al. 1999). The number of  individuals to be released may 
be predetermined by the source population due to the num-
ber of  available individuals. If  the source population is not a 
limiting factor, computer simulations or recommendations 
from a panel of  experts, for example, may aid in estimating 
a minimum number of  animals to release (prior to the ini-
tial release) in order to provide a translocation its best chance 
for success.
 The size of the release group can affect population es-
tablishment, with small release groups failing to establish a 
population due to demographic stochasticity, or low repro-
duction or survival rates at low densities (Caughley 1994, 
Armstrong and Seddon 2007). Postrelease dispersal that 
prevents mate pairing, increased vulnerability to predation, 
and inbreeding or loss of  genetic diversity can adversely af-
fect small release groups more than larger release groups 
(Lande 1999). One exception appears to be island trans- 
locations. Taylor et al. (2005) found that reintroductions of  
New Zealand robins (Petroica australis) and saddlebacks 
(Philesturnus carunculatus) to offshore islands required as few 
as 5 robins and 6 saddlebacks to successfully establish popu-
lations. Stochastic models suggested that only 4 founders 
(2 males, 2 females) were required to establish a population 
(Taylor et al. 2005). Taylor et al. (2005) attributed popula-
tion establishment from a small number of  founders to a 
closed system (i.e., a small island), allowing for relatively 
easy mate pairing, low postrelease mortality rates, and high 
growth rates at low density.
 Komers and Curman (2000) suggested that the initial 
rate of  population increase (i.e., no. of  individuals released) 
should be maximized to reduce the period during which a 
population may be exposed to various risks of  extinction. 
Wolf  et al. (1996) found that translocation success increased 

with increasing numbers of  animals released, but the gen-
eral relationship between the probability of  success and 
number of  animals released was asymptotic. Beyond the as-
ymptote, additional releases may not improve success. Komers 
and Curman (2000) examined ungulate translocation and 
found that the asymptote was reached at approximately 20 
individuals/release. Wolf  et al. (1996) surveyed avian and 
mammalian translocation managers and found that the me-
dian number of  animals released per translocation was 50.5. 
Fischer and Lindenmayer (2000) reviewed >180 translocation 
case studies and theoretical papers published in scientific 
journals between 1979 and 1998, and supported previous 
authors’ claims that translocation program success increased 
with the greater the number of  individuals released. Their 
analysis indicated that releasing <100 total individuals in-
creased program success versus releasing 100 individuals. 
However, their analysis did not discriminate between one or 
several releases, so it is impossible to make recommendations 
regarding the number of  individuals per release to maxi-
mize translocation success. There are no general guidelines 
for reptile and amphibian translocations regarding the num-
ber of  individuals translocated per release (Germano and 
Bishop 2008).

Release Group Demographics and Sources
Familiarity of  individuals within a released group may affect 
the success of  a translocation. Although Armstrong and 
Craig (1995) found that translocating North Island saddle-
backs (P. c. rufusater) familiar with one another did not im-
prove translocation success relative to a released group in 
which individuals were unfamiliar, they suggested that fa-
miliarity may result in quicker mate pairing and, therefore, 
greater reproductive output, when birds are released later in 
the breeding season or in areas where the breeding season is 
shortened. Among other suggestions, Armstrong and Craig 
(1995) proposed that translocated species that demonstrate 
aggression upon release and those with stronger social bonds 
may benefit from release groups where individuals are fa-
miliar with one another. They caution, however, that trans-
locations using familiar founder groups may come with costs, 
especially the further depletion of  already small, vulnerable 
source populations.
 The effects of age and sex of  released individuals on 
translocation success is not well understood because repro-
ductive potential and value differs across individuals and 
age–sex classes (Miller et al. 1999, Komers and Curman 2000). 
Komers and Curman (2000) analyzed data from ungulate 
translocations and found that translocations with 20 individ-
uals grew faster when older animals predominated because 
mature males seemed to induce estrus in females more ef-
fectively than young males and, therefore, were preferred as 
mating partners by females. Research suggests that species 
with a strong homing instinct should be released as eggs or 
younger individuals as opposed to adults that have had time 
to develop strong affiliation to a home site (Germano and 
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Bishop 2008). Egg masses of  aquatic-breeding amphibians 
may be collected from the wild more easily, more cost effec-
tively, and for longer collection periods relative to adult forms, 
and can maximize genetic diversity (Germano and Bishop 
2008).
 Age-related differences regarding postrelease movements 
are species-specific, with no general trend suggesting that ju-
veniles versus adults should be translocated for better success 
rates (Letty et al. 2007). Hypotheses offered to explain age- 
related differences in postrelease movements include the 
strength of  the ties between translocated individuals and their 
source environment, the stress and disturbance caused by the 
translocation, and that homing behavior may be stronger in 
adults because they are more capable than juveniles to return 
to their source environment (Letty et al. 2007). Miller et al. 
(1999) cites a number of  studies indicating that juveniles may 
display greater behavioral plasticity than adults.
  During  translocations,  replicating  sex ratios similar to 
those exhibited by wild populations may facilitate reproduc-
tive encounters, thereby contributing to a self-sustaining 
population (Erickson and Hamilton 1988, Miller et al. 1999). 
Short et al. (1992) reviewed macropod (Marsupialia: Macro-
podidae) translocations in Australia and found that more fe-
males were translocated than males, although males dem-
onstrated higher survival rates. Komers and Curman (2000) 
found no ungulate translocation that was not biased toward 
females due to the fact that females contribute offspring  
to the population. Berry (1986) suggested that desert tor-
toise relocations focus on adult females because they have 
smaller home ranges and less cohesive social structure than 
adult males and, therefore, are more likely to be retained at 
the release site. Ashton and Burke (2007), however, found 
that adult male gopher tortoises (G. polyphemus) had better 
retention rates at the release site than females, although 
they postulated that the reason may be that no gopher tor-
toises were present at the release site prior to the initial 
translocation.
 Fischer and Lindenmayer (2000) identified the source of 
the founder population as being important to the success 
of  a translocation program. Their literature review of  mam-
mal and bird translocations for conservation purposes re-
vealed that founder populations from wild sources were 
more successful (29%) than if  the source population was 
drawn from captivity (15%). Germano and Bishop (2008) 
found that more reptile and amphibian translocations were 
sourced from a wild population relative to a captive popula-
tion. However, they suggested that the source of  the founder 
group may not be as important for reptiles and amphibians 
as for other taxa groups because success rates did not differ 
between wild and captive releases.

THE RELEASE SITE

Successful translocations using either captive or wild stock 
require an area of  habitat of  suitable size and quality (Griffith 

et al. 1989, Dodd and Seigel 1991, Wolf  et al. 1998). It is cru-
cially important to evaluate the condition of  habitat in the 
proposed translocation area before releasing individuals. 
Otherwise, there is a risk of  placing valuable animals in an 
environment where they will experience difficulties surviv-
ing and reproducing. Translocation sites should be evalu-
ated for habitat characteristics like predator–prey presence 
and relationships, food, cover, denning sites, and water sources, 
among other important habitat components. Spatial rela-
tionships of  the release site should be examined, with char-
acteristics like degree of  isolation, size, shape, and site loca-
tion kept in mind (Miller et al. 1999). A species-specific 
habitat evaluation (i.e., HSI, PHVA, or ENFA) can identify 
potential limiting factors in the environment that might 
need to be corrected before releases are made. In a PHVA, 
for example, detailed data on a species’ life history, genetics, 
and ecology are integrated with information on current and 
projected habitat conditions (Seal 1993). Computer models 
use this information to evaluate the risk of  wildlife popula-
tion decline or extinction under alternative future manage-
ment scenarios. These PHVA exercises have been promoted 
by the Conservation Breeding Specialist Group (CBSG), 
which is part of  the Species Survival Commission of  the 
IUCN. Examples of  these analyses are available on the CBSG 
website (http://www.cbsg.org/cbsg/).
 Translocation success tends to be low when releases oc-
cur in less than quality habitat (Germano and Bishop 2008), 
with release sites being species-specific. For example, nest-
site availability has been proposed as an important feature 
when selecting release sites for translocated female Colum-
bian sharp-tailed grouse (Tympanuchus phasianellus columbia-
nus; Coates et al. 2006). Elk (Cervus canadensis) released in 
areas with low abundance of  forage resources had higher 
movement rates. Greater movement led to lower survival 
due to increased encounters with predators and humans 
(Frair et al. 2007).
 Fidelity to the release site seems to hinge upon habitat 
quality (Wolf  et al. 1998, Letty et al. 2007). For example, adult 
females often represent the habitat needs of  polygynous (a 
male mates with >1 female/breeding season) carnivore spe-
cies because females with young will focus their activities 
where necessary resources are concentrated and easy to ob-
tain (Miller et al. 1999). It is assumed that an individual per-
ceives itself  to be in unsuitable habitat if  it embarks on 
long-distance movement away from the release site shortly 
after release (Stamps and Swaisgood 2007). Rapid departure 
from the release site reduces an individual’s fitness during 
the critical postrelease period, with mortality and depressed 
reproduction increasing as travel distance away from the re-
lease site increases (Stamps and Swaisgood 2007). Although 
movement away from the release site is not ideal, dispersals 
away from release sites can guide future release-site selec-
tions (Coates et al. 2006).
 The best choice of  a release site is the one that is most 
closely related to the environment in which the source pop-
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ulation originated because long-distance dispersals away 
from the release site and poor survivability seem to be cor-
related in many instances to the difference between source 
and release habitats (Letty et al. 2007, Stamps and Swais-
good 2007). Animals reared in conditions similar to those 
found at release sites demonstrated shorter distance move-
ments relative to individuals raised in habitats substantially 
different than those found at release sites. Released individu-
als reared in habitat similar to the release area also demon-
strated more natural behaviors (Rodriguez et al. 1995, Miller 
et al. 1999).
 In contrast to dispersal, which is a random movement 
away from the release site, migration and homing are more 
specific types of  dispersal in that a released individual(s) will 
move away from the release site in a directed, straight-line 
fashion toward a given angle or compass direction in an  
attempt to return to their winter or summer grounds, or 
“home” location, respectively (Rittenhouse et al. 2007). Mi-
gratory and homing behavior can negatively affect the suc-
cess of  a translocation program due to dispersal from the 
release site being linked to mortality (Anthony and Blum-
stein 2000, Letty et al. 2007).
 To minimize dispersal issues involving migration or 
homing, research should occur prior to release to under-
stand the conditions under which translocated individuals 
will stay put once released. Additionally, release techniques 
and protocols should be tailored to the species being re-
leased (Tuberville et al. 2005). Human interventions have al-
tered migratory patterns in young birds (Temple 1978a). 
Linnell et al. (1997) suggested holding individuals at the re-
lease site for a period of  time prior to release. Tuberville et al. 
(2005) translocated gopher tortoises and found that holding 
individuals in pens at the release site for 12 months prior to 
release significantly increased site fidelity. Other suggestions 
by Tuberville et al. (2005) to improve translocation success 
for homing species like gopher tortoises included translocat-
ing an entire, intact population, including all size classes, 
and providing opportunity for translocated individuals to as-
sociate with familiar individuals, thereby encouraging social 
interactions. Translocating large carnivores far from their 
capture site to reduce postrelease dispersal may be effective, 
with distance between release site and home being species-
specific (Linnell et al. 1997).
 Releases into the core historical range were identified as 
an important variable to predict translocation success (Wolf  
et al. 1998). The core may be the geographical center of  the 
species’ historical range, or it may refer to the area where a 
species occurs at its highest density (Short et al. 1992). It is 
expected the core of  a species’ range would be more favor-
able to local population dynamics because, as the center  
of  a species’ range is approached, population abundance in-
creases and variance in abundance decreases (Wolf  et al. 
1996). Wolf  et al. (1996) recommended that translocation be 
considered on the periphery of  a species’ range relative to 
the core only when factors that caused the initial species de-

cline remain in place in the core of  the range, but not at the 
periphery.
 In addition to the habitat quality of  the release site, the 
presence or absence of  similar animals (i.e., congeners, con-
specifics), competitors, and/or predators at the release site 
can affect the success of  a translocation. Species that lack 
territorial behaviors or other intraspecific competitive rela-
tionships can cause like individuals to be attracted to an area 
and facilitate their settlement (Letty et al. 2007). Allen et al. 
(1993) discovered that red-cockaded woodpecker (Picoides 
borealis) translocations were more successful with regard to 
nesting attempts where red-cockaded woodpeckers already 
existed, compared to release sites devoid of  red-cockaded 
woodpeckers, given the bird’s cooperative family social struc-
ture. Interspecific competition, namely predation, can have 
severe effects on recently translocated individuals trying to 
get their bearings in a new and sometimes foreign environ-
ment. Predation has been the single cause of  translocation 
failures. Moorhouse et al. (2009) identified mink (Mustela 
vison) predation as the primary cause of  failure for the trans-
location of  water voles (Arvicola terrestris). Thus, predator 
management in and around the release site may be required 
in the short term, and in some cases, long term.

TIMING OF RELEASE

The time of  the year individuals are released can affect the 
success of  the translocation. Predator abundance, food and 
cover availability, weather, and a species’ life cycle are exam-
ples of  factors that require consideration when determining 
the best season to release individuals (Letty et al. 2007). Trans- 
locating prey species seems to be more successful when in-
dividuals are released in summer months compared to win-
ter months due to season-dependent predation risk (Letty  
et al. 2007). Other translocation timings appear to be spe-
cies-specific. Black bears (Ursus americanus) translocated dur-
ing winter months demonstrated advantages over summer 
translocations regarding site fidelity, homing, and postrelease 
movement and survival (Eastridge and Clark 2001). Moor-
house et al. (2009) released water voles during the first 2 weeks 
of  May to ensure that adequate vegetative cover was avail-
able. Snyder et al. (1999) found that prairie grouse (Tympa-
nuchus spp.) translocated in spring were more likely to be 
successful in population restoration than other times of  the 
year, presumably due to reduced male movement due to 
males remaining near display grounds that were in close 
proximity to release sites. Gopher tortoises released in Sep-
tember had better site fidelity than those released between 
late March–early May and July–August, possibly due to the 
onset of  the winter inactivity period (Tuberville et al. 2005).

EVALUATING SUCCESS

Some consider a translocation program successful only if  a 
self-sustaining population has been established (Griffith et al. 
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1989, Dodd and Seigel 1991). Dodd and Seigel (1991) placed 
the burden of  proof  for success on the principle investigator 
or translocation program manager. Translocation projects 
that tend to fail have in common the lack of  clearly defined 
and measurable objectives, clearly defined and logical meth-
ods, a priori and quantifiable measures of  success that are 
linked to project objectives, and provisions for long-term 
follow-up studies (Dodd and Seigel 1991). Long-term stud-
ies are especially necessary for long-lived species like some 
reptiles that arrive at sexual maturity relatively later in life. 
Dodd and Seigel (1991) suggested long-term monitoring for 
certain herptile species may involve a minimum 10–15-year 
commitment. Griffiths and Pavajeau (2008) reviewed litera-
ture describing global amphibian translocations and discov-
ered that successful amphibian translocation programs were 
conducted for ≥10 years before success could be declared. 
Dodd  and  Seigel  (1991)  recommended  translocation  proj-
ects not be implemented if  long-term and scientifically 
based monitoring studies cannot be conducted. Germano 
and Bishop (2008) suggested that a translocated species needs 
to be monitored for at least as long as it takes the species to 
reach sexual maturation.
 Evans et al. (1999) based the success of  the red kite (Milvus 
milvus) translocation on whether the population could grow 
and expand. The authors suggested that releases should cease 
only when a translocated population is established and when 
additional releases contribute nominally to the population’s 

growth rate. Evans et al. (1999) stated that knowing when fur-
ther releases should be suspended can only occur with long-
term monitoring of  basic survival and breeding parameters.
 Fischer and Lindenmeyer (2000) found that translocation 
programs did not clearly define how they would measure 
success. They suggested that translocation programs de-
velop a long-term monitoring program relative to the trans-
located species upon which key parameters are evaluated at 
previously specified time intervals. Examples of  key param-
eters include number of  animals, sex ratios, adult:juvenile 
ratios, population change, and a constant reassessment of  
the threatening process (Fischer and Lindenmayer 2000).
 Monitoring animals (i.e., radiocollaring) is critical to un-
derstanding postrelease events and survival of  the trans- 
located population (Short et al. 1992). Not being able to de-
termine mortality causes after release will not allow adaptive 
management to occur in order to effectively and efficiently 
correct problems that may permanently cause the trans- 
location to fail.
 Realistically, there needs to be a defined end-point upon 
which a translocation can be deemed a success or failure, if  
for no other reason than the fact that resources available to 
devote to it are finite (Box 36.3). However, Seddon (1999) 
suggested that caution needs to be demonstrated when de-
claring a translocation successful because success implies an 
end-point upon which no further effort (i.e., additional re-
leases or monitoring) is warranted. Seddon (1999) argued 

Box 36.3. A Brief history of the houston toAd (Bufo houstonensis) recovery progrAm

Once ranging throughout most of southeastern Texas, the Houston toad is one of the rarest and most endangered am-

phibians in the United States (U.S. Fish and Wildlife Service 1978). In 1970, the Houston toad was the first species in 

Texas to be placed on the Endangered Species List (Peterson et al. 2004). Urbanization, agricultural expansion, red im-

ported fire ants (Solenopsis invicta), timber harvests, and roads from increased urbanization causing mortality and barriers 

to movement have contributed to the endangered status of the toad (Peterson et al. 2004).

 Bastrop County, Texas was thought to contain the largest remaining Houston toad population (Hatfield et al. 2004). De-

spite rapid and large-scale development within Bastrop County, 2 breeding populations of Houston toads remained in sepa-

rate tracts of private land (Hatfield et al. 2004). In 1978, the Houston Zoo began 

identifying remaining populations, supplemented existing populations, and 

started new populations with wild adults, naturally deposited eggs, or captive-

reared juveniles and adults (Dodd and Seigel 1991). Since 1982, 500,000 tadpoles 

or juveniles have been released at 10 sites at the Attwater Prairie Chicken National 

Wildlife Refuge, but it has been determined through postrelease monitoring that 

no population has been established at the Refuge (Dodd and Seigel 1991). Exten-

sive knowledge was developed on the natural populations and captive propaga-

tion of the Houston toad (Dodd and Seigel 1991), but conservation of the Hous-

ton toad via captive propagation and translocation failed, primarily because of the 

lack of support from private landowners and delayed conservation efforts (Peter-

son et al. 2004).

Postrelease monitoring of Houston 
toads indicated that no translocated 
populations have become established 
in the wild. Photo by T. Swannack.
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that a self-sustaining population is not a criterion for suc-
cess. Instead, he suggested a 3-tiered approach to defining 
translocation success that included short-, medium-, and 
long-term measures of  success: first is the survival of  the 
release population; second is breeding by the release popu-
lation and their offspring; and finally, persistence of  the re-
leased population without human intervention.
 When evaluating the success of  a translocation pro-
gram, the focus absolutely needs to be on the translocated 
wildlife species. Wolf  et al. (1996) found that the success or 
failure of  a translocation program rested solely on the in-
trinsic nature of  the species being translocated or on the 
translocation methodology, as opposed to factors related to 
humans. A secondary measure of  success, however, should 
not be overlooked, and that is the raised awareness and 
knowledge of  the public relative to habitat and wildlife con-
servation. Pre- and posttranslocation surveys of the pub-
lic in a defined geographical area are one method to assess a 
shift in awareness and knowledge. Increased awareness and 
knowledge can not only increase the support and, therefore, 
success, of  a current translocation program (Wolf  et al. 
1996), but also may help to proactively fund and manage 
species and associated habitats prior to a crisis that requires 
expensive and risky translocations.

SUMMARY

Captive propagation and translocation can be a valuable and 
necessary tool in the conservation of  threatened and endan-
gered species. Captive propagation entails breeding and rear-
ing animals in captivity for translocation to the wild. Trans- 
location is a universal term and means moving animals from 
one area to another. Depending on the context, translocation 
can imply introduction (releasing captive or wild animals to 
areas where they have not previously existed), reintroduction 
(releasing animals in places where they previously existed), or 
restocking (movement of  animals to supplement an existing 
population). The goal of  any captive propagation and trans- 
location project should be a self-sustaining wild population. 
Thoughtful and analytical consideration should occur prior 
to embarking on a captive propagation and translocation pro-
gram due to expense, logistics, and low success rates.

 There are a number of  situations when captive propaga-
tion may be warranted, but the most obvious is when a 
species seems to be on a course for extinction, and in situ 
management is not possible. However, translocations from 
wild source populations are preferred over captive source 
populations because they are less expensive and labor- 
intensive, and translocated individuals may be more success-
ful at surviving and reproducing due to the fact that wild 
populations are already used to living without assistance 
from managers. The objectives of  captive propagation pro-
grams include establishing a self-sustaining captive popula-
tion capable of  offering a source population for transloca-
tions, avoiding inbreeding depressions, and avoiding the 
selection of  genetic traits that might jeopardize fitness of  
individuals released to the wild. A captive propagation pro-
gram involves identifying and bringing into captivity the 
founders, growing the captive population, and maintaining 
and rearing the captive population to retain wildness and 
provide a source population for translocations. A number 
of  computer programs and models are available to help de-
termine the best genetic pairings in captivity and to provide 
guidance for translocations.
 Once translocations occur, decisions must be made about 
whether to hard- or soft-release individuals and how many 
individuals to release. Other considerations about release 
groups include whether familiarity of  released individuals is 
important, as well as sex and age composition. The success 
of  a translocation program also can be influenced by the de-
cision of  where and when to release animals. As with most 
decisions about captive propagation and translocation, they 
are often species specific.
 Finally, evaluating the success of  a captive propagation 
and translocation program is critical in order to allow for adap-
tive management. Prior to starting a propagation and trans-
location effort, the necessary resources should be commit-
ted to monitoring and evaluation, sometimes for decades. 
The ultimate success of  any captive propagation and trans-
location effort has to be the establishment of  a self-sustaining 
population in the wild. However, an important secondary 
success may include increasing public awareness and knowl-
edge that may prevent the need for future captive propaga-
tion and translocation efforts.
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INTRODUCTION

THIS CH APTER INTRODUCES the process and development of  Envi-
ronmental Impact Assessments (EIAs) and Habitat Conservation Plans 
(HCPs). Developing an EIA or HCP requires in-depth knowledge of  the en-

vironmental statutes, including (1) the National Environmental Policy Act of  1969 
(NEPA; 42 USC § 4321 et seq.), (2) State Environmental Policy Acts (SEPA), where 
applicable, (3) the Federal Endangered Species Act of  1973, as amended in 1982 
(ESA; 16 USC § 1531 et seq.), and many other federal and state statutes, as well as 
regulations promulgated pursuant to these statutes. In addition to knowledge of  
federal, state, and local environmental statutes, regulations, and policies, knowl-
edge of  the biotic and abiotic conditions present within the proposed project or im-
pact area is required. During the development of  EIAs and HCPs, consultation 
with federal and state regulatory agencies should occur (U.S. Fish and Wildlife Ser-
vice 1996). Consultation with the U.S. Fish and Wildlife Service and/or the Na-
tional Oceanic and Atmospheric Administration (NOAA) Fisheries Service, state 
wildlife agencies, and recognized experts in fields related to potentially affected 
project elements, will result in an easier process and enhance the viability of  a plan 
(U.S. Fish and Wildlife Service 1996). This chapter focuses on the development of  
EIAs under the National Environmental Policy Act (NEPA), with an overview of  
SEPAs, and HCPs under the ESA.

STATUTES

To understand EIAs and HCPs, one must consider the statute under which each is 
developed: NEPA–SEPA and ESA, respectively. Most developed nations have en-
acted environmental statutes requiring an evaluation of  potential environmental 
effects resulting from projects or policies within their jurisdiction (Truett et al. 
1994; Table 37.1). Most environmental statues mandating EIAs were patterned to 
some extent on NEPA (Eccleston 2008), which will serve as the basis of  discussion 
for this chapter. In the United States, EIAs are required of  all federal agencies pro-
posing an action or policy that may have an adverse effect on the environment by 
NEPA. HCPs are required for proposed actions or policies of  federal, state, and 
private organizations where a proposed action or policy may result in the incidental 
take of  any species listed as endangered (defined as a species in danger of  extinction 
throughout all or a significant portion of  its range [16 USC § 1532(6)]), or threat-
ened (defined as a species likely to become endangered within the foreseeable fu-
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ture [16 USC § 1532(20)]) under the ESA (ESA § 4). We pro-
vide an overview and discussion of  both NEPA and relevant 
sections of  the ESA on which the development of  EIAs and 
HCPs are required by law, and the types of  documents 
prepared.

National Environmental Policy Act
The National Environmental Policy Act of  1969 was en-
acted on 1 January 1970 to provide guidance to federal 
agencies on the evaluation of  their actions and subsequent 
effects on the environment (NEPA § 102 et seq., 42 USC § 
4332). Typically, the NEPA decision-making process begins 

when a federal action is proposed (Eccleston 2008). Upon 
proposing a federal action, the regulatory agency will  
conduct an internal scoping to determine whether there 
are (1) No Significant Environmental Effects, (2) Signifi-
cance of  Environmental Effects of  an Uncertain De-
gree, or (3) Significant Environmental Effects (Eccles-
ton 2008). Once a determination of  the potential effect of  
a proposed action or policy has been identified, a NEPA-
compliant document (e.g., Finding of  No Significant Im-
pact, Biological or Environmental Assessment, Environmen-
tal Impact Statement) can be prepared following adequate 
studies (Eccleston 2008).

Table 37.1. Selected nations with environmental impact statutes by region and year enacted

Region Statute Year

North America
 United States National Environmental Policy Act 1969
 (www.nepa.gov/nepa/regs/nepa/nepaequia.htm)
 Mexico Ley Federal de Protección del Ambiente 1982
 (www.natlaw.com/pubs/spmxen13.htm)
 Canada Canadian Environmental Assessment Act 1995
 (www.ceaa.gc.ca/013/index_e.htm)
Central America
 Belize Environmental Impact Assessment Regulations 1995
 (www.elaw.org/system/files/bz.eia.regs.2007.pdf )
Europe
  European Union Directive (85/337/EEC) 1985
 (ec.europa.eu/environment/eia/full-legal-text/85337.htm)
  Strategic Environmental Assessment Directive (2001/42/EC) 2001
 (ec.europa.eu/environment/eia/sea-legalcontext.htm)
Oceania
 New Zealand Resource Management Act 1991
 (www.mfe.govt.nz/rma/index.php)
 Australia Environmental Protection and Biodiversity Conservation Act 1999
 (www.environment.gov.au/epbc/index.html)
Asia
 India Environmental (Protectoin) Act 1986
 (www.envfor.nic.in/legis/env/env1.html)
 Nepal Environmental Protection Act 1997
 (www.moest.gov.np/en/environment/act1997.php)
 Bangladesh Bangladesh Environmental Conservation Act 1995
 (www.basel.int/legalmatters/natleg/bangladesh02.pdf )
 China Environmental Impact Assessment Law 2002
 (www.chinaenvironmentallaw.com)
 Georgia Law on State Environmental Assessment 1996
 (www.elaw.org/node/1326)
 Malaysia Sarawak, Natural Resources and Environment Ordinance 1997
Africa
 Sri Lanka National Environmental Act 1980
 (www.cea.lk/national _environmental_act.php)
 Nigeria Environmental Impact Assessment Decree No. 86 1992
 (www.elaw.org/node/1459)
 Swaziland Environmental Audit, Assessment and Review Regulations 2000
 (www.ecs.co.sz/leg_sd_files/env_leg_sd.htm)
 South Africa National Environmental Management Act 2007
 (www.sher-q.co.za/New_EnvironmentalManagementAct.html
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State Environmental Policy Acts
Fifteen states currently have a SEPA (Table 37.2). All SEPAs 
are similar to NEPA, with regulatory oversight authority 
given to a state agency (e.g., state wildlife agency or state 
EPA) for proposed state actions potentially affecting the en-
vironment, with some states exercising additional authority 
over local projects (Box 37.1). The process of  EIA develop-
ment and review under SEPAs is similar to the NEPA pro-
cess; those persons working in states with SEPA statutes 
(see Table 37.2) needing guidance to develop environmental 
documents should consult their state statute to determine 
specific requirements of  study and document development, 
environmental review, and project permitting.

Federal Endangered Species Act
The ESA is administered by both the U.S. Fish and Wildlife 
Service and NOAA Fisheries Service, with NOAA Fisheries 
Service primarily responsible for marine species, and U.S. 
Fish and Wildlife Service responsible for all other spe-
cies. The purpose of  the ESA is to (1) conserve ecosystems 
on which endangered and threatened species depend, (2) take 
appropriate steps to provide programs for the conservation 
of  endangered and threatened species (ESA § 2[b]), and 
mandate all federal departments seek to conserve endangered 
and threatened species and utilize their authorities to fur-
ther the purpose of  the ESA (ESA § 2[c]). Three sections 
(Sections 9, 7, and 10) of  the ESA have specific relevance to 
requirements and development of  HCPs.

Section 9
Section 9 of the ESA provides the basis on which HCPs are 
founded, specifically the restriction on “take” of  any species 

Table 37.2. States (USA) with statutes similar to the 
National Environmental Policy Act

State Statute

CA California Environmental Quality Act
CT Connecticut Environmental Policy Act
GA Georgia Environmental Policy Act
HI Hawaii Environmental Policy Act
IN Indiana Environmental Policy Act
MA Massachusetts Environmental Policy Act
MD Maryland Environmental Policy Act
MN Minnesota Environmental Policy Act
MT Montana Environmental Policy Act
NC North Carolina Environmental Policy Act
NJ Executive Order no. 215
NY State Environmental Quality Review Act
SD South Dakota Environmental Policy Act
VA Virginia Code sections 10.1-1188 et seq.
WA State Environmental Policy Act
WI Wisconsin Environmental Policy Act

listed as threatened or endangered under the ESA. “Take” is 
defined as “to harass, harm, pursue, hunt, shoot, wound, kill, 
trap, capture, or collect, or to attempt to engage in any such 
conduct” (ESA § 3[18]).

Section 7
Section 7 of the ESA requires federal agencies proposing 
any action or policy potentially affecting a listed species or a 
defined critical habitat to consult with the U.S. Fish and 
Wildlife Service. Consultation between federal agencies and 
the U.S. Fish and Wildlife Service is initiated in what is 
termed “Informal Consultation” where the U.S. Fish and 
Wildlife Service provides the federal agency with informa-
tion on the potential presence of  a listed species or critical 
habitat for listed species within the action or policy area  
(50 CFR § 402.02). When the U.S. Fish and Wildlife Service 
determines that no listed species or critical habitat occurs or 
may occur within the proposed action or policy area, Infor-
mal Consultation is concluded and the policy or action does 
not require further consultation with the U.S. Fish and 
Wildlife Service (1996). In this case, a letter stating that no 
listed species or critical habitats will be affected is prepared 
by the U.S. Fish and Wildlife Service within 90 days from 
the date on which consultation was initiated (ESA § 7[b]).
 However, when the U.S. Fish and Wildlife Service deter-
mines that a listed species or critical habitat may be affected 
as a result of  implementation of  the proposed action or pol-
icy, “Formal Consultation” (ESA § 7[a][2]) procedures are 
initiated. During formal consultation the federal agency 
proposing the action or policy is required to submit a Bio-
logical Assessment (BA) to determine the potential effect 
of  the action or policy on the listed species for submittal to 
the U.S. Fish and Wildlife Service (ESA § 7[c]). Once a BA 
has been completed by the federal agency or designated rep-
resentative, and submitted, the U.S. Fish and Wildlife Ser-
vice will review the BA and prepare a Biological Opinion 
(BO) within 180 days after the initiation date (ESA § 7[c]). 
ESA § 7(2) states that each agency action shall insure the ac-
tion is “not likely to jeopardize the continued existence of  
any endangered species or threatened species or result in 
the destruction or adverse modification of  habitat of  such 
species.” When a BO results in a “no-jeopardy” opinion, the 
action may proceed with specific measures incorporated to 
mitigate potential effects. Measures or mitigation may include, 
but are not limited to the following: construction monitor-
ing, habitat restoration or mitigation, and in-lieu fees paid 
to the U.S. Fish and Wildlife Service.

Section 10
Section 10 of the ESA is for proposed private projects or 
actions lacking a federal nexus (a determination of  federal 
agency involved in a project through either permitting ac-
tions or authorization of  federal funds), and it allows for  
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Box 37.1. State environmental Policy act, california environmental Policy act—
Biological reSourceS

The California Environmental Quality Act (CEQA) serves as an example of a SEPA statute. The CEQA was incorporated into 

the California Public Resources Code  21000–21177 in 1970, with the purpose to

1.  inform governmental decisions-makers about potentially significant environmental effects of proposed activities;

2.  identify ways to avoid or significantly reduce environmental damage;

3.  require changes in projects through the use of alternatives or mitigation measures when feasible; and

4.  disclose to the public the reason a project was approved if significant environmental effects were involved.

 All projects proposed in California requiring issuance of a permit by a public agency are subject to CEQA. Sixteen issue 

areas, including biological resources, are subject to evaluation during the CEQA process. The Biological Resources cate-

gory has 6 questions that must be addressed during the CEQA process. Would the proposed project

1.  have a substantial adverse effect, either directly or through habitat modifications, on any species identified as a candi-

date, sensitive, or special status species in local or regional plans, policies, or regulations, or by the California Depart-

ment of Fish and Game or U.S. Fish and Wildlife Service?;

2.  have a substantial adverse effect on any riparian habitat or other sensitive natural community identified in local or re-

gional plans, policies, regulation, or by the California Department of Fish and Game or U.S. Fish and Wildlife Service?;

3.  have substantial adverse effect on federally protected wetlands as defined by Section 404 of the Clean Water Act (in-

cluding, but not limited to, marsh, vernal pool, coastal, etc.) through direct removal, filling, hydrological interruption, or 

other means?;

4.  interfere substantially with the movement of any native resident or migratory fish or wildlife species or with established 

native resident or migratory wildlife corridors, or impede the use of native wildlife nursery site?;

5.  conflict with any local policies or ordnances protecting biological resources, such as tree preservation policy or ordi-

nance?; and

6.  conflict with the provisions of an adopted Habitat Conservation Plan, Natural Community Conservation Plan, or other 

approved local, regional, or state habitat conservation plan?

 The 6 questions outlined in Appendix G of CEQA have 4 possible categories (Association of Environmental Profession-

als 2009):

1. Potentially Significant Impact,

2.  Less than Significant with Mitigation Incorporated,

3. Less than Significant Impact, or

4. No Impact.

issuance of  “incidental take permits” for actions prohib-
ited under Section 9 for scientific purposes, or to enhance 
the propagation or survival of  the affected species (ESA § 
10[a][1]). Actions resulting in “take” must be incidental to an 
otherwise legal activity; one example of  an otherwise legal 
activity is site grading that results in habitat destruction or 
alteration (ESA § 10[B]). In this example, the grading of  the 
site is a legal activity that may result in “take,” but is not spe-
cifically intended to result in “take” as defined in Section 9.
 An incidental take permit may not be issued unless the 
project applicant submits a HCP (ESA § 10[a][1][B], 50 CFR 

§ 17.3). The HCP must specify (1) what effects are likely to  
result in “take,” (2) steps to minimize and mitigate effects,  
(3) funding available to implement minimization and miti-
gation, (4) alternative actions considered, and (5) reason for 
not implementing other alternatives. After a U.S. Fish and 
Wildlife Service review of, and public comment period on, 
the HCP, the U.S. Fish and Wildlife Service may issue the in-
cidental take permit and authorize the HCP if  it is deter-
mined that (1) “take” is incidental, (2) the applicant will 
maximize minimization and mitigation measures, (3) suffi-
cient funding is available, and (4) “take” will not reduce the 
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likelihood of  the survival or recovery of  the species in the 
wild (ESA § 10[2][B]).

ENVIRONMENTAL IMPACT ASSESSMENT

Environmental Impact Assessment is the process of  iden-
tification and evaluation of  the consequences of  human ac-
tions on the environment, and mitigation for those conse-
quences, when necessary (Erickson 1994). EIAs require a 
project proponent or agency, state or federal, to view the 
environment as an aggregation of  biotic and abiotic condi-
tions present where the project or policy will be imple-
mented (NEPA § 102[2][c]; Hildebrand and Cannon 1993). 
Several types of  EIAs are prepared in the United States, in-
cluding Environmental Impact Statements (EIS, 40 CFR § 
1502, NEPA § 102[2][c]), Environmental Assessments (EA, 
§ 1508.9), Categorical Exclusions (40 CFR § 1508.4), and 
Findings of No Significant Impacts (40 CFR § 1504). When 
the environmental effect is uncertain, the regulatory agency 
has the option of  conducting a public scoping period to re-
ceive input from interested parties (e.g., private citizens, 
conservation organizations, and other public entities). Pub-
lic scoping (if  conducted) is followed by the preparation of  
an EA.
 Pursuant to NEPA, federal agencies are responsible for 
the preparation and certification of  EIAs. Although a proj-
ect applicant may prepare an EA in support of  a proposed 
project, they may not prepare an EIS due to potential con-
flicts of  interest. In many instances the responsible federal 
agency may solicit a third-party preparation of  an EIS under 
their supervision (Yost 2003).
 A survey of  52 federal agencies in 1991 reported they 
prepared >1,000 EAs to each EIS prepared (Bass et al. 2001). 
Therefore, EAs are the most prevalent document prepared 
to evaluate environmental effects under NEPA.
 In an ideal situation, project proponents would incor-
porate specific evaluations at each project phase, identifying 
specific effects that may result from project implementation 
(Erickson 1994, Truett et al. 1994). In most situations, how-
ever, EIAs are not considered until later in project develop-
ment phase. Two scenarios that are common when project 
proponents solicit EIAs include incomplete biological stud-
ies, or biological studies have been completed but need to 
be incorporated into the EIA.

Document Purpose and Development
EAs are meant to be succinct public documents prepared by 
a federal agency, project applicant, consultant, or another 
agency when a proposed action has the potential to have 
significant environmental effects (40 CFR § 1502.1). EAs also 
may be prepared by an agency in the planning and decision-
making process (40 CFR § 1501.3).
 NEPA requirements for preparations of  EAs can vary be-
tween federal agencies, with each agency having their own EA 

procedures and guidance processes. Regardless of  agency, each 
EA prepared must include (1) need for the proposed action 
(40 CFR § 1502.13), (2) description of  the proposed action and 
alternatives (40 CFR § 1502.14 et seq.), (3) anticipated effects of  
the proposed action (40 CFR § 1502.15, 40 CFR § 1502.16) and 
alternatives (40 CFR § 1502.14 et seq.), and (4) agency and ex-
pert consultation conducted (40 CFR § 1502.25).

Need for the Proposed Action
Need for the proposed action statement establishes why 
the project proponent is proposing an action or project 
that may cause significant environmental effects (40 CFR § 
1502.13). A properly framed statement will limit the num-
ber of  alternatives to the proposed action or project that 
can be considered reasonable, prudent, and practicable, and 
demonstrates the potential effect of  not implementing the 
proposed action or project (Bass et al. 2001).

Description of the Proposed Action and Alternatives
Prior to preparing EIAs project proponents should define 
proposed actions thoroughly and accurately (40 CFR § 
1502.14 et seq.). At a minimum, proposed actions should in-
clude names and types of  project, locations (including re-
gional, local, and site maps), project features, construction 
schedule and activities, and features or measures taken to 
reduce potential effects (Bass et al. 2001).
 Descriptions of alternatives considered should include 
an evaluation and comparison of  reasonable proposed alter-
native actions, including no-action alternatives, and reasons 
for not implementing each alternative. Descriptions of  each 
alternative should provide sufficient information to allow 
readers to evaluate relative merits of  each alternative and 
suitable justification as to why the alternative was not pre-
ferred (Bass et al. 2001).

Agency and Expert Consultation
Agency and expert consultation is an integral component 
to developments of  EIAs. Agency consultation provides 
project proponents with necessary guidance to ensure com-
pliance with specific environmental statutes and discuss  
potential implementation effects (Truett et al. 2005). Expert 
consultation is beneficial, although not required, during the 
EIA process. Consulting with recognized experts will, in 
many cases, provide greater detail on potential project ef-
fects and comprehensive alternative-action analysis, particu-
larly mitigation measures that would reduce potentially ad-
verse effects (Truett et al. 1994).

Public Review and Notification
When an internal review of  a proposed federal action is de-
termined to have a significant environmental effect, the lead 
agency must publish a Notice of Intent (40 CFR § 1508.22) 
in the federal register and conduct public scoping to receive 
input from interested parties (40 CFR § 1506.6). Once pub-
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lic scoping is completed, the lead agency will prepare an in-
ternal Draft Environmental Impact Statement (DEIS; typi-
cally, qualified outside consultants are contracted to prepare 
EISs). DEIS drafting typically take 1–2 years and must be fol-
lowed by a public comment period (U.S. Fish and Wildlife 
Service 1996). A Notice of Availability will be published in 
the Federal Register, formally opening the public comment 
(40 CFR § 1503 et seq.) period (60 days), where the public 
can review the DEIS and provide comments. Once the pub-
lic comment period ends, all received comments are addressed 
during the preparation of  the Final EIS (FEIS). The final 
step in the EIS is adoption (40 CFR § 1506.3) and publishing 
a Record of  Decision (ROD; 40 CFR § 1505.2) in the Federal 
Register and subsequent implementation of  the proposed ac-
tion (40 CFR § 1505.3).

HABITAT CONSERVATION PLAN

The concept and process of HCPs were modeled after 
the San Bruno Mountain HCP developed in the mid-1970s 
in the San Francisco Bay region of  California (Beatley 1994). 
A proposal to excavate San Bruno Mountain over a 20-year 
period to provide fill for the San Francisco Airport was pro-
duced in 1965, resulting in the formation of  the San Fran-
cisco Bay Conservation and Development Commission, Save 
the Bay Committee, Committee to Save San Bruno Moun-
tain, and many local citizen groups opposing the proposed 
project and preventing the proposed development. Subse-
quent to the 1965 San Bruno Mountain project, a proposal 
to develop approximately 18,581 m2 (200,000 square feet) of  
office and commercial space and 8,500 residential units was 
begun. The project was initiated to mediate conflicts be-
tween development activities and endangered species 
protection and, when completed, ended with issuance of  an 
incidental take permit in 1983; the HCP was developed 
through the coordinated efforts of  the U.S. Fish and Wildlife 
Service, the State of  California, local municipal governments 
(including San Mateo County, the City of  Brisbane, Daly 
City, and South San Francisco), private landowners, and non- 
government organizations (e.g., Committee to Save San Bruno 
Mountain). The approach taken by the creators of  the San 
Bruno Mountain HCP has become the model on which all 
HCPs are developed (Beatley 1994).
 HCPs are variable in size of  area and number of  species 
covered, and duration of  agreement. For example, of  430 
approved HCPs, size of  area ranges of  0.07 ha to >6,475 km2, 
number of  listed species from 1 to 29, number of  total spe-
cies covered from 1 to 165, and duration of  agreements from 
1 year to 100 years (http://ecos.fws.gov/conserv_plans/).
 HCP complexity ranges from the relatively simple (e.g., 
HCPs for the Alabama beach mouse [Peromyscus polionotus 
ammobates] with typical areas of  0.8 ha and durations of  
50 yr) to highly complex, with numerous stakeholders, spe-
cies, and large spatial and temporal extents. One of  the 
more complex HCPs approved to date is the Western River-

side Multiple Species HCP (Riverside County, CA), which 
covers 25 listed and 140 nonlisted species over 5,261 km2 and 
75 years. The East Contra Costa County is more typical of  
HCPs, covering 28 species over 704.2 km2 for a 30-year pe-
riod (East Contra Costa County Habitat Conservation Plan 
Association 2006; Box 37.2).
 Regardless of  the number of  species, area, or duration 
covered by an HCP, all documents must specify the follow-
ing: (1) effects likely to result from the proposed taking, 
(2) measures undertaken to monitor, minimize, and mitigate 
effects, and funding to undertake such measures, (3) alterna-
tive actions considered resulting in no “take” and justifica-
tion for not implementing said actions, and (4) additional 
measures the U.S. Fish and Wildlife Service or NOAA Fish-
eries Service may require as necessary or appropriate. We 
discuss each separately as they relate to development of  
HCP (U.S. Fish and Wildlife Service 1996).

Purpose
The purposes of the HCP process and issuance of  inciden-
tal take permits are to authorize incidental take of  a threat-
ened or endangered species, not to address the underlying 
activities resulting in “take.” Processes of  developing HCPs 
ensure that, to the maximum extent possible, minimization 
and mitigation for effects authorized in the incidental take 
permit is addressed (U.S. Fish and Wildlife Service 1996).

Assessing Take
Before a HCP can be written, coordination with the U.S. 
Fish and Wildlife Service or NOAA Fisheries Service should 
be conducted in order to determine whether or not “take” 
is the likely outcome of  a proposed action or policy. During 
the evaluation of  the proposed action or policy, consultation 
with the U.S. Fish and Wildlife Service or NOAA Fisheries 
Service must be conducted to assess whether the proposed 
action or policy can reasonably avoid “take” by one of the 
following: (1) relocation of  the proposed action or policy 
area, (2) relocation of  project facilities, (3) seasonal changes 
in timing of  initiation of  the action or policy (typical for 
projects affecting breeding birds and amphibians), or (4) simi-
lar actions. When “take” cannot be avoided, the U.S. Fish 
and Wildlife Service or NOAA Fisheries Service will recom-
mend the project proponent apply for an incidental take 
permit (U.S. Fish and Wildlife Service 1996).

Species and Effect Determination
Once a project applicant identifies which species are likely to 
be adversely affected by the proposed action or policy, the 
project proponent must develop an HCP. The U.S. Fish and 
Wildlife Service recommends that all potentially occurring 
threatened or endangered species that may be affected by the 
proposed action or policy be addressed in the HCP to reduce 
potential violation of  ESA § 7(a)(2). Such violations would re-
sult in project delays, work stoppage, and/or fines levied upon 
the project proponents (U.S. Fish and Wildlife Service 1996). In 



addition to species listed under the ESA, it is strongly recom-
mended that the project applicant include additional species 
that may become listed while the incidental take permit is  
authorized (U.S. Fish and Wildlife Service 1996). Species not 
afforded protection under the ESA that have been included 
in development of  HCPs include (1) federal candidate spe-
cies, (2) federally sensitive species (including those on the 
U.S. Forest Service and U.S. Bureau of  Land Management 
[BLM] lists), (3) state endangered or threatened species, and 
occasionally, (4) species of  local importance. After a species 
list and effect determinations have been prepared by the 
project applicant, consultation with the U.S. Fish and Wild-
life Service or NOAA Fisheries Service should be conducted 
to ensure the adequacy and obtain concurrence of  the spe-
cies list and effect determinations (U.S. Fish and Wildlife 
Service 1996).

Likely Effects
An adequate development of  a HCP includes 4 tasks: 
(1) delineation of  the HCP boundary or plan area, (2) bio-
logical data collection and synthesis for species covered by 
the HCP, (3) identification of  activities proposed that are likely 
to result in incidental take, and (4) quantification of  antici-
pated levels of  “take” (U.S. Fish and Wildlife Service 1996).

HCP Delineation
Delineation of  the proposed HCP boundary or plan area 
should include the applicant’s project, land use area, or ju-
risdictional area for which the proposed action is likely to 
result in incidental take. Under the ESA, there are no regula-
tions concerning an HCP’s required coverage area; as previ-
ously discussed, current HCPs may range from 0.004 km2 to 
nearly 6,500 km2. A clearly defined boundary is critical to 
successful application of  HCPs and reduces the potential for 
uncertainty during the HCP’s duration (U.S. Fish and Wild-
life Service 1996).

Biological Data Collection and Synthesis
In most cases a project applicant will require outside assis-
tance, typically from an ecological consultant, to guide the 
applicant through the HCP process, including literature and 
database reviews and research of species covered by an 
HCP. At a minimum, these efforts require an understanding 
of  the current distribution, ecology, occurrence data, and 
applicable regulations for each species covered (Truett et al. 
2005). Availability of  current and complete data may be lim-
ited for some taxonomic groups (e.g., invertebrates and her-
petofauna); in such cases, consultants use professional knowl-
edge and judgment to make reasonable inferences based on 
similar species or scenarios to estimate potential project ef-
fects (U.S. Fish and Wildlife Service 1996).

Proposed Activities
The U.S. Fish and Wildlife Service recommends project ap-
plicants provide a detailed description of  all proposed activ-

ities within the HCP boundary likely to result in incidental 
take over the HCP’s duration (U.S. Fish and Wildlife Service 
1996). Specific project descriptions of  likely effects results in 
an easier evaluation of  incidental take. For example, in re-
gard to specific details describing grading and excavation ac-
tivities required for a construction project, verbiage such as 
the following might be included:

Construction activities will include site grading at 6 loca-
tions (Exhibit 1) totaling 4.9 ha. Grading will be conducted 
outside of  the known breeding bird season (20 Sep to 14 
Feb) with a D-9 bulldozer. Topsoil will be skimmed and 
stockpiled at 6 preidentified locations (Exhibit 1) during 
construction activities and reclamation of  4 locations 
will be accomplished by spreading stockpiled topsoil to a 
depth of  not 30.5 cm (12 inches) upon completion of  the 
project (Exhibit 2).

Anticipated Incidental Take Levels
The project applicant must provide a determination of the 
amount of  incidental take anticipated due to the proposed 
action. The project applicant must inform the U.S. Fish and 
Wildlife Service of  how incidental take will be calculated, 
the level of  “take” and related effects resulting from proposed 
actions, and level of  incidental take actually authorized (U.S. 
Fish and Wildlife Service 1996).
 To accurately assess potential incidental take levels the 
project applicant should make a “good faith” effort to de-
termine the number of  each species covered by the inciden-
tal take permit and HCP. Complete counts may be possible 
for small projects, whereas regional-scale projects may re-
quire population modeling or density estimates, when ap-
propriate. There are 2 possible scenarios for providing the 
level of  anticipated incidental take: the first is the actual 
number of  each species anticipated to be killed, harmed, or 
harassed as a result of  the proposed action, and the second 
scenario is based on the amount of  habitat affected either 
directly or indirectly from a proposed project element when 
numbers of  individuals are unknown or cannot be deter-
mined (U.S. Fish and Wildlife Service 1996).

Mitigation
Due to the variable nature of  HCPs, species, and associated 
habitats that may be affected as a result of  project imple-
mentation, the U.S. Fish and Wildlife Service does not pro-
vide standard regulatory guidelines for specific mitigation 
measures to be used by a project proponent. Regardless of  
the proposed mitigation, each proposed measure must be 
based on a sound biological basis and should be feasible and 
proportional with the effects they are designed to address 
(U.S. Fish and Wildlife Service 1996). Mitigation approaches 
commonly employed for HCPs can include any or all of  the 
following: (1) avoidance, (2) minimization of  effects, (3) hab-
itat restoration, and (4) habitat preservation (U.S. Fish and 
Wildlife Service 1996).
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Box 37.2. eaSt contra coSta county HaBitat conServation Plan and natural community 
conServation Plan, contra coSta county, california

The East Contra Costa County Habitat Conservation Plan 

(HCP) and Natural Community Conservation Plan (NCCP) 

is a 30-year plan with a plan area of 704.2 km2, initiated in 

1995 and adopted in 2006, and was created to provide a 

framework for protection of natural resources in eastern 

Contra Costa County, California and improve and stream-

line the environmental permitting process for potential 

effects to endangered species within the HCP and NCCP 

area. The primary objective of the HCP was to obtain au-

thorization for take of covered species under the ESA for 

proposed urban development in the cities of Brentwood, 

Clayton, Oakley, and Pittsburg, and specified areas in un-

incorporated Contra Costa County. Activities covered under 

the HCP include all ground-disturbing activities, rural infra-

structure projects supporting growth (e.g., road and flood-

control projects and maintenance), ongoing management, 

restoration, and monitoring activities by the preserve 

manager, and limited public access. The estimated finan-

cial commitment to the HCP is between US$297–350 mil-

lion for the 30-year plan period and will be available from 

various sources, including fees on covered activities (new 

development fees, wetland impact fees, rural infrastruc-

ture fees) and nonfee public funding (East Contra Costa 

County Habitat Conservation Plan Association 2006).

 The HCP requested authorization of incidental take of 

28 listed and nonlisted species occurring within the plan 

San Joaquin kit fox in native habitat, Lokern Natural Area, 
Kern County, California. Photo by C. L. Van Horn Job.

San Joaquin kit fox resting in urban 
habitat (a vehicle dealership), Bakers-
field, California. Photo by C. L. Van Horn Job.

 Avoidance can be accomplished through project designs 
or timing of  proposed activities (e.g., including bridge de-
signs that completely span potential habitat, or limiting cer-
tain construction activities outside the breeding bird season). 
When proper coordination occurs between project propo-
nents and the U.S. Fish and Wildlife Service, impact or effect 
avoidance is possible. Coordinated avoidance efforts typically 
include relocating proposed elements from suitable habitat 
for an identified species to areas containing no potential 

habitat. An avoidance example for projects potentially affect-
ing the desert tortoise (Gopherus agassizii; Fig. 37.1) may in-
clude relocating a project impact site within suitable habitat 
(e.g., Mojave Creosote Bush Scrub; Holland 1986) to areas 
lacking desert tortoise habitat (e.g., pinyon–juniper wood-
land; Holland 1986).
 When avoidance is not possible, through design or tim-
ing of  the proposed action, minimization measures must be 
implemented and approved by the U.S. Fish and Wildlife 
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area, including Townsend’s western big-eared bat (Pleco-

tus townsendii townsendii), San Joaquin kit fox (Vulpes mac-

rotis mutica), tricolored blackbird (Agelaius tricolor; nest-

ing colony), golden eagle (Aquila chrysaetos; nesting and 

wintering), western burrowing owl (Athene cunicularia hy-

pugaea), Swainson’s hawk (Buteo swainsoni; nesting), sil-

very legless lizard (Anniella pulchra pulchra), western pond 

turtle (Actinemys marmorata), Alameda whipsnake (Masti-

cophis lateralis euryxanthus), giant garter snake (Thamno-

phis gigas), California tiger salamander (Ambystoma californi-

ense), California red-legged frog (Rana draytonii), foothill 

yellow-legged frog (R. boylii), longhorn fairy shrimp (Bran-

chinecta longiantenna), vernal pool fairy shrimp (B. lynchi), 

midvalley fairy shrimp (B. mesovallensis), vernal pool tad-

pole shrimp (Lepidurus packardi), Mount Diablo manza-

nita (Arctostaphylos auriculata), brittlescale (Atriplex depressa), 

San Joaquin spearscale (A. joaquiniana), big tarplant 

(Vlepharizonia plumose), Mount Diablo fairy lantern (Calo-

chortus pulchellus), recurved larkspur (Delphinium recurva-

tum), round-leaved filaree (Erodium macrophyllum), diablo 

helianthella (Helianthella castanea), Brewer’s dwarf flax 

(Hesperolinon breweri), showy madia (Madia radiata), and 

adobe navarretia (Navarretia nigelliformis ssp. nigelliformis).

 

 The conservation strategy provided in the HCP is de-

signed to mitigate effects to covered species and contrib-

ute to the recovery of each species through a set of 33 

conservation measures and 91 biological objectives.

 The goal of the HCP is to preserve from 105.4 km2 to 

139 km2 of land to benefit the covered species, preserve 

and enhance existing habitat corridors, manage habitats 

to enhance populations of the covered species, and com-

pensate for habitat loss through restoration efforts (East 

Contra Costa County Habitat Conservation Plan Associa-

tion 2006).

 The HCP established a monitoring and adaptive man-

agement program to facilitate meeting the goals outlined 

for the HCP. The monitoring and adaptive management 

program established a framework and decision-making 

process to evaluate monitoring, research, and data man-

agement, which allow the project proponent to adapt mea-

sures through the term of the plan. Monitoring activities 

are supposed to provide data that can be incorporated 

into conceptual models, allowing the project proponent 

to evaluate specific actions and adjust as necessary to 

meet the objectives of the HCP (East Contra Costa 

County Habitat Conservation Plan Association 2006).

The California tiger salamander is listed as threatened by the 
U.S. Fish and Wildlife Service throughout California 
(excluding Santa Barbara and Sonoma counties), where it is 
endangered due to loss and fragmentation of habitat and to 
nonnative predators. Photo by N. R. Sisk.

The California red-legged frog is listed as threatened by the 
U.S. Fish and Wildlife Service due to conversion of habitat, 
water diversion, and predation. Photo by N. R. Sisk.

Service. Minimization measure could include (1) the use 
of  the most degraded habitat, (2) reducing the size of  the 
permanent impact area, (3) reduced construction or mainte-
nance during key biological periods, (4) habitat manipula-
tion, (5) best management practices, (6) and access control 
(e.g., reduced public or livestock access).
 Rectification of effects may include habitat restoration 
(e.g., removal of  invasive exotics, plantings or other vegetation 
manipulations, creation of  new habitat, or habitat preserva-

tion where the project proponent purchases land containing 
suitable or occupied habitat and donates to a nongovernmen-
tal organization [NGO], agency, etc., for preservation in per-
petuity [U.S. Fish and Wildlife Service 1996]).
 Restoration activities are most frequently conducted in 
HCPs as a means for offsetting temporary effects as a result 
of  the proposed activity (ESA § 10[B][ii]). Temporary effects 
are those effects include staging areas, temporary access 
roads, etc. Depending on the size, affected habitat, and du-
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ration of  temporary effects, restoration may or may not be 
viable mitigation. Restoration activities can be as simple as 
reseeding grassland areas or top-soil reclamation or as com-
plex as restoring tidal wetland systems.
 Compensation can be accomplished through the pur-
chase of  land of  comparable habitat, both in size and qual-
ity. Most compensation for effects to habitats suitable to 
support threatened and endangered species is based on the 
habitat “value” and requires mitigation ratios. A simple ex-
ample of  habitat “value” is the qualitative scoring system 
used by the Natural Resources Conservation Service (NRCS) 
in range assessments. Under the NRCS scoring system, 
range sites are qualitatively scored from 5 to 1 (excellent to 
poor) based on species composition, habitat functioning, 
and site degradation (NRCS 2003).
 An example of  compensation as a mitigation tool can 
be found in the West Mojave Plan (BLM 2005). The BLM 
identified areas with specific compensation requirements, 
based on estimated habitat quality, for projects potentially 
affecting desert tortoise and their associated habitats. Miti-
gation ratios for effects to suitable habitat range from 0.5:1 
(low-quality habitat) to 5:1 (exceptional habitat). With clear 
definitions of  mitigation ratios already identified for the 
area, project proponents can identify the amount of  in lieu 
mitigation or land purchase for habitat preservation that 
may be required based on the location within the West Mo-
jave Plan area.
 Conservation banking is another form of  HCP-related 
habitat impact-mitigation approaches. Mitigation or conser-
vation banks are permanently protected lands managed for 
threatened, endangered, or candidate species that intend to 
offset adverse effects resulting from a project implemented 
elsewhere (Endangered Species Program 2009). The Balcones 
Canyonlands Conservation Plan (BCP) is an example of  
mitigation banking (Beatley 1994). Development and other 
projects near Austin, Texas (particularly areas over Edwards 

Limestone geology) that could affect several endemic, feder-
ally listed species (e.g., black-capped vireos [Vireo atricapilla], 
golden-cheeked warblers [Dendroica chrysoparia], several sal-
amanders, cave invertebrates, and 27 species of  concern) are 
offset through purchase credits within the BCP. Over time, 
mitigation purchase credits are used to purchase contiguous 
land containing suitable habitat for a variety of  species. This 
mitigation banking effort includes joint management of  
the BCP by a variety of  primary stakeholders, including the 
Lower Colorado River Authority, U.S. Fish and Wildlife Ser-
vice, Texas Parks and Wildlife Department, Travis County, 
City of  Austin, private landowners, developers, and several 
NGOs (U.S. Fish and Wildlife Service 2005b).

Available Funding
All HCPs, regardless of  species, size, or duration, must have 
sufficient funding available to ensure proper implementa-
tion of  the agreement. The ESA required detailed account-
ing of  available funding to implement mitigation measures 
proposed under the HCP (ESA § 10[a][2][B][iii]; U.S. Fish 
and Wildlife Service 1996).
 The implementation agreement always contains provi-
sional funding language. Federal funding that may be used 
during the implementation of  the HCP is subject to the re-
quirements of  the Anti-Deficiency Act and subject to avail-
ability of  appropriate funds. Failure to meet requisite fund-
ing levels prior to approval of  the HCP and incidental take 
permit, are grounds for suspension, revocation, or denial of  
existing permits (ESA § 10[a][C]; U.S. Fish and Wildlife Ser-
vice 1996).

Alternative Actions Considered
Alternative actions are those actions that were considered 
during the HCP process and are determined to be infeasible 
during project implementation. Alternative actions consid-
ered will always include the preferred alternative, a “no-
build” alternative, and numerous alternative project scenar-
ios. Examples of  alternative actions include modification of  
construction schedules to reduce incidental take during key 
biological periods (e.g., during breeding or migration peri-
ods), relocation of  project elements to avoid potential effects 
to sensitive habitats or wetlands, or land purchase agree-
ments (U.S. Fish and Wildlife Service 1996).

Coordination and Planning
The HCP process was created by Congress as a method to 
reduce issues and conflicts between species with a federal 
listing and nonfederal development projects (U.S. Fish and 
Wildlife Service 1996). The U.S. Fish and Wildlife Service 
and NOAA Fisheries Service are active participants in the 
HCP process, not just regulatory overseers, and early coor-
dination is essential for a successful HCP. The HCP must 
adequately address state-listed species as well, and coordina-
tion with the state’s habitat conservation planning branch is 

Fig. 37.1. The desert tortoise is listed under the Endangered 
Species Act as “threatened.” Human development activities have 
reduced its populations in many areas. Photo by R. A. Fridell.
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critical; otherwise, failing to coordinate with the state will 
result in a delayed HCP. Some states have their own permit-
ting process, and further planning and coordination is re-
quired on this level. The crux is to ensure that the HCP 
complies with Sections 7, 9, and 10 of  the ESA (U.S. Fish and 
Wildlife Service 1996).

Permit Processing
The final permitting process varies depending on com-
pleteness and complexity of  submitted applications and sup-
porting documents (e.g., EIS, EA, or Categorical Exclusion). 
For proposed actions having minimal or low effects on listed 
or candidate species and their associated habitats, the target 
processing time is 3 months. HCPs that do not have mini-
mal or low effect on listed species and their associated habi-
tats require submittal of  either an EA or EIS, and have a tar-
get processing time of  4–12 months. In most cases the 
target processing times are the minimum time it will take to 
process the application and, in most instances, actual per-
mitting will require longer periods of  time due to available 
staff  and higher priority projects. After permit processing, 
the U.S. Fish and Wildlife Service will publish a Notice of  
Availability in the Federal Register, opening a 30-day public 
comment period, with an option to extend the period to 60 
days. Interested parties can review the document and pro-
vide comments to the U.S. Fish and Wildlife Service (ESA § 
10[3][c]). At the closing of  the public comment period, the 
U.S. Fish and Wildlife Service or a designated representative 
of  the project applicant will compile, address, and evaluate 
comments prior to issuance of  the incidental take permit 
and HCP implementation (U.S. Fish and Wildlife Service 
1996).

Implementation
Once the U.S. Fish and Wildlife Service approves an HCP 
and issues the incidental take permit, the HCP may be im-
plemented by the project proponent. Monitoring is a key 
component to the implementation of  an HCP to ensure the 
applicant is proceeding with project activities as agreed. If  
monitoring is conducted by an entity other than the U.S. 
Fish and Wildlife Service, periodic reports would be re-
quired by the U.S. Fish and Wildlife Service, documenting 
progress, as well as compliance and noncompliance, with 
the issued permit (ESA § 10[b][v]; U.S. Fish and Wildlife Ser-
vice 1996).

“No Surprises” Rule
The “No Surprises” rule (63 CFR § 8859) provides project 
applicants with an incidental take permit with long-term 
certainty that the U.S. Fish and Wildlife Service or NOAA 
Fisheries Service will not require additional commitments 
of  land or finances beyond the level stipulated for the term 
of  the Incidental Take Permit except under “extraordinary 
circumstances.” The “No Surprises” rule ensures the gov-

ernment honors agreements outlined within the HCP (43 
CFR § 17.22[c][5], 43 CFR § 17.32[c][5]).

SAFE HARBOR AGREEMENTS

Safe Harbor Agreements (63 CFR § 32,180) are voluntary 
agreements in which the U.S. Fish and Wildlife Service works 
with nonfederal landowners to develop management actions 
contributing to the recovery of  a listed species for a pre- 
determined time period (64 CFR § 32.717). Management 
actions can include (1) habitat maintenance, and (2) rein-
troduction of  threatened or endangered species to private 
lands. The U.S. Fish and Wildlife Service provides regulatory 
assurances to the nonfederal landowner with an enhance-
ment of  survival permit (ESA § 10[a][1][A]) in exchange for 
implementation of  management actions. The enhancement 
of  survival permit provides the subject property that is en-
rolled in a safe harbor agreement can be altered and returned 
to an agreed-upon baseline condition at the end of  the agreed 
time period, even if  take of  a threatened or endangered spe-
cies is involved (64 CFR § 32.171 et seq.). The enhancement 
of  survival permit may include “no surprises” assurances 
(43 CFR § 17.22[c][5], 43 CFR § 17.32[c][5]; Box 37.3).

CANDIDATE CONSERVATION  
AGREEMENTS

Candidate Conservation Agreements (CCA) are formal 
agreements between the U.S. Fish and Wildlife Service and 
nonfederal landowners addressing conservation needs of  can-
didate or at-risk species (50 CFR § 17.22[d], 50 CFR § 17.32[d]). 
Candidate species are those species for which there exists 
enough information on their biological status and threats to 
their long-term survival that the species can be listed as 
threatened or endangered under the ESA (ESA § 4[b][3][c]
[iii]), but that are precluded from listing by higher priority 
listing activities. Enrolled landowners typically receive regu-
latory assurances from the U.S. Fish and Wildlife Service, 
providing incentives to voluntarily implement conservations 
measures for candidate or at-risk species. Similar to safe har-
bor agreements, an enhancement or survival permit (ESA 
§ 10[a][1][A]) will be issued by the U.S. Fish and Wildlife Ser-
vice, providing that no additional conservation measures 
will be required if  the species becomes listed in the future, 
even if  “take” is involved (64 CFR § 32726–32736). This per-
mit also allows permit holders to “take” wildlife species and 
modify habitat conditions to those agreed upon and speci-
fied in the CCA (64 CFR § 32726–32736).

SUMMARY

The environmental movement of  the 1960s and early 1970s 
established key environmental statutes (e.g., NEPA and ESA) 
on which EIAs and HCPs are based. Under NEPA, federal 
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agencies are required to assess potential effects a proposed 
project or action may have on the environment. Several types 
of  EIAs are prepared in the United States, including EIS (40 
CFR § 1502, NEPA § 102[2][c]), EA (40 CFR § 1508.9), Cate-
gorical Exclusions (40 CFR § 1508.4), and Findings of  No 
Significant Impacts (40 CFR § 1504). The most commonly 
prepared EIA in the NEPA is the EA.
 Preparation time of  individual EIAs is related to the 
complexity of  the proposed project or action and the num-
ber of  potential environmental effects resulting for each 
component of  the proposed project or action. SEPA docu-
ments closely parallel the format, structure, and develop-
ment time of  NEPA documents.
 Section 10 of  ESA as amended in 1982 allowed for the issu-
ance of  incidental take permits for private projects potentially 
resulting in “take,” as defined in Section 9 of  the ESA, through 
otherwise lawful activities. In order for the U.S. Fish and Wild-
life Service or NOAA Fisheries Service to issue an incidental 
take under Section 10, project proponents must prepare an 
HCP for review. HCPs must include (1) a purpose statement, 
(2) assessment of  potential “take,” (3) listed and nonlisted spe-
cies considered for coverage, (4) likely effects, (5) delineation 
of  the HCP boundary and time the HCP will be in effect,  
(6) mitigation of  “take,” (7) available funding, (8) alternative 
actions considered, and (9) coordination and planning.
 The U.S. Fish and Wildlife Service offers voluntary alter-
natives to HCPs for individuals, including Safe Harbor Agree-
ments (63 CFR § 32,180), and CCAs (50 CFR § 17.22[d], 50 
CFR § 17.32[d]). Safe Harbor Agreements allow private 
landowners to enter agreements with the U.S. Fish and Wild- 
life Service to conduct voluntary conservation measures as-
sisting in the conservation and recovery of  listed species on 
private lands. Private landowners participating in Safe Har-
bor Agreements allow the individual to continue lawful ac-
tivities on their land as long as the baseline habitat remains 
intact. CCAs are proactive agreements with U.S. Fish and 
Wildlife Service to enhance existing habitat for candidate 
species to reduce the likelihood of  a candidate species re-
ceiving a higher listing under the ESA (e.g., federally listed 
as threatened or endangered).
 Both EIAs and HCPs are environmental documents de-
signed to evaluate and remediate the potential effect of  a 
proposed policy or action to the environment or listed spe-
cies, respectively. The development of  EIAs and HCPs have 
similar processes where a project proponent discloses the 
potential effects of  the proposed project or action on the en-
vironment and how those potential effects will be avoided, 
reduced, or mitigated to below the level of  significance.

Box 37.3. gulf coaSt PrairieS of texaS 
Safe HarBor agreement

The Safe Harbor was developed as a provision of the 

Habitat Conservation Plan for the Gulf Coast of Texas 

and adopted to promote restoration, conservation, 

and/or enhancement of prairie habitats supporting 

endangered species (specifically the Attwater’s prairie-

chicken [Tympanuchus cupido attwateri], Houston toad 

[Anaxyrus houstonensis], and Texas prairie dawn flower 

[Hymenoxys texana]) on private lands, and protect 

individuals entering into this voluntary agreement 

from future liabilities under the ESA (U.S. Fish and 

Wildlife Service [USFWS] 1995). There are 2 key dif-

ferences between a Safe Harbor and a HCP: (1) Safe 

Harbor is voluntary, and (2) Safe Harbor is proactive.

 The Safe Harbor encourages private landowners 

to restore and/or enhance degraded habitat and con-

serve existing habitat to promote the recovery of the 

3 listed species. Once a private landowner has agreed 

to enter the Safe Harbor, the USFWS will establish

baseline habitat improvements (e.g., brush clearing, 

prescribed burning, and native vegetation reestab-

lishment) or responsibilities. Earmarked funds for 

habitat improvements and responsibilities are made 

available for enrolled landowners to encourage par-

ticipation and offset costs associated with voluntary 

conservation measures. Landowners may continue 

to conduct any lawful action at the enrolled property 

so long as they do not go below the baseline estab-

lished in conjunction with the USFWS (USFWS 1995).

 At present, 12 landowners have entered into the 

Gulf Coast Prairies of Texas Safe Harbor with total 

land enrolled at >89.03 km2. Should a participating 

landowner decide to opt out of the Safe Harbor 

Agreement, they are required to notify the USFWS 

and allow the USFWS to relocate any endangered 

species from the property. Landowners also may sell 

land enrolled in the Safe Harbor with the buyer given 

the option to continue or decline further participa-

tion (USFWS 1995).
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greenways of, 181
riparian buffers for, 181
types of, 173

water (See waterbird(s); waterfowl)
wetland loss and, 100–101

Bird Banding Laboratory, U.S., 219
bird call recordings, in damage management, 

238
Bird Community Index, 71
Bird Conservation Regions, 101
bird feeders, 183, 184, 185
bird houses, 183, 183f, 184–85, 186
bird strikes

on aircraft, 232, 233f, 234, 234f, 235, 235f, 
237, 237f, 238

on windows, 183–84, 184f
birdwatchers, communications with, 21
birth rates, of small populations, 288
bison

bovine brucellosis in, 17, 18
in rangelands, 90

bitterbrush, 77
bitterbrush, antelope, 77
bitter chemicals, 253
bittern, American, in inland wetlands, 110f, 

118f, 119
bittern, least, in inland wetlands, 119
bittern(s), in inland wetlands, 117, 119
blackbird(s)

damage by
assessment of, 234
identification of, 235–36
laws related to, 233
management of, 233, 236, 238, 239, 240

definition of, 235
blackbird, Brewer’s, damage by, 233
blackbird, red-winged

damage by, 233
in inland wetlands, 118f

blackbird, rusty, damage by, 233
blackbird, tri-colored

damage by, 233
habitat conservation plan for, 314–15b

blackbird, yellow-headed, damage by, 233
BLM. See Bureau of Land Management
bloodworms, in inland wetlands, 114
bluebird, eastern, in forests, 62
bluebird, in urban areas, 183
BO, 309
bobcat, damage by

identification of, 259–60
management of, 260, 266, 267, 268

bobwhite, northern
in farmlands, 161f, 164
habitat management for

livestock in, 81
prescribed fires in, 59

harvest of
doomed surplus in, 205
history of, 202
models of, 208b
population responses to, 211–12
regulations on, 210
season for, 210t
stocking for, 215
strategies for, 208

body
of brochures, 37–38
of public talks, 33
of scientific posters, 38–39
of scientific presentations, 34–35

body-gripping traps, 255, 256, 256f
body size, and extinction vulnerability, 271
body snares, 268
bonanzas, 277
bonus birds, 220
Bosque del Apache National Wildlife Refuge, 

129–30
bottomland hardwoods swamps, 103, 107
bovine brucellosis, 12, 17, 18
bovine spongiform encephalopathy, 12
bovine tuberculosis, 12
bow nets, 239
brackish marshes, 135–36

definition of, 135
estuarine fisheries in, 139

brackish water impoundments, 153
breeding birds

in coastal wetlands, 148
in forests, 58, 61, 62, 64, 68
in inland wetlands, 98, 118f

brittlescale, habitat conservation plan for, 
314–15b

broadcast interviews, 30–31
brochures, 36–38, 36b, 37f
bromethalin, 255
brood habitat, in inland wetlands, 118, 119
brood parasitism

along edges, 64, 65, 66f
and area sensitivity, 67

browsing, ungulate, damage from, 241, 241f
brush piles, in urban areas, 182–83, 185
brush removal, in rangeland management, 83
bubonic plague, 249, 250
bud caps, 243
buffer zones

along streams, 63
in recreation areas, 200
in urban areas, 181–82

bullfrog, in inland wetlands, 120
bulltongue, in coastal wetlands, 136, 153
bulrush, California, in coastal wetlands, 153
bulrush, Olney, in coastal wetlands, 136, 155
bulrush, sturdy, in coastal wetlands, 153
Bureau of Land Management (BLM)

forestland under, 56
on grazing in deserts, 77
on habitat conservation plans, 316
land-use planning by, 78–79
rangelands under, 74
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burning, prescribed. See prescribed burning
business management approach to public 

involvement, 17
butterflies, in urban areas, 178, 186, 186f
butterfly gardens, 186
buttonwood, in mangroves, 135

calf survival, in small populations, 288
California Environmental Quality Act 

(CEQA) of 1970, 310b
calling, in damage management, 268
campgrounds, wildlife-sensitive design of, 

200
Canada

harvest management in
legislation on, 203–4
of migratory birds, 217, 218, 219, 220–21, 

222
species at risk in, 273–75

Canadian Wildlife Service, 220–21, 233
canals, in coastal wetlands, 136–37
Candidate Conservation Agreements (CCA), 

317
candidate species, definition of, 317
canine distemper, 295, 296b
cannons, propane, 238, 239, 239f, 243, 264
canopies, of old forests, 64
canvasback, as small population, 271
capitalist approach to conservation funding,  

5
capital stock, 6
capsaicin, 253, 264
captive populations

carrying capacity of, 299–300
founders of, 299, 303
genetic diversity of, 298, 299, 300
growth of, 299
long-term maintenance of, 293–94, 295
release of, 300 (See also translocations)
as temporary safeguard, 295

captive propagation, 293–300
analyses needed before, 297–98
appropriate use of, 294–96, 297–98
critics of, 294–95
definition of, 293
objectives of, 293–94, 298
phases of, 298–300
techniques of, 298–300

capture, in damage management
for birds, 240
laws on, 233
for ungulates, 245–46

car(s). See vehicles
carbamates, 161
carbon sequestration

in farmlands, 158
in inland wetlands, 102

cardinal, northern, in urban areas, 178, 188
caribou, woodland

adaptive management of, 45–50, 45f, 46f, 
50f, 53

translocation of, 289

carnivores
damage by, 257–69

assessment of, 257–58
identification of species, 258–62
management of, 258–69

extinction vulnerability of, 272
translocation of, 303, 304

Carolina bays, 97
carrying capacity

of captive populations, 299–300
in harvest management, 205, 224–25, 226
for rangelands, 75, 76

cat, domestic
in rodent control, 253
in urban areas, 185

cat, feral, damage by, 261–62, 267
catastrophes

definition of, 280
in small populations, 277
in viability assessment, 280

catbird, gray, in forests, 61
Categorical Exclusions, 311
caterpillar-host plants, 186
catfishes, in coastal wetlands, 139
cattail

in coastal wetlands, 155
in inland wetlands, 111

cattle. See also livestock
damage by birds to, 236
damage by mammals to, 257
vs. domestic sheep, 81

cause-and-effect relationships, in recreational 
studies, 196

CBSG, 303
CCA, 318b
Central Mountains and Plateaus, forests of, 55
CEQA, 310b
cervids, damage by, 240–46
Chagas disease, 251
channeled scabland wetlands, 97
channelization

of rivers, 125–26, 128
of streams, 107, 126

CHANS, 2, 7
charcos, 87–88, 88f
chat, yellow-breasted, in forests, 61, 65, 67
cheetah, viability assessment of, 281
chemical control of wildlife, EPA regulation 

of, 233–34
chemical repellents, for small mammals, 

253–54
chemical treatments, in forest management, 

59
chestnut, American, 56
chickadees, in urban areas, 183
Chinese tallow tree, 112t
chipmunk(s)

damage by, 247
in urban areas, 185

chipmunk, eastern, in forests, 67
chironomid, in inland wetlands, 114t
chlorinated hydrocarbons, 287–88

chlorophacinone, 255
chloropicrin, 254
cholecalciferol, 255
Christmas trees, 150, 183
chronic wasting disease (CWD), 12
chukar, harvest of, 211, 211b, 212, 215
CITIES, 275
cities. See urban areas
citizen involvement. See public involvement
citizen model of wildlife management, 4–5, 

15
city-center designs, 179
Clean Water Act of 1972, wetlands under, 96, 

97, 147
clearcutting, 61–62, 61f

definition of, 60, 61
habitat created by, 61
mosaics of, 61, 61f

client model of wildlife management, 3
climate

impact of urban areas on global, 170
impact of wind energy usage on, 2
in inland wetlands, 108
of urban areas, 170

climate change
and endangered species, 292
and human dimensions of wildlife  

management, 2
population responses to, 292
translocations due to, 297
and wetlands, 102, 128

climax community, 75
Clinton, William J., 57
cloning, 299
cluster developments, 180
coastal wetland(s), 133–56

alterations to, 139–40
area covered by, 133, 134
classification of, 134–35, 144
created by humans, 147–50
distribution of, 133–34
elevation of, 135, 141b, 143, 144, 145f, 147
fire in, 138, 144–45, 146, 155–56
fish and wildlife in, 137–39, 145, 146
hurricanes in, 145–46
vs. inland wetlands, 133
loss of, 139–40
management of (See coastal wetland 

management)
natural formation of, 133
regional variation in, 133–34
restoration of, 146, 148, 149
salinity of (See salinity)
tides in, 107, 136–37, 137f, 144, 149
types of, 134–36
vegetation of (See coastal wetland 

vegetation)
vertical accretion in, 140–43, 141b, 142t, 147

coastal wetland management, 146–56
cost of, 147
creation of wetlands in, 147–50
of existing wetlands, 150–56, 150t
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fire in, 138, 145, 146, 155–56
goals of, 146, 147
history of, 133
of mangrove swamps, 133, 135
planning for, 146–47
spatial scales of, 140
tools for, 146–47
of vegetation, 143–50

coastal wetland vegetation, 143–46
algae, 109
chemical control of, 155
composition of, 143–44
fire and, 144–45, 155–56
flooding and, 144, 145f
food plantings, 154–55
grazing and, 154
in human-created wetlands, 147–50
hurricanes and, 145–46
salinity and, 143–44, 143f
water-level management and, 152–53
wetland classification based on, 135

cockspur, coast, in coastal wetlands, 153
cognitive dimension of attitudes, 9
Cognitive Dissonance theory, 12
cognitive risk perception, 12
collaboration, communication in, 40–42
collars

electronic training, 265
livestock protection, 266
in urban areas, 176

colonization
assisted, 297
in viability assessment, 282

colonizing communities, in urban areas, 171
Colorado Plateau, wetlands in, 105f, 106, 

107–8
Columbia Basin, wetlands in, 105, 106, 107
Columbia Plateau, wetlands in, 105f, 107
commensal rodents, damage by, 251
commercial forestland, 56
commercial thinning, 60
commodities, in political economy theory, 

5–6
commodity fetishism, 6
communication(s), 21–42

attitudes and behaviors changed by, 27–29
attracting attention in, 31, 31f, 33, 33f
definition of, 22
elements of, 22–26
evaluation of, 26, 27, 31, 34, 34b, 36, 38, 39
examples of successes through, 21
GAME plan for, 26, 26f, 27b, 29
goals and objectives of, 21, 26–29, 27b
humor in, 28b
need for, 21–22
in news interviews, 29–31, 31b
in print media, 36–38, 36b
in public talks, 31–34, 32b, 34b
with recreationists, 198–99, 199t
in scientific posters, 38–39, 39f
in scientific presentations, 34–36
with stakeholder groups, 27f, 40–42, 40b

theory of, 22–23, 23f, 25
in urban wildlife management, 176–77

communities
biotic, humans as part of, 78
climax, 75
ecological, in farmland management, 166
vegetative, in urban areas, 171

community approach to farmland  
management, 166

community-based conservation, 15
community diversity, 72
compensation, in habitat conservation plans, 

316
compensatory mortality, 204, 205, 207, 208
competition

in coastal wetlands, 146
definition of, 79
among predators, 257
in rangelands, between livestock and 

wildlife, 77, 79, 81
in translocations, 304

Compound 1080, 266
compressed air, 239
computer software. See software programs
conclusion

of public talks, 33
of scientific presentations, 35

conditioned aversion. See aversive conditioning
condor, Andean, as surrogate, 301b
condor, California, population management 

of, 288, 301b, 301f
cones, serotinous, 58
conferences

scientific posters at, 38–39, 39f
scientific presentations at, 34–36

conflict management, in harvest management, 
225, 226

conflict resolution
in adaptive management, 47
communication in, 40–42

Congaree Bottomland Hardwood Swamp, 
102

Conibears, 256
coniferous forests, 55
connectivity, in Population Viability 

Analysis, 282
consensus building, communication in, 40–42
conservation

funding for, 3–5
global challenges in, 2, 4
long-term solutions in, 2
national forests’ role in, 57

conservation banking, 316
Conservation Breeding Specialist Group 

(CBSG), 303
conservation crops, 238
conservation easements

in farmlands, 165
in inland wetlands, 95
in urban areas, 181

conservation movement, origins of, 2–3
conservation-reliant species, 291

Conservation Reserve Enhancement 
Program (CREP), 164

Conservation Reserve Program (CRP), 164
amount of land in, 164, 164f
distribution of land in, 164f
effectiveness of, 164, 165b
and hunting on private lands, 160b
practices under, 165, 165t
wetlands in, 100, 126, 165b

Conservation Stewardship Program (CSP), 
165

conservation subdivisions, 180–81
conservation tillage, 163
consultation, on EIAs and HCPs, 307, 309, 311, 

312, 313
consumptive benefits, 8
consumptive recreation

definition of, 192
disturbance from, 193
participation in, 193, 193f

contact formations, 86, 86f
contact repellents, 244–45
context analysis. See situation analysis
continental shelf, in coastal wetland 

formation, 133, 134
contingent valuation (CV), 8
continuous corridors, in urban areas, 178
continuous grazing, 81
contour-strip cropping, 163
contraception

for birds, 240
for ungulates, 245
in urban areas, 189

contragestation agents, 189
controls, in recreational studies, 196
conventional developments, 180
conventional grazing systems, 84
Convention for the Protection of Migratory 

Birds, 219
Convention on International Trade in 

Endangered Species of Wild Flora  
and Fauna (CITIES), 275

coo-counts, 217
Cooperative Extension, 182
Cooperative Forestry Assistance Act of 1978, 

57
coordination

of farmland management, 167
of urban wildlife management, 178

coot, American
in coastal wetlands, 136, 137
harvest of, 217, 218
in inland wetlands, 118

coot, Hawaiian, wetland management for, 
130, 132

coot(s), damage by, 240
cooter, Florida, in inland wetlands, 121
cordgrass, California, in coastal wetlands, 135
cordgrass, marshhay, in coastal wetlands

in bird diets, 138
brackish, 136
classification based on, 135
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cordgrass, marshhay, in coastal wetlands  
(continued)

created by humans, 148
distribution of, 135
intermediate, 136
management of, 154, 155–56

cordgrass, sand, in coastal wetlands, 138
cordgrass, smooth, in coastal wetlands

in bird diets, 138
brackish, 135
classification based on, 135
created by humans, 148
distribution of, 134
salinity and, 144
salt marshes, 135

cordgrass(es), in coastal wetlands, 146
core historical range, 304
cormorant, double-crested, damage by, 236
cormorant(s), damage by, 236, 239
corn

bird damage to, 234, 235, 236, 238
in inland wetlands, 110t
in rotation farming, 159
ungulate damage to, 240

correlation, in Population Viability Analysis, 
282

correlation models, in forest management, 71
corridors. See habitat corridors
cost–benefit analyses, valuation of wildlife in, 

8
cottonwood, in inland wetlands, 110, 130
cougar, translocation of, 289
coupled human–natural systems (CHANS), 

2, 7
coupling, in Population Viability Analysis, 

282
cover, forest, decline of, 65, 65f
cover burns, 155–56
covers, brochure, 37, 37f
cow. See cattle; livestock
cowbird, brown-headed

in forests, 62, 66f
sensitivity analysis of, 281

cowbird, damage by, 233, 239
coyote

in adaptive management of woodland 
caribou, 45, 45f

damage by
assessment of, 257
identification of, 258–59
management of, 259, 262–68

fences for exclusion of, 94
in urban areas, 178

CPI, 161f
crab, blue, in coastal wetlands, 139, 153
crane(s)

damage by, 237–38
harvest of, 216, 217
in inland wetlands, 116, 117

crane, sandhill, harvest of, 217, 218
crane, whooping, population management of, 

289

crawfish, in coastal wetlands, 139, 153
crawfish, red swamp, in coastal wetlands, 139
credibility

in communications, 23
of qualitative vs. quantitative research, 19

CREP, 164
Creutzfeldt–Jacob disease, 12
critical habitat, 292, 309
critically endangered species, definition of, 

272, 272t
critically imperiled species, definition of, 272, 

272t
croaker, Atlantic, in coastal wetlands, 139
crop damage

by birds, 233f, 234–36, 235f, 237–38, 239
by small mammals, 248, 249
by ungulates, 240–41, 241f, 242

cropping practices. See farming practices
Crop Production Index (CPI), 161f
crow(s)

damage by, 233, 236, 239
in urban areas, 173

crow, American, in urban areas, 187, 188t, 
189t

CRP. See Conservation Reserve Program
cryopreservation, 299
CSP, 165
cultural groups, value orientations of, 10–11
cultural modifications, in damage management

for birds, 238
for small mammals, 251–52

culverts, 151, 152, 152f
curly dock, 111t
cutgrass, giant, in coastal wetlands, 136
cutgrass, rice, in inland wetlands, 110t
CV, 8
CWD, 12
cyanide, 266
cypress swamps, 103

DAD (decide, announce, defend) model, 3
dam(s)

and coastal wetlands, 144
in rangelands, 87

damage, 232–69
by birds, 234–40
cost of, 232, 240, 246, 257
by mammalian predators, 257–69
by small mammals, 246–57
by ungulates, 240–46

damage management, 232–69
for birds, 235–40
components of, 232–33
examples of, 232, 233f
integrated approach to, 189, 232–33
legal requirements for, 233–34
for mammalian predators, 258–69
principles of, 188–90
for small mammals, 247–57
for ungulates, 242–46
in urban areas, 187–90, 188t, 189t
vs. urban wildlife management, 187

darts, in urban areas, 176
Darwin, Charles, 6–7
Darwinism, social, 6–7
data collection, triangulation in, 19
dbh, 62
DDT, 287–88, 295
death rates, of small populations, 288
deciduous forests, 55
decision-making

in adaptive management, 50, 51b, 53–54
multiscale process for, 96
Population Viability Analysis in, 285–87, 

286f, 287f
public involvement in, 3, 15–18
in recreation management, 196–97
stakeholder participation in, 3–4
in wetland management, 96, 103, 104, 

122–26
decoding, in communication process, 22–23
decomposition, in inland wetlands, 114–15, 

115f
decoupling, in Population Viability Analysis, 

282
decoy traps, 239
deduction, 14
deer

damage by, 240–46
assessment of, 240–41, 241f
identification of, 241–42
management of, 242–46, 244f, 246f

harvest of
in damage management, 245, 246f
future of, 231
management of, 204
on private lands, 160b

predation by mammals on, 257–60
in rangelands, 74
in urban areas, 184

deer, black-tailed, in urban areas, 170f
deer, Chinese Hainan eld’s, viability 

assessment of, 281
deer, fallow, damage by, 240
deer, mule

damage by, 240, 241–42
habitat management for, 81
harvest of

additive mortality in, 204
future of, 231
goals of, 225, 225t
population responses to, 228–29
regulations on, 226–27

in rangelands
fences and, 90, 91f, 92, 93, 94
interactions with livestock, 78
models of, 76
in riparian areas, 83
timing of grazing and, 80, 80f
types of livestock and, 81

deer, red, damage by, 240
deer, white-tailed

damage by, 240, 241–42
in forests, 59, 61
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harvest of
adaptive management of, 53
additive mortality in, 204
history of, 202
population responses to, 228
regulations on, 226–27
strategies for, 224

hurricanes in coastal wetlands and, 145
in rangelands, 83
recreational disturbance of, 198
in urban areas, 187, 188t, 189t

deferment cutting, 62
deferred grazing, 81
deferred-rotation grazing systems, 81
deflation, in creation of wetlands, 105
DEIS, 312
Delaware, coastal wetlands in, 134
delineation, of habitat conservation plan 

boundaries, 313
demographically explicit Population Viability 

Analysis, 280–81
demographic stochasticity, 275–76, 280
denning, 267
density bonuses, 179
density-dependent population growth

in harvest management, 204, 216, 224
in Population Viability Analysis, 280–81

dependability, of qualitative vs. quantitative 
research, 19, 19t

depositional landforms, 104, 105
depressional wetlands, 106
descriptive research, 12–13, 14
deserts, rangeland management in, 77
desired future conditions, 48
detection, of small populations, 289
deterministic factors

definition of, 275
in persistence in small populations, 275

developing countries, funding for  
conservation in, 4–5

development ordinances, in urban areas, 
178–79

diameter at breast height (dbh), 62
dichlorodiphenyltrichloroethane (DDT), 

287–88, 295
diet. See also food resources

effects of fire on, 82
of waterbirds in coastal wetlands, 138
of waterbirds in inland wetlands, 116–17
of wildlife vs. livestock in rangelands, 75, 

81
dike formations, 86, 86f
dikes, in coastal wetlands, 151
diminishing returns, law of, 204–5
diphacinone, 255
direct benefits, in valuation of wildlife, 8
direct biological edge effects, 65
direct contact, recreational disturbance from, 

193
direct negative impacts, of grazing, 79
direct observations, of human behavior, 11, 

11f

discharge wetlands, 108, 108f
disease transmission. See also specific diseases

between humans and wildlife, 12
between livestock and wildlife, 81, 233f, 

240–41
by small mammals, 248, 249, 250, 251, 252

dispersal
of amphibians in wetlands, 121
in forest-reserve design, 68–69
isolation effects on, 67
of plants in wetlands, 110–11
after translocation, 302, 303–4
in viability assessment, 282

distance-dependent models, 70
distemper, canine, 295, 296b
disturbances. See also specific types

in coastal wetlands, management of, 
146–47

in farmlands, 160–61
in forests

history of, 55–56
succession after, 58

in urban areas, 170–71, 172, 180
disturbance variables, in recreation studies, 

196
diversified farms, 157–58, 158f
diversionary foods, 252
DNA samples

in damage assessment, 257
of small populations, 289–90, 290b

dog, African wild, viability assessment of,  
281

dog, domestic
damage by, 257, 259, 263, 267
in damage management

for birds, 239
for predators, 258, 262–63, 263f, 268, 268f
for ungulates, 244

hunting with, 19, 225, 227–28
dolphins

public attitudes toward, 9
tourist interactions with, 21

dominionistic value orientations, 10, 11, 11t
donkeys, guard, 263
donor-based funding model, 5
doomed surplus, 205, 207
Douglas, Marjorie Stoneman, 30
dove, mourning

banding of, 218–19
harvest of, 217, 218–19
in rangelands, 80

dove, white-winged, harvest of, 217
dove(s), harvest of, on private lands, 160b
Dove Field Lease Program, 160b
dowitcher, long-billed, in inland wetlands, 

110f
Draft Environmental Impact Statements 

(DEIS), 312
drainage

in coastal wetlands, 142, 152
gravity, 152
in inland wetland, 96–97, 99

drawdowns
in coastal wetlands, 142, 146, 151, 153
in inland wetlands, 111, 112, 113, 113t, 114
in urban areas, 181

DRC-1339, 240
dread dimension of risk, 12
dredged material, wetlands created from, 147, 

148–49
drive nets, 176
drop nets, 176
duck(s)

in coastal wetlands, 136, 153, 154
damage by, 237
harvest of

banding in, 218
inventories in, 217
regulations on, 216, 217
size of, 203
surveys on, 218

duck, American black, in coastal wetlands, 
137

duck, dabbling
in coastal wetlands, 137, 153
in inland wetlands, 116, 117, 118, 119, 126

duck, diving
in coastal wetlands, 137
in inland wetlands, 116, 117, 119

duck, Florida, in coastal wetlands, 137
duck, Hawaiian (Koloa), wetland management 

for, 130, 132
duck, Laysan

translocation of, 289, 297
wetland management for, 130

duck, mallard
in coastal wetlands, 137
eastern, 221
harvest of

adaptive management of, 53, 221, 221b
strategies for, 216, 217

in inland wetlands, 110f, 117f, 118, 118f
midcontinent, 221
western, 221

duck, mottled, in coastal wetlands, 137
duck, northern pintail

in coastal wetlands, 137
in inland wetlands, 110f, 118, 118f

duck, ring-necked, in inland wetlands, 110f
duck, ruddy, in inland wetlands, 117
duck, wood

in forests, 63
in inland wetlands, 120

dugouts, 87–88, 88f

EA, 311
eagle, bald

damage by, 233
farmland disturbances and, 161
in forest-management models, 71

eagle, golden
damage by, 233, 236, 240
habitat conservation plan for, 314–15b

early seral condition, 75
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early successional habitats
in farmlands, 163
in forests, 56, 58–62
in urban areas, 180

earthquakes, in coastal wetlands, 140
earthworms, in inland wetlands, 114
easements. See conservation easements
East Contra Costa County Habitat  

Conservation Plan, 312, 314b
eatouts, 146
E. coli, 12
ecological communities, in farmland  

management, 166
ecological function of species, 272
ecological integrity, hunting in, 13
ecological land units, 71
Ecological Niche Factor Analyses (ENFA), 

298
ecological processes, in urban areas, 170–71, 

190–91
ecological traps, 67
ecological value, of wildlife in farmlands, 159
economic damage, by wildlife, 187, 232, 240, 

246, 257
economic growth, impact on wildlife, 6
economic value

categories of, 8
definition of, 8
in human dimensions of wildlife  

management, 8–9
of hunting, 102, 203, 203t
methods for determining, 8–9
of wetlands, 102–3
of wildlife in farmlands, 159

economy
political, 5–6
steady-state, 6

ecosystem, humans as part of, 78
ecosystem approach, to farmland management, 

166
ecosystem diversity, 72
ecosystem management

in biodiversity conservation, 72
in forest management, 72–73

ecosystem services
coining of term, 5
and communication programs, 28
definition of, 158b
in farmlands, 158, 158b
in inland wetlands, 103
types of, 158b

ecotones, 160
edge(s)

abrupt vs. feathered, 64, 66, 69
in coastal wetlands, 149–50, 149f
definition of, 64
in farmlands, 162
in forest-reserve design, 69
livestock distribution in, 81
in urban wildlife management, 180, 187
in wildlife-sensitive timber harvesting, 64, 

64f

edge effects
in abrupt vs. feathered edges, 64, 66
habitat fragmentation and, 65–66
types of, 65

education of public. See also communication
in future of forest management, 73
in preparation for public involvement, 15, 

16
about recreational disturbance, 198–99, 

199t
in urban areas, 181–82, 190–91

effective population size, 272, 299
effigies, in damage management, 239, 244
egalitarian value orientations, 10
egg oiling, 240
egg viability, in small populations, 288
egrets

in coastal wetlands, 138
damage by, 236

EIA. See Environmental Impact Assessments
EIS, 57, 311, 312
electric fences, 93, 94, 242–43, 242f, 264
electric wires, 238
electronic training collars, 265
elevation, of coastal wetlands

classification based on, 135
created by humans, 147
and sea-level rise, 141b
and vegetation, 143, 144, 145f

elk
damage by

assessment of, 240–41, 241f
identification of, 242
management of, 245

harvest of
future of, 231
hunter satisfaction with, 48f
management of, 204
population responses to, 229
regulations on, 225–26, 227, 229

prescribed fires and, 59
in rangelands, 74, 83, 90, 93
translocation of, 303
in urban areas, 184

elk, Rocky Mountain, damage by, 240
embryo transfers, 299
Emergency Salvage Timber Act of 1995, 57
Emergency Wetland Resources Act of 1986, 

97, 99
emergent plants

in coastal wetlands, 135, 143–44, 152–53
in inland wetlands, 109–11, 115

emic perspective, 18
emotion, in attitudes, 9
enabling objectives, in adaptive management, 

48, 49
encoding, in communication process, 22–23
endangered species. See also specific species

of amphibians, 121
climate change and, 2, 292
criteria for listing as, 283
critically, 272, 272t

in damage management, 233
definition of, 272, 272t, 273, 283
habitat conservation plans for (See habitat 

conservation plans)
in inland wetlands, 101, 121, 130–32
international trade in, 275
legislation on definition of, 283
legislation on management of, 57
permits for work with, 291–92
population size of, 272, 273
on private lands, 57
in rangeland management, 76
in recreation management, 194
of reptiles, 121
as resources, 57
Safe Harbor Agreements on, 317
special considerations for management of, 

270, 291–92
of waterbirds, 130–32

Endangered Species Act (ESA) of 1973, 309–11
classification system of, 283
and damage management, 233
forest management under, 57
habitat conservation plans under, 307–10, 

312–17
international implications of, 275
objectives of, 273, 309
provisions of, 309–11
public involvement under, 3
and small populations, 272–73
valuation of wildlife in, 8

endemism, local, 271
energy

alternative sources of, 2
in urban areas, 170

ENFA, 298
Engels, Friedrich, 6
enhancement of survival permits, 317
Environmental Assessments (EA), 311
environmental behavior, 29
environmental ethics, 13–14
Environmental Impact Assessments (EIA)

definition of, 311
development process for, 307, 309, 311–12
legislation on, 307–9, 311
purpose of, 311
types of, 311

Environmental Impact Statements (EIS)
Draft, 312
Final, 312
legislation on, 57, 311

Environmental Protection Agency (EPA)
chemical regulation by, 233–34, 245
and damage management, 233–34, 245
wetlands under, 96, 97–98

Environmental Quality Incentives Program 
(EQIP), 165, 166

environmental stochasticity, 276–77, 276f, 
280, 282

Environment Canada, 220–21
EPA. See Environmental Protection Agency
EQIP, 165, 166
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erosion. See soil erosion
erosional landforms, 104, 105
Errington, Paul, 204
ESA. See Endangered Species Act
estuarine fisheries, 139
ethics

in damage management, 190
in human dimensions of wildlife  

management, 13–14
of hunting, 13–14

ethnomethodology, 18
etic perspective, 18
Europe, harvest management in, 204
euthanasia, of ungulates, 245, 246f
evaluation. See also monitoring

of communications
in brochures, 38
measurable objectives in, 27
methods for, 26
in news interviews, 31
in public talks, 34, 34b
in scientific posters, 39
in scientific presentations, 36

of damage management, 232
of farmland management, 167–68
of harvest management, 226

evaporation
in coastal wetlands, 143, 144
in inland wetlands, 107, 108
in urban areas, 171

even-aged forest management, 60, 60f, 61–62
evolution, humans as force in, 171
exclusion. See also fences

in damage management
for mammalian predators, 264
for small mammals, 252

exercised values, 8
existence values, 8
exotic species

communications about, 30, 30f
in extinction vulnerability, 272
of plants

in rangelands, 75
in urban areas, 171–72, 182

of wildlife, in urban areas, 172–73
experimental studies, on recreational 

disturbance, 195, 196
experimental units, in recreational studies, 

196
expert authority model, 46
experts

in Environmental Impact Assessments, 311
in viability assessment, 282–83, 284

explicit attitudes, 9
exploitation. See harvest management; 

hunting
explosives, in water source development, 85, 

86, 87
ex situ conservation. See also captive 

propagation; translocations
analyses needed before, 297–98
definition of, 293

extinction(s)
local, 172
predictors of, 272, 277–78
probability of, 271
public opinion on, 22
quasi-, 278, 279, 280
in Red List Categorization System of 

IUCN, 283
urbanization in, 172
use of term, 278
vulnerability of, 271–72

extinction vortex, 277–78, 278f
exurban areas

habitat management in, 177t, 178
sprawl in, 179

fair chase concept, 225, 231
fairy lantern, Mount Diablo, habitat 

conservation plan for, 314–15b
falcon, peregrine

captive propagation of, 295
management of small populations of, 

287–88
in urban areas, 173

falconry, in damage management, 239
farm cats, 253
farm conservation programs, 159
farm equipment, modern, 160
farming practices, 157–62

in farmland matrix, 163
historical, 157–58, 159–60
incentives for conservation in, 159
modern, 158, 160–61
rotation, 159–60

farmland(s), 157–68
access to private, 159, 160b
changes to number and size of farms, 159
conversion of forests to, 68
conversion of wetlands to, 96–97, 100
damage to crops on (See crop damage)
decrease of wildlife in, 160, 161f
disturbances in, 160–61
hunting in, 160b, 161f, 168
value of wildlife in, 159

farmland management, 157–68
challenges of, 157–59
community approach to, 166
evaluation of, 167–68
farming practices and, 157–62
farmland matrix in, 163
goals of, 162
guidelines for, 162
habitat corridors in, 162–63, 166
habitat patches in, 162
landowner involvement in, 167, 168
monitoring of, 159, 159t, 167–68
planning for, 166, 167
set-aside programs in, 163–66, 163f
source–sink paradigm in, 162, 168
spatial scales of, 166
systems approach to, 157, 158b

farmland matrix, 163

Farm Service Agency (FSA), 165b
faulting, in coastal wetlands, 140
fear repellents, 244
feces

bird, damage by, 236
mammal, identification of, 258

fecundity, in urban areas, 173
Federal Aid in Wildlife Restoration Act of 

1937, 3, 203
federal government. See also specific agencies

land owned by (See national forests; public 
lands)

in migratory-bird harvest management, 
216–22

Federal Insecticide, Fungicide, and Rodenticide 
Act (FIFRA), 233–34, 245

Federal Register, 292, 312, 317
feedback, in communication process, 22, 23, 

25–26, 36, 39
FEIS, 312
FEMAT, 282
fences

in coastal wetlands, 150
in damage management

for mammalian predators, 264
for small mammals, 252
for ungulates, 242–43, 242f, 243t, 244f

in rangeland management, 84, 90–94
in riparian areas, 84
around roads, 93–94, 184
in urban areas, 184

ferret, black-footed, 296f
captive propagation of, 293–94, 295, 296b
and prairie dogs, 250, 296b
reintroduction of, 296b

ferret, Siberian, captive propagation of, 296b
ferret(s), in management of small mammals, 

253
fertility control. See reproductive control
fertilizers, synthetic, in modern farming, 160, 

161
fidelity, to release sites, 303–4
field borders

in Conservation Reserve Program, 164
as corridors, 162
modern, 160
in rotation farming, 160

field edges, habitat patches connected by,  
162

field studies, on recreational disturbance, 194, 
195–96

field work, in urban wildlife research, 175–76
FIFRA, 233–34, 245
50–500 rule, 271b
filaree, round-leaved, habitat conservation 

plan for, 314–15b
filter strips, 164
Final Environmental Impact Statements 

(FEIS), 312
final regulations, 220
finches, in urban areas, 173
Findings of No Significant Impacts, 311
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fire(s)
in coastal wetlands, 138, 144–45, 146, 

155–56
Forest Service campaign against, 22, 24
prescribed (See prescribed burning)
in rangeland management, 82, 85
role of natural, 58–59, 82, 155
salvage timber harvest and, 57

fish
in coastal wetlands, 139, 146, 152
in inland wetlands, 113, 116

Fish and Wildlife Coordination Act (FWCA) 
of 1946, 8

Fish and Wildlife Service, U.S.
in Candidate Conservation Agreements, 

317
in EIA and HCP development, 307, 312–17
on endangered reptiles, 121
endangered species under, 309–11
migratory birds under, 186–87, 217–22, 233
in Safe Harbor Agreements, 317, 317–18b
wetlands under, 97–98, 99, 101, 129–32

fisher, in old forests, 64
fisheries

bird damage to, 234, 236, 238
in coastal wetlands, 139
in inland wetlands, 102–3

fitness, and inbreeding, 271b, 280
fixed-crest weirs, 151, 154, 154f
fixed harvesting, 230
flags, in damage management, 239
flap-gated culverts, 152, 152f
flashboards, 151, 153–54
flashing lights, 243
flatsedge, chufa, in inland wetlands, 110t,  

111
flatsedge, fragrant, in coastal wetlands, 153
flatsedge(s), in coastal wetlands, 146
flatworms, in inland wetlands, 114
flax, Brewer’s dwarf, habitat conservation 

plan for, 314–15b
floating-leaf plants, in inland wetlands, 

109–10
floating plants, in inland wetlands, 109–10
flood(s)

in coastal wetlands, 139, 143, 144
in inland wetlands

intermittent, 98
and invertebrates, 114, 114t
management of, 128–29
role of, 97, 101, 102

flooding stress, in coastal wetlands, 144
floodplains. See also wetland(s)

geomorphic features of, 105, 106
management of, 129–32

Florida, coastal wetlands in, 134, 135
Florida Wildlife Federation, 26
flow-through wetlands, 108, 108f
flushing responses, 198, 200
flycatcher, Acadian, in forests, 68
flycatcher, great crested, in urban areas, 183

flycatcher, willow
in inland wetlands, 116, 118f
in rangelands, 74, 77, 80

Flyway Councils, 219, 219f, 220, 221
focus groups, 18, 19
food plantings, in coastal wetlands, 154–55
food resources. See also diet

in damage management for ungulates, 242
along edges, 64
in inland wetlands, 116
in rangelands, 75
supplemental, 170, 242, 252, 263–64
in urban areas, 170

Food Security Act of 1985, 96–97
foothold traps, 255, 256f, 267, 268
foot snares, 268–69
foraging depths

in coastal wetlands, 137
in inland wetlands, 110f, 117, 125

foraging efficiency, in inland wetlands, 117
forest(s), 55–73

current status of, 56
damage by small mammals to, 250
damage by ungulates to, 241, 243
definition of, 55, 69
fragmentation of, 64–69, 65f, 73
history of, 55–56, 64
in landscape matrices, 67–68
management of (See forest management)
national (See national forests)
ownership of, 56
patch area and isolation of, 66–67, 66f
regions of, 55
succession in, 58, 58f
types of, 55, 56
in urban areas, 181
vertical diversity of, 63
near wetlands, 119

Forest and Rangeland Renewable Resources 
Planning Act of 1974, 57

Forest and Rangeland Renewable Resources 
Research Act of 1978, 57

forest cover, decline of, 65, 65f
Forest Ecosystem Management Assessment 

Team (FEMAT), 282
forest-fragmentation models, 72, 72f
forest-industry lands, 56
forest interior

definition of, 64
in wildlife-sensitive harvesting, 64

forest management, 55–73
area and isolation effects in, 66–67
biodiversity conservation in, 72
chemical treatments in, 59
current status of, 56
definition of, 59
ecosystem management in, 72–73
even-aged, 60, 60f, 61–62
fire in, 58–59
future of, 73
habitat fragmentation in, 64–69

history of, 56
landscape matrices in, 67–69
legislation related to, 56–58
models for, 69–72
multiple-use approach to, 57
objectives of, 57
and Population Viability Analysis, 285
priorities in, 57
public opinion on, 56
reserve design in, 68–69, 69f
succession in, 58
sustained-yield approach to, 57
uneven-aged, 60–61, 60f
values in, 56
wildlife-sensitive harvesting in, 62–64

FOREST program, 70
Forest Reserve Act of 1891, 56–57
forest reserves, creation of first, 56–57
Forest Resources Conservation and Shortage 

Relief Act of 1990, 57
Forest Roads and Trails Act of 1964, 57
Forest Service, U.S. (USFS)

amount of forestland managed by, 56
communications campaigns of, 22, 23–24, 

24f
establishment of, 57
land-use planning by, 78–79
rangelands under, 74
roadless areas under, 57–58

forest stands
definition of, 69
silvicultural models based on, 69–70

FORPLAN program, 70
founder populations, 299, 303
4-pasture deferred-rotation grazing, 81
fox(es)

damage by, 266, 267, 268
in urban areas, 173

fox, Arctic
damage by, 260
predator removal programs for, 291

fox, gray, damage by, 260
fox, island, viability assessment of, 285–86, 

287f
fox, kit

damage by, 260
predation on, 257

fox, red, damage by, 257, 260, 264, 265
fox, San Joaquin kit, habitat conservation  

plan for, 314–15b, 314f
fox, swift

damage by, 260
predation on, 257

foxtail, green, 111t
fragmentation. See habitat fragmentation
framework regulations, 219
francolins, harvest of, 215
freezes, killing, 135
fresh marshes, 135, 136
freshwater, in coastal wetland management, 

150–53
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freshwater impoundments, 150–53
freshwater wetlands. See also wetland(s), 

inland
area covered by, 99–100

frightening devices
for birds, 238–39
for mammalian predators, 264
for small mammals, 252
for ungulates, 243–44, 244f

frog(s)
in rangelands, 77
in urban areas, 186

frog, Amazonian forest, viability analysis  
of, 280

frog, California red-legged, habitat  
conservation plan for, 314–15b, 315f

frog, foothill yellow-legged, habitat 
conservation plan for, 314–15b

frog, gray tree, in inland wetlands, 120
frog, green, in inland wetlands, 120
frog, mountain yellow-legged, in rangelands, 

74
frog, northern leopard, in inland wetlands, 

120, 121
frog, wood, in inland wetlands, 120
fruit crop damage

by birds, 234, 235, 236, 238
by small mammals, 248
by ungulates, 241

FSA, 165b
fumigants, for small mammals, 254
functional assessments, of wetlands, 99
fundamental objectives, in adaptive 

management, 48, 53
funding

for conservation, 3–5
for habitat conservation plans, 316
sources of, 3–5
for wetland management, 124–25

funnel traps, 239
future use, in valuation of wildlife, 8
FWCA, 8

gadwall
in coastal wetlands, 137
in inland wetlands, 110f, 118, 118f

gallilnule, purple, in coastal wetlands, 138
gallilnule(s), in coastal wetlands, 137–38
GAME plan for communications, 26, 26f, 27b, 

29
game species. See also harvest management; 

hunting
in client model of wildlife management, 3
decimation of, in 1800s, 2–3
water sources for, 90

gap-analysis models, 71
gap-phase dynamics, in old forests, 64
gas cartridges, 254, 267
gastropods, in inland wetlands, 114
gatekeepers, 23
gates, fence, 243, 244f

gazelle, Speke’s, captive population of, 295
geese. See goose
gene flow, in translocation, 297
generalizations, in qualitative research, 19
genetic(s), in human–wildlife interactions, 7
genetically modified crops, 161
genetic analysis, before ex situ conservation, 

298
genetic diversity

biodiversity as, 72
of captive populations, 298, 299, 300
impact of hunting on, 229
in small populations, 271b, 277, 278
in translocations, 278, 297

genetic drift, 277
genetic effective population size, 272, 299
genetic management plans, 298
genetic rescue, 277
genetic restoration

of small populations, 277, 278
through translocation, 278, 297

genetic sampling
in damage assessment, 257
noninvasive, 289–90, 290b

genetic stochasticity, 277, 280
geographic range. See range
geomorphology

definition of, 104
of wetlands, 99, 104–7, 105f

germination, in inland wetlands, 111, 112,  
113

glacial drift, 106
glaciers, in wetland formation, 105, 106
glasswort, Virginia, in coastal wetlands, 135
global influences, in future of forest 

management, 73
global warming. See climate change
gnatcatcher, California, population size of, 

273
goat, domestic, disease transmission by, 81
goat, feral, damage by, 240
goat, mountain, harvest of, 228, 230
godwit, marbled, in inland wetlands, 110f, 

118f
good faith efforts, 313
goose

in coastal wetlands, 137, 146
damage by, 237–38, 239
harvest of

overabundant species in, 222
size of, 203
strategies for, 216
surveys on, 218

in inland wetlands, 116
goose, Aleutian cackling, as conservation-

reliant species, 291
goose, Canada

damage by, 237–38, 239, 240
harvest of, 217, 222
livestock in habitat management for, 81
in urban areas, 187, 187f, 188t, 189t

goose, Hawaiian, wetland management for, 
130

goose, light, harvest of, 222
goose, Ross’, harvest of, 222
goose, snow

in coastal wetlands, 137, 154, 155
damage by, 237–38
harvest of, 222
in inland wetlands, 117

gopher, Botta’s pocket, small populations of, 
277

gopher, pocket, damage by
assessment of, 246
identification of, 246, 247f, 249
management of, 232, 249–50, 252, 255, 256

goshawk, damage by, 236
goshawk traps, Swedish, 239
grackle, common, damage by, 235
grackle(s), damage by, 233
gradient approach, to urban wildlife research, 

175
grain crops

bird damage to, 234, 235, 236, 237–38
in rotation farming, 159–60
ungulate damage to, 240

grass, California, 112t
Grassland Reserve Program (GRP), 165
grasslands. See also rangeland(s)

restoration of, 126
near wetlands, 126

gravity drainage, 152
grazing. See also rangeland grazing

in coastal wetlands, 154
conventional systems of, 84
specialized systems of, 81

grazing levels, 78, 79
grazing strategies, 79, 84
Great Basin Region, wetlands in, 106
Great Plains, wetlands in, 105–6, 105f
grebe, pied-billed, in inland wetlands, 110f
grebe(s), in inland wetlands, 116, 118–19
green developments, in urban areas, 180–82
greenhouse gases, in inland wetlands, 102
green-spaces, in urban areas, 169, 181, 182f
greenways, 181, 182f
Grinnell, George, 2–3
gross expenditures, 8
groundhog, in urban areas, 170
groundwater

dynamics of, 108
in inland wetlands, 107–8, 108f, 129
in urban areas, 171

grouse
damage by, 233
harvest of

additive mortality in, 204
population responses to, 212–14, 212b

grouse, black, harvest of, 211
grouse, blue, harvest of, 212, 212b, 213
grouse, Columbian sharp-tailed, trans- 

location of, 303
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grouse, dusky, harvest of, 212, 213
grouse, forest, harvest of, 212, 213
grouse, greater sage-

harvest of, 207t, 212, 213
viability assessment of, 281

grouse, Gunnison sage-, harvest of, 212
grouse, prairie

harvest of, 212, 212b, 213–14
translocation of, 304

grouse, ruffed
in forests, 59, 61
harvest of

additive mortality in, 209b
management of, 205
population responses to, 212, 212b, 213
strategies for, 206, 208

grouse, sage-
harvest of

additive mortality in, 204
changes to, 208–9
population responses to, 211, 212b, 

213–14
regulations on, 210
strategies for, 206, 208

population dynamics of, 16
in rangelands, 74, 77

grouse, sharp-tailed, harvest of
population responses to, 212, 212b, 213
regulations on, 210
strategies for, 208

grouse, sooty, harvest of, 209b, 212, 213
grouse, spruce, harvest of, 204, 212, 212b, 213
GRP, 165
guard dogs, 262–63, 263f
guard donkeys, 263
guard llamas, 263, 263f
guild models, 71–72
Gulf Coast, wetlands of, 134
gull, herring, damage by, 235
gull, ring-billed, damage by, 235
gull(s), damage by, 235, 238, 239, 240
guzzlers, 88–90, 89f, 90f

habitat. See also specific types
in coupled human–natural systems 

modeling, 7
critical, 292, 309
fires in management of, 59
forest management for value of, 56
in forest-management models, 70–72
livestock in management of, 81–82
quality of, 71, 303
quantity of, 71, 289
in rangeland management, 75–76, 78–79
of small populations, 283–84, 288, 289
in translocations, 303
in viability assessment, 283–84
in wildlife-sensitive timber harvesting, 

63–64
habitat associations, of wetland invertebrates, 

114

habitat conservation plans (HCPs), 307–18
development process for, 307, 312–17
incidental take permits in, 310, 312–13, 316–18
legislation on, 307–10, 312–17
mitigation in, 313–16
purposes of, 312
and Safe Harbor Agreements, 317, 318b

habitat corridors
definition of, 162
in farmlands, 162–63, 166
in forest-reserve design, 69
functions of, 162
in inland wetlands, 121, 126
and isolation effects, 67
in urban areas, 178, 181

habitat edges. See edge(s)
habitat-evaluation procedure (HEP), 71
habitat features, in wildlife-sensitive timber 

harvesting, 63
habitat fragmentation

and edge effects, 65–66
in forests, 64–69, 65f, 73
impacts of, 64–65
and landscape matrices, 67–68
models of, 72, 72f
and small populations, 289
in urban areas, 180

habitat indices, in farmland management, 168
habitat loss

captive propagation due to, 295
of coastal wetlands, 139–40
through fragmentation, 65, 67
of inland wetlands, 99–101
of riparian areas, 83
by small populations, 289
translocation due to, 297

habitat modification
in damage management

for birds, 238
for small mammals, 251–52
for ungulates, 242

and recreational disturbance, 198
for small populations, 288, 289

habitat opportunities, on farmlands, 167
habitat patches

definition of, 162
in farmlands, 162
in forests

area and isolation effects in, 66–67, 66f
corridors between, 67, 69
in reserve design, 68–69

in Population Viability Analysis, 282
in urban areas, 178

habitat-preference models, 71
habitat protection. See preserves; refuges; 

reserves
habitat restoration. See restoration
habitat selection, in urban areas, 176
habitat structure

effects of fire on, 82
in rangeland management, 75

habitat suitability index (HSI), 71, 298
habituation

in damage management
for birds, 238
for mammalian predators, 264
for ungulates, 243

to recreational use, 198
in urban areas, 189

Hanalei National Wildlife Refuge, 130–32, 
131f

handling of wildlife, in urban areas, 176
hantavirus, Sin Nombre, 248
hard releases, 300
hare, damage by, 246, 250, 253
hare, snowshoe, in forests, 61
hare-wallaby, mala, translocation of, 300
hare-wallaby, merrnine, translocation of, 300
harmony with nature value orientations, 10
harpoon traps, 256
harrier, northern, in inland wetlands, 118f
harvestable surplus, 205
Harvest Information Program (HIP), 218
harvest management, 202–31. See also hunting

adaptive, 53, 221–22, 221b
approaches to, 204
of big game, 223–31
biological knowledge in, 204
components of, 204
goals of, 203, 204
history of, 202–3, 204
legislation on, 203–4
of migratory birds, 216–23
models in, 208, 208b, 216
principles of, 204–5
rationale for, 203–5
uncertainty in, 205, 206b
of upland game, 206–16

harvest quotas, 228
harvest surveys

of big game, 224
of migratory birds, 218
of upland game, 209–10

Hawaii, wetlands of, 111, 130–32
hawk, red-tailed

damage by, 236, 237, 237f
in forests, 61
in rangelands, 80
in urban areas, 178

hawk, Socorro Island, as small population, 
273

hawk, Swainson’s, habitat conservation plan 
for, 314–15b

hawk-kites, 239
hay fields

coastal wetlands converted to, 150–51
cutting of, 160
in rotation farming, 160

hazing, 265
HCPs. See habitat conservation plans
HDW. See human dimensions of wildlife 

management
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head starting, 288
headwater streams, first-order, 181
Healthy Forest Reserve Program (HFRP), 165
hedonic pricing, 8–9
held values, 10
helianthella, diablo, habitat conservation plan 

for, 314–15b
helicopters

hunting from, 231, 266
in urban wildlife research, 176

hemlock, eastern, 56
hemlock, in succession, 58
hemorrhaging, 257–58
HEP, 71
herbicides

in coastal wetlands, 155
in farmlands, 161
in forests, 59
in inland wetlands, 112, 112t
in rangelands, 82, 85

herbivores
in coastal wetlands, 146
in rangelands, 75

heron(s)
in coastal wetlands, 138
damage by, 236
in inland wetlands, 116, 117, 119

heron, great blue, damage by, 235, 238
heterozygosity

of captive populations, 300
of small populations, 277

HFRP, 165
hibernacula, in inland wetlands, 121
hierarchical framework, for wetland 

management planning, 122–23, 123t, 
125

hierarchy of human needs, 28, 28f
high-grading, 61
HIP, 218
histoplasmosis, 236, 247
historical range

core, 304
of small populations, 289
in translocations, 304

historic conditions, of wetlands, 124, 125
hobby farmers, 167
hog, feral. See swine
hog panels, 243
homing, after translocation, 304
homozygotes, 277
horizontal wells, 85, 86, 86f
horse, Prezwalski’s, captive population of, 

295
HSI, 71, 298
human(s)

hierarchy of needs of, 28, 28f
as hunted, in human–wildlife interactions, 

7
as part of biotic communities, 78
seed dispersal by, 110

human-altered landscapes

terms for, 173
types of, 173

human behavior
actual vs. perceived control of, 12
attitudes in, 9–10, 11–12
communications aimed at changing, 27–29
definition of, 11
influence of communications on, 21–22
measurement of, 11, 11f
models for predicting, 11–12
in recreational disturbance, 198–99
in social Darwinism, 6
in urban wildlife management, 176–77

human dimensions of wildlife management 
(HDW), 1–20

challenges faced by, 5, 5t
definition of, 1, 2
descriptive research in, 12–13, 14
economic valuation in, 8–9
evolution of, 2–5
methodologies of, 2
origins of approach, 2, 3
philosophy in, 13–15
priorities for, 3
public involvement in, 15–18
qualitative approaches to, 18–20
reasons for need for, 1–2
social psychology in, 9–12
social structural approach to, 5–7
in urban areas, 176–77

human effigies, in damage management, 239, 
244

humanistic value orientations, 11, 11t
human–wildlife interactions. See also specific 

types
biological bases of, 6–7
communication about, 22, 22f
in farmlands, 159
impacts of

adaptive management of, 15, 53–54
definition of, 44, 48
identification of, 48

in urban areas, 169–70, 176, 185, 187
humidity, in urban areas, 170
humor, in communications, 28b
Hunter Questionnaire Survey, 218
hunters, humans as, in human–wildlife 

interactions, 7
hunting, 202–31

in adaptive management plans, 49
adverse effects of, 211
in client model of wildlife management, 3
as consumptive recreation, 192
in damage management, 245, 246f, 266–67
decimation of game species in 1800s, 2–3
descriptive research on, 13
dogs used in, 19, 225, 227–28
ethics of, 13–14
fair chase concept in, 225, 231
in farmlands, 160b, 161f, 168
funding for conservation from, 3, 4

harvest surveys on, 209–10, 218
of mammalian predators, 266–67
management of (See harvest management)
models of impacts of, 208, 208b
models of satisfaction in, 48f
participation in, 193
perception of risk of, 12
on private lands, 160b
spending on, 102, 203, 203t
sport, 203

hunting clubs, 216
hunting preserves, 216
hunting seasons. See also harvest management

early, 220
history of, 202
late, 220
opening day phenomenon in, 205

hunting season splits, 219–20
hurricanes

in coastal wetlands, 145–46
and small populations, 277

hydraulic pipeline dredges, 148
hydric soil, 98
hydrilla, 112t
hydrodynamics, 99
hydrogeomorphic method, 99
hydrology

of urban areas, 171
of wetlands, 98, 107–9, 108f

hydroperiods
definition of, 107
of wetlands, 107–9, 120

hydrophytic vegetation, 98
hypersaline waters, 144
hypoxia

modern farming and, 161
wetlands and, 101–2

IACUC, 176
IAT, 9
ibis(es)

in coastal wetlands, 138
in inland wetlands, 117

ibis, white-faced, in inland wetlands, 117
illegal harvest, of migratory birds, 218
immunocontraception, 189, 245, 253, 265
impervious surfaces, in urban areas, 170, 171, 

172, 174, 181
Implicit Association Test (IAT), 9
implicit attitudes, 9
impoundments

in coastal wetlands, 150–53
in urban areas, 181–82

inbreeding depression
in Population Viability Analysis, 280
in small populations, 277, 278, 297

incentives
in damage management, 266
in farmland management, 159
in urban wildlife management, 177, 179

incidence function models, 282
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incidental take
levels of, 313
permits for, 310, 312–13, 316–18

indigenous people, 1
indirect benefits, in valuation of wildlife, 8
indirect biological edge effects, 65
indirect effects

of grazing, 79
of recreational disturbance, 193
of wind energy, 2

individual tree-growth models, 70
industrialization, and values, 10
influence, in public involvement, 15, 16
informant validation, 19
infrared beams, 244
inland wetlands. See wetland(s)
insect control, and bird damage, 238
insecticides

in modern farming, 161
in rangeland management, 80

in situ conservation, definition of, 293
Institutional Animal Care and Use  

Committee (IACUC), 176
integrated approach, to damage management, 

189, 232–33
Integrated Pest Management (IPM), 251
Integrated Taxonomic Information System 

(ITIS), 135
intensive wetland management, 129, 132
interactive communication, 25
interest, audience, 27
Interior, U.S. Department of

definition of adaptive management in, 44b
migratory birds under, 219

intermediate marshes, 135, 136
intermittently flooded wetlands, 98
international trade, in endangered species, 

275
International Union for the Conservation of 

Nature (IUCN)
Red List Categorization System of, 283, 

284f
on small populations, 272, 272t
on status of amphibians, 101
on translocations, 293

interpersonal communication, 22
interspecific competition

among predators, 257
in translocations, 304

intertidal surface, 148, 149
intertidal zones, 140
interviews, news, 29–31, 31b
intrinsic value of nature, 28–29
introduction (wildlife). See also translocations

of birds, damage management with, 233
captive populations as source for, 295, 297
definition of, 293

introduction (writing)
in public talks, 32–33
in scientific posters, 38
in scientific presentations, 34

invasive species
of plants

in coastal wetlands, 134
in inland wetlands, 111–12, 112t, 129–30
in urban areas, 179

of wildlife, in urban areas, 172
inventories

in harvest management
of big game, 223–24
of migratory birds, 217–18
of upland game, 209

of natural resources, in land-use planning, 
178

of small populations, 289–91, 290b
of species, in recreation management, 194

inversity, 205
invertebrates. See also specific species and types

in inland wetlands, 113–15, 114t
Iowa, CREP in, 164, 164b
IPM, 251
irritants, sensory, 253
island-biogeography theory, 66, 72
islands

artificial, in urban impoundments, 181
translocations on, 297, 302

isolated wetlands, 96, 97, 121
isolation, effects of, 66–67
is–ought fallacy, 6
iterative process, adaptive management as, 

44, 51
ITIS, 135
IUCN. See International Union for the 

Conservation of Nature

jay, Florida scrub, viability assessment of, 281
jellyfish, 33–34, 33f
journals, 3
junco, dark-eyed, in rangelands, 76
jurisdictional wetlands, 98
justice, 14

Kansas, hunting on private lands in, 160b
Kentucky, hunting on private lands in, 160b
kestrel, damage by, 237
kestrel, Mauritius, captive propagation of, 295
killdeer, in inland wetlands, 110f, 118f
killing, of wildlife, laws on, 233
killing freezes, in coastal wetlands, 135
Kissimmee River, restoration of, 125–26
kite, red, translocation of, 305
Koloa, wetland management for, 130, 132

labor, in political economy theory, 6
ladysthumb, curltop, in inland wetlands, 111, 

111t
lady’s thumb, in inland wetlands, 111t
lagomorphs, damage by, 246
Lake States and Northeast, forests of, 55
land. See private lands; public lands; specific 

types
land ethic, 13–14

landfills, damage management at, 238
landforms, types of, 104, 105f
landowner involvement

in farmland management, 167, 168
in urban wildlife management, 176–77

landscape context, in urban land-use 
planning, 178

landscape diversity, 72
landscape ecology, and biodiversity  

conservation, 72
landscape matrices

definition of, 67
in forest management, 67–69
in urban areas, 181

landscape metrics, in urban wildlife research, 
175

landscape models, 70
landscaping practices, in urban areas, 182, 

184, 185
land use, classification of, 174, 175t
land-use impacts

in adaptive management of woodland 
caribou, 45

in forest management, 68
land-use planning

in rangeland management, 76, 78
in urban areas, 177–79, 180

land-use restrictions
in inland wetlands, 97
in urban areas, 178–79, 180

large-lot zoning districts, 179
larkspur, recurved, habitat conservation plan 

for, 314–15b
lasers, in damage management, 239, 244
late seral condition, 75
law. See legislation
lawns, in urban areas, 170
leaf litter, in inland wetlands, 114–15, 115f
learned responses, to recreational disturbance, 

195
learning

in adaptive management, 51–52
social, 258

Leave No Trace, 199, 199t
legal standing, 3
leg bands, in harvest management, 218–19
leg-hold traps, 239
legislation. See also specific laws

on damage management, 233–34
on Environmental Impact Assessments, 

307–9, 311
on forest management, 56–58
on habitat conservation plans, 307–10
on harvest management, 203
international, 307, 308t
on lethal wildlife management, 190
on public involvement, 3
on small population management, 273–75, 

274b
state, 309, 309t
on wetlands, 96–97
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Leopold, Aldo, 3, 13–14, 204
leptospirosis, 251
let-down fences, 91–92
lethal damage management. See also specific 

types
laws on, 233
in urban areas, 188–90, 189t

levees
artificial

in coastal wetlands, 142, 145–46, 149, 151, 
152

in inland wetlands, 126–27, 127f
natural, in inland wetlands, 106, 107

licenses, hunting, 202
life-history strategies

in damage management, 232
in definition of small populations, 271
of wetland invertebrates, 114
of wetland vertebrates, 116

life-stage simulation analysis (LSA), 281, 281f, 
288

light, in damage management, 264
lignin, in inland wetlands, 114–15
likelihood, in viability assessment, 279
Likert scale, 9
Limits of Acceptable Change process, 196
linear succession model, 76
lion, mountain

damage by
assessment of, 257
identification of, 259
management of, 260, 267, 268, 269

harvest of, 227–28
isolation effects on, 67
in riparian areas, 83

listed species. See endangered species; 
threatened species

lithium chloride, 265
litter, in inland wetlands, 114–15, 115f
livestock. See also rangeland grazing; 

rangeland management
bovine brucellosis in, 17
in coastal wetlands, 154
in confinement operations, 160
damage by birds to, 235–36, 237
damage by mammals to, 257–68
diet of, 75
distribution of, 80–81, 84
numbers of, 80
as priority in rangeland management, 74, 

75
role in habitat management, 81–82
types of, 81
wildlife interactions with, 75, 77–79

livestock husbandry practices, 262
livestock protection collars (LPC), 266
lizard, silvery legless, habitat conservation 

plan for, 314–15b
lizard(s), in urban areas, 186
llamas, guard, 263, 263f
local endemism, 271

local extirpation, 172
logging. See forest management
Long Term Ecological Research (LTER) 

program, 175, 190
loosestrife, purple

in coastal wetlands, 134
in inland wetlands, 110, 112t

Louisiana
coastal wetlands in, 134, 135
economic value of wetlands in, 103

low-density zoning districts, 179
Lower Mississippi River Alluvial Valley, 105, 

105f, 126, 129
Lower Mississippi River Valley Joint Venture, 

129
low-impact use of wildlands, 199, 199t
low power, 290
LPC, 266
LSA, 281, 281f, 288
LTER program, 175, 190
lure crops, 238, 242
lure selectivity, 268
lynx, Canada

in adaptive management of woodland 
caribou, 45, 45f

damage by, 260
national survey of, 290b
viability assessment of, 282

macroinvertebrates, in inland wetlands, 
113–15, 114t

madia, showy, habitat conservation plan for, 
314–315b

MAG device, 264
magpie, American, in rangelands, 80
magpie, damage by, 233, 236
maidencane, in coastal wetlands, 136, 146
malicious acts, recreational disturbance 

caused by, 198
Malthus, Thomas, 5, 6
mammal(s). See also specific species and types

in coastal wetlands, 138–39, 145
in inland wetlands, 116
predatory (See predators)
small (See small mammals)
in urban areas

attracting, 183, 185
damage management of, 188t, 189t
nonnative species of, 172
types of, 173

managed translocation, 297
management, wildlife. See wildlife 

management
management objectives

in adaptive management, 47–48, 53, 54
in harvest management, 225, 225t
in recreation management, 197

management units, in harvest management, 
223

manager’s model, in adaptive management, 
46, 46b, 46f

manatee, communications about, 26, 27
manatee, Florida, viability assessment of, 281
mangrove, black, 135
mangrove, red, 135
mangrove, white, 135
mangrove swamps

definition of, 135
distribution of, 133, 134, 135
fire in, 155
management of, 133, 135

manipulated impoundments, 153
manzanita, Mount Diablo, habitat  

conservation plan for, 314–15b
maple, red, 56
maple, sugar, 58
Marine Mammal Protection Act, 273, 291
market-based funding model, 5
marketing, 27, 29
market value, 8
marking of wildlife, in urban areas, 176
mark–recovery, in harvest management, 218
marmot, Olympic, population management 

of, 291
marmot(s), damage by, 248, 255, 267
marshes

coastal (See also coastal wetland)
classification of, 135
distribution of, 134
management of, 133
prevalence of, 133

definition of, 133
inland, distribution of, 108

Marx, Karl, 5
Maryland, coastal wetlands in, 134
Maslow, Abraham, 28, 28f, 41
Massachusetts, economic value of wetlands 

in, 102
massasauga, eastern, in inland wetlands, 121
mass-media communication, 22, 24, 29–31
mast

in inland wetlands, 119
in wildlife-sensitive timber harvesting, 63

mastery over nature value orientations, 10
maximum sustained yield (MSY), 225, 230–31
mayflies, in inland wetlands, 114
meadowlark, eastern, in farmlands, 161f
meadowlark, western, in urban areas, 181
mechanical removal of vegetation

in rangeland management, 82, 83
in wetland management, 112, 112t

mediated modeling, 16
mediation, 41
medium of communication, 22–24, 24b, 25b
memory, 9, 10
menhaden, Gulf, in coastal wetlands, 139
merganser, damage by, 238
merganser, hooded, in inland wetlands, 120
mesohaline marshes. See brackish marshes
message, in communication process, 23–24, 

25b, 199
metal fences, 93, 93f



  index

metals, in inland wetlands, 102
metapopulations

definition of, 121
in farmlands, 168
forest-reserve design for, 68, 69f
small populations connected to, 273
of wetland amphibians, 121

methiocarb, 239
methyl anthranilate, 239
methyl bromide, 254
Mexico, Gulf of, wetlands of, 134
M-44, 266
mice. See mouse
Middle Rio Grande Valley, 129–30
midge, phantom, in inland wetlands, 114
midseral condition, 75
migration

assisted, 297
through riparian areas, 83
after translocation, 304

migratory bird(s)
in coastal wetlands, 148
damage by, 233
in forests, 64, 66–67, 68, 69
game species of, definition of, 219
harvest of, 216–23

adaptive management of, 221–22, 221b
banding in, 218–19
future of, 222–23
goals of, 222
inventories in, 217–18
legislation on, 203
overabundant species in, 222
regulations on, 216–17, 219–21, 220b
strategies for, 216–17
surveys on, 218

in inland wetlands, 96, 97, 100–101, 103, 119
recreational disturbance of, 198
in urban areas, 181, 186–87

Migratory Bird Hunting Stamp Act of 1934, 
96

Migratory Bird Regulations Committee, 220
migratory bird rule, 96, 97
Migratory Bird Treaty Act of 1918, 203, 219, 

222, 233
milfoil, Eurasian, in inland wetlands, 112t
millet, common, in inland wetlands, 111, 111t
millet, Japanese, in inland wetlands, 111t
milo, in inland wetlands, 110t
minerals, in coastal wetland soil, 140–42, 

142t, 147
minimum-area requirements, in forest-

reserve design, 68, 68f
minimum population size, 271b, 278, 291
Minimum Viable Population (MVP), 278
mink

in coastal wetlands, 138–39
damage by, 257, 261, 264, 267
in inland wetlands, 103

Minnesota
economic value of wetlands in, 102

funding for conservation in, 4
Mississippi, coastal wetlands in, 134
Mississippi River

damage caused by, 102
1993 flood of, 107

Mississippi River Alluvial Valley, 105, 105f, 
126, 129

Missouri, funding for conservation in, 4
Missouri River, damage caused by, 102
mist nets, 239
mitigation, in habitat conservation plans, 

313–16
mitigation banks

in habitat conservation plans, 316
wetland, 99

models and modeling
in adaptive management, 48–49, 48f, 50–51
of communication, 22, 23f
of coupled human–natural systems, 7
of forest management, 69–72
in harvest management, 208, 208b, 216, 223
of human behavior, 11–12
in Population Viability Analysis, 279–82, 

286–87
public involvement in, 16
of rangeland management, 76

model simulators, 70
MODE model of human behavior, 12
moist-soil plants, 111
mole(s)

damage by, 249, 253, 256
in urban areas, 170, 173, 187, 188t, 189t

mole, Townsend’s, damage by, 249
mongooses, in management of small 

mammals, 253
monitoring. See also evaluation

of adaptive management, 49–51, 50f
of coastal wetland management, 147
of communication programs, 31
of farmland management, 159, 159t, 167–68
of habitat conservation plans, 317
in harvest management, 206b, 211, 217, 220, 

220b, 222
of inland wetland management, 112, 123, 

124–25
of rangeland management, 79, 90
of recreational disturbance, 195, 197
of small populations, 289–91, 290b
of translocations, 305–6
of urban wildlife management, 178
of water sources, 90

monocultures, 160
monofilament lines, 238
montane meadows, 76
Monterey Bay Aquarium, 33–34, 33f
moorhen, common, in coastal wetlands, 138
moorhen, in inland wetlands, 130, 132
moose

damage by, 242
in forests, 61
harvest of, 228

moral imperatives, 1
Mormons, 10
mortality

additive, 204, 208, 209b
compensatory, 204, 205, 207, 208

mortality rates, of small populations, 288
MOSES program, 70
mosquitoes, in inland wetlands, 114, 114t
motorized uses

disturbance caused by, 198
restrictions on, 199–200

mountain mahogany, 77
mountains, wetlands in, 104–5
mouse

damage by, 246
in urban areas, 185, 187, 188t, 189t

mouse, Alabama beach, habitat conservation 
plan for, 312

mouse, beach, communications about, 23,  
23f

mouse, deer, damage by, 248
mouse, golden, in inland wetlands, 120
mouse, house

damage by, 246, 251, 255
in urban areas, 173

mouse, white-footed
damage by, 248
in forests, 62

Movement Activated Guard (MAG) device, 
264

movements, animal. See also dispersal; 
migration

in landscape matrices, 67–68
MSY, 225, 230–31
Muir, John, 2–3
multiple populations, Population Viability 

Analysis with, 281–82
multiple steady states, 76
Multiple Use and Sustained Yield Act of 1960, 

57
multiple-use approach

to forest management, 57
to rangeland management, 74

multiscale decision-making process, 96
multispecies wildlife–habitat models, 71–72
multivariate-statistical models, 71
murine typhus, 251
muskrat

in coastal wetlands, 138, 145, 146, 155
damage by

identification of, 247
management of, 248, 251, 252, 255, 256, 

267
harvest of, 208
in inland wetlands, 103

mussel, zebra, dispersal of, 110
mutualistic value orientations, 10
MVP, 278
Mylar flags, 239
myotis, Yuma, damage by, 247
Myxoma virus, 252
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naphthalene, 253
narrative inquiries, 18
natality, in small populations, 288
National Community Conservation Plan 

(NCCP), 314–15b
National Environmental Policy Act (NEPA) 

of 1969, 308
Environmental Impact Assessments under, 

307–8, 311–12
and forest management, 57
passage of, 308
provisions of, 308
public involvement under, 3
state statues similar to, 309, 309t
valuation of wildlife in, 8

National Forest Management Act of 1976, 57
national forests

creation of, 57
current status of, 56
management of (See forest management)
roadless areas in, 57–58

National Forest Service. See also Forest 
Service, U.S.

establishment of, 57
National Harvest Survey (Canada), 218
National Lynx Survey, 290b
National Marine Fisheries Service, 291
National Oceanic and Atmospheric  

Administration (NOAA) Fisheries 
Service, 307, 309, 312, 316

National Resources Inventory, 100
National Wetland Inventory, 99–100
National Wetlands Priority Conservation 

Plan, 97
National Wildlife Federation (NWF), 186
National Wildlife Refuges, 95
native species

of plants, in urban areas, 171, 182
of wildlife, in urban areas, 173

Natural Heritage Network, 272, 272t
naturalized plants, in inland wetlands, 111, 

111t
naturally small populations, 273
naturalness defense of hunting, 13, 14
natural resources

DAD model of management of, 3
inventories of, in land-use planning, 178
nonmaterial use of, 28

Natural Resources Conservation Service 
(NRCS), U.S., 97, 100, 165b, 316

natural selection
humans in force in, 171
in human–wildlife interactions, 7

nature
intrinsic value of, 28–29
laws of, in social Darwinism, 6

Nature Conservancy, The, 28b, 30, 272, 283
Navaho, 10
navarretia, adobe, habitat conservation plan 

for, 314–15b
navigation channels, 144, 148, 151

NCCP, 314–15b
Nebraska, hunting on private lands in, 160b
Need for the Proposed Action statements, 311
needs, hierarchy of, 28, 28f
negotiations, 40–42
neighborhood design, urban, 180–81
nekton, in coastal wetlands, 151
Nene, wetland management for, 130
NEPA. See National Environmental Policy 

Act
nest(s)

in inland wetlands, 117–20, 118f, 126
in rangelands, 80
recreational disturbance of, 198
in small populations, 288

nest boxes, 183, 183f, 184–85, 186
nest predation

along edges, 64, 65, 66
and area sensitivity, 67
in inland wetlands, 118, 126

net guns, 240
netting, in damage management for birds, 

238
net-wire fences, 92, 94
New Deal, 159, 163f
New Jersey, coastal wetlands in, 134
news interviews, 29–31, 31b
new urbanism, 179
New York, coastal wetlands in, 134
NGOs, 5, 95
nicarbazin, 240
nighthawks, in urban areas, 173
nitrate, 165b
nitrogen

in farmlands, 160, 161, 165b
in inland wetlands, 101

nitrogen fixing, 160
NOAA Fisheries Service, 307, 309, 312, 316
noisy behavior, 198
no-jeopardy opinion, 309
nonanticoagulants, 254, 255
nonconsumptive benefits, in valuation of 

wildlife, 8
nonconsumptive recreation

definition of, 192
disturbance from, 193
participation in, 193, 193f

nonexperimental studies, on recreational 
disturbance, 195, 196

nongovernmental organizations (NGOs)
human dimensions of wildlife manage-

ment in, 5
wetlands conservation by, 95

nonlethal damage management. See also 
specific types

in urban areas, 188–89, 188t
nonmaterial use, of natural resources, 28
nonnative species. See exotic species
non-wildlife-dependent recreation, 193
norm-activation model of human behavior,  

11

North American Bird Conservation Initiative, 
101, 116

North American Breeding Bird Survey, 217
North American model

of harvest management, 203–4
of wildlife management, 1

North American Waterbird Conservation 
Plan, 100

North Carolina, funding for conservation in, 
4

Northern Rocky Mountains, forests of, 55
No Surprises rule, 317
Notice of Availability, 312, 317
Notice of Intent, 311–12
NRCS, 97, 100, 165b, 316
nuisance animals. See also damage

in urban areas, 188
Nuisance Bear Controller, 264
null hypothesis testing, 14
nut crop damage, 236
nuthatch, white-breasted, in forests, 60
nutria

in coastal wetlands, 138, 139, 145, 146
damage by

assessment of, 246
identification of, 247–48
management of, 248, 255, 256, 267

nutrients
in inland wetlands, 104, 109, 110t, 114, 

116–17
in rangelands, 76

nutritional carrying capacity, for rangelands, 
76

NWF, 186

oak, fires and, 59
oak, northern pin, fires and, 59f
oak, overcup, seed dispersal of, 110
observability, partial, in harvest management, 

206b, 217
observations, direct, of human behavior, 11, 

11f
occupancy models, patch, 282
occupancy sampling, 291
odor repellents

for birds, 239
for mammalian predators, 264
for small mammals, 253
for ungulates, 244

Ogallala Aquifer, 106
old (original) forests

amount remaining, 56, 64
definition of, 64
in wildlife-sensitive harvesting, 64

oligohaline marshes. See intermediate 
marshes

olive, autumn, in urban areas, 172
opening day phenomenon, 205
open spaces

in forest-reserve design, 69
in urban areas, 178–82, 182f
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operational impacts, of grazing, 79
opinions. See also public opinion

vs. attitudes, 9
opossum

damage by, 260, 266, 267, 268
in urban areas, 173, 185

optimum sustainable populations, 273
option values, 8
orangutan, translocation of, 297
Organic Act of 1897, 57
organic matter, in coastal wetland soil, 

140–43, 142t, 147, 152
organochlorine pesticides, in modern 

farming, 161
organophosphates, in modern farming, 161
original forests. See old forests
oriole, Baltimore, in forests, 62
orphan species, captive propagation of, 295
osprey, management of small populations of, 

287–88
otter, northern river

in coastal wetlands, 138–39
in inland wetlands, 103

otter, sea, translocation of, 289
outdoor recreation. See recreation
outreach. See communication(s)
outwash, 106
ovenbird, in forests

area effects on, 66, 68f
even-aged, 61, 62
plant succession and, 58
uneven-aged, 60
wildlife-sensitive harvest and, 64

overabundant species, harvest of, 222, 227
overhead lines, 238
overlay districts, 179
overpasses, road, 184
overstory trees

definition of, 63
removal of, in rangelands, 82
retention of, in wildlife-sensitive harvesting, 

63
owl, great gray, in rangelands, 74, 77
owl, great-horned, damage by, 236
owl, northern spotted

critical habitat of, 292
in old forests, 64

owl, screech, in urban areas, 183
owl, short-eared, in inland wetlands, 118f
owl, spotted, in rangelands, 77
owl, western burrowing, habitat conservation 

plan for, 314–15b
owl(s), damage by, 236
oyster, eastern, in coastal wetlands, 151
oyster, Pacific, in coastal wetlands, 146

Pacific Coast, wetlands of, 134
Pacific Coast and Interior, forests of, 55
panda, giant, human interactions with  

habitat of, 7
panicum, fall

in coastal wetlands, 153

in inland wetlands, 110t
panther, Florida, reintroduction of, 7
PAR, 18, 20
paradichlorobenzene, 253
parakeet, monk, damage by, 233
parental care

vs. puppet-rearing, 301b
in small populations, 288

parks, communications in, 21
parrot, Puerto Rican, population management 

of, 271b, 298
partial-harvest systems, 62
partial management control, 206b, 217
partial observability, in harvest management, 

206b, 217
participatory action research (PAR), 18, 20
participatory governance, 1–2
partridge, gray, harvest of, 204, 209, 211b, 212, 

215
partridge, red-legged, harvest of, 215
Parts Collection Survey, 218
paspalum, seashore, in coastal wetlands, 154
passerines. See songbirds
passive adaptive management, 51–52
patches. See habitat patches
patch metrics, in urban wildlife research, 175
patch occupancy models, 282
paths, in urban areas, 181
pattern-recognition models, 71
peat burns, 155
peccary, collared, in rangelands, 90
pedigree analysis, 299
pelican, American white, damage by, 235f
pelican, brown

in coastal wetlands, 135
damage by, 190f

peltandra, Virginia, in coastal wetlands, 136
pepper tree, in inland wetlands, 112t
per capita impact, 198
perched wetlands, 108
perennial plants, in inland wetlands, 113, 114
permanently flooded brackish water 

impoundments, 153
permanently flooded freshwater  

impoundments, 152–53
permits

for endangered species management, 
291–92

in habitat conservation plans, 317
incidental take, 310, 312–13, 316–18
for lethal damage management, 190
for migratory-bird hunting, 218

persistence. See population persistence
pesticides

in damage management for ungulates, 245
EPA regulation of, 233–34, 245
in farming practices, 161, 163
in forest management, 59

pets, in urban areas, 180
pewee, eastern wood, in forests, 62
phalarope, Wilson’s, in inland wetlands, 110f, 

118f

pheasant(s)
and Conservation Reserve Program, 164
harvest of

inventories in, 209
population responses to, 211
on preserves, 216
season for, 210t
stocking for, 215–16
strategies for, 207t

pheasant, Reeves, harvest of, 215
pheasant, ring-necked

in farmlands, 166
harvest of, 208, 210, 211b, 215

pheasant, Sichuan, harvest of, 215
Pheasants Forever, 160b
philosophy, 13–15
phosphorus

in inland wetlands, 101
in modern farming, 161

photographs, in brochures, 37, 37f
PHVA, 298, 303
physiographic features, in farmland 

management, 166
PI. See public involvement
piedmont plains, 106
pig, feral. See swine
pigeon

damage by, 233, 236, 239, 240
in urban areas, 173, 187, 188t, 189t

pigeon, band-tailed, harvest of, 218
pilot studies, on recreational disturbance, 195
Pinchot, Gifford, 2–3, 57, 202
pintail, northern. See duck, northern pintail
plague, 248, 251, 296b
planning

for coastal wetland management, 146–47
for farmland management, 166, 167
for inland wetland management, 122–25, 

123t, 124t, 125
plant(s). See also vegetation; specific species and 

types
exotic species of

in rangelands, 75
in urban areas, 171–72, 182

invasive species of
in inland wetlands, 111–12, 112t
in urban areas, 179

planted communities, in urban areas, 171
plant succession. See succession
playas, 97, 106
plover, piping, in inland wetlands, 118
point bars, 106, 107
political economy, 5–6
politics

in harvest management, 202, 209
in wetland management, 97
in wildlife management, 3, 15

pollution
agricultural, 161, 163
in inland wetlands, 101–2
in urban areas, 170, 171, 181, 182

polycyclic landforms, 104
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polygenetic landforms, 104
polyhaline marshes. See salt marshes
poly-tape fences, 242–43, 242f
polyvinyl chloride (PVC) strips, 238
ponds

in rangelands, 87
in urban areas, 186
in wildlife-sensitive timber harvesting, 63

pools, vernal, 97
population. See metapopulations; small 

populations
Population and Habitat Viability Assessment 

(PHVA), 298, 303
population control

through harvest, 202
reproductive (See reproductive control)

population declines
climate change in, 292
factors affecting persistence in, 275
habitat fragmentation in, 65
vs. naturally small populations, 273
ultimate vs. proximate causes of, 287–88, 

289
population demography, in urban areas, 173, 

175
population density, in urban areas, 172, 173, 

176
population dispersal. See dispersal
population dynamics, modeling of, 16
population growth

of captive populations, 299
in harvest management, 204, 216, 224
in Population Viability Analysis, 280–81

population persistence
definition of, 278
factors affecting, in small populations, 

275–77
median population size for, 272
minimum population size for, 271b
in viability assessment, 278, 279

population size. See also population declines; 
population growth

of endangered and threatened species, 271, 
272, 273

genetic effective, 272, 299
minimum, 271b, 278, 291
small (See small populations)

population structure, in harvest management, 
206b

population studies, long-term, 175
population surveys, in harvest management, 

209
Population Viability Analysis (PVA)

characteristics of, 278–79
definition of, 278–79
before ex situ conservation, 298
methods of, 279–82
of small populations, 278–82, 285–87, 286f, 

289
population viability assessment

approaches to, 278–84
components of, 279b

definition of, 278
short-term vs. long-term, 279
of small populations, 278–87, 289

Population Viability Management (PVM), 
285–86, 287f

porcupine, damage by, 246
possum, Leadbeater’s, viability assessment  

of, 285, 286f
posters, scientific, 38–39, 39f
postrelease dispersal, 302, 303–4
potential natural vegetation, 76
pothole wetlands

conservation of, 97, 106
creation of, 105

power-pole damage, 233f
prairie-chicken, Attwater’s, Safe Harbor 

Agreement on, 318b
prairie-chicken, greater

extinction vortex in, 277–78
harvest of, 209b, 212, 212b, 213
sensitivity analysis of, 281f
translocation of, 289

prairie-chicken, harvest of, 202
prairie-chicken, lesser, harvest of, 212, 212b, 

213
prairie dawn flower, Texas, Safe Harbor 

Agreement on, 318b
prairie dog(s)

and black-footed ferret, 250, 296b
damage by, 250, 252, 253, 255

prairie dog, white-tailed, and black-footed 
ferret, 296b

Prairie Pothole Region, 103, 105, 119, 126
prairie potholes, 97, 105f
precipitation

in coastal wetlands, 151, 152
in inland wetlands, 107, 108, 128
in rangelands, 87, 88
in urban areas, 170

predacides, 266
predation. See also nest predation

in adaptive management of woodland 
caribou, 45, 45f, 49–50, 50f

along edges, 64
in biological management of small 

mammals, 252–53
in inland wetlands, 118, 120, 126
on small populations, 288
in translocations, 304
in urban areas, 185

predators
control of, 266, 291
damage by mammalian, 257–69

assessment of, 257–58
identification of species, 258–62
management of, 258–69

interspecific competition among, 257
nonnative, removal of, 291

predator scents, in damage management, 253
preemptive strategies, in recreation 

management, 196
prerelease conditioning, 300, 301b

prescribed burning
in coastal wetlands, 145, 155–56
communication about, 24
in forests, 59
in rangelands, 82, 85
in urban areas, 180

prescribed grazing, 82, 154
presence–absence sampling, 291
presentations

public, 31–34, 32b, 34b
scientific, 34–36

preserves, hunting, 216
prey, birds of, in damage management, 239
primary production, in urban areas, 170
primary succession, 58, 58f
primates, extinction vulnerability of, 272
print communications, 36–38, 36b
pristine wetlands, 125
private lands

agricultural, access to, 159, 160b
Candidate Conservation Agreements on, 

317
forests on

amount of, 56
legislation on, 57
selective cutting of, 60

public hunting on, 160b
Safe Harbor Agreements on, 317, 318b
wildland recreation on, 192

proactive strategies, in recreation management, 
196

problem definition. See also situation analysis
in damage management, 232

problem identification, in communication 
process, 26

problem scoping. See situation analysis
promotion

of management programs, 22
of urban wildlife management, 177

pronghorn
harvest of, 228
in rangelands

competition between livestock and, 81
fences and, 90, 91–92, 91f, 92f

pronghorn passes, 92
proofing, in damage management, 238
propagules, dispersal of, 110–11
propane cannons, 238, 239, 239f, 243, 264
property damage, in urban areas, 187
proportional harvesting, 230
proposed actions

alternatives to, 311
definition of, 311
statements on need for, 311

props, in public talks, 33–34, 33f
protected areas. See also preserves; refuges; 

reserves
for small populations, 289

protein, in waterbird diets, 116–17
protozoa, in management of small mammals, 

252
provisioning services, in agriculture, 158b
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proximate causes, of population decline, 
287–88

psychology
of environmental behavior, 29
social, 9–12

ptarmigan
damage by, 233
harvest of, 210, 212, 212b, 214

ptarmigan, rock, harvest of, 212, 214
ptarmigan, white-tailed, harvest of, 209b,  

212, 214
ptarmigan, willow, harvest of, 205, 212,  

214
PTD, 14
public, education of. See communication; 

education
publications, communication through,  

36–38, 36b
public hearings, limitations of, 4, 15
public involvement (PI)

benefits of, 15
best practices for, 15–18
in endangered species management, 292
in Environmental Impact Assessments, 

311–12
in habitat conservation plans, 317
in harvest management, 210, 225
how to use, 15–16
in human dimensions of wildlife  

management, 15–18
necessity of, 3, 15
risks of, 15
in urban wildlife management, 176–77, 

190–91
in urban wildlife research, 175–76
in wetland management, 103, 122, 124
when to use, 16–18, 17f

public lands
amount of, 56
forests on, 56
rangelands on, 74 (See also rangeland 

management)
wildland recreation on, 192

public opinion
descriptive research on, 13
on forest management, 56
in human dimensions of wildlife  

management, 9–10
impact of communication on, 22
self-interest in, 28
on translocations, 306
on wetlands, 96
on wildlife, 22

public scoping, 311–12
public talks, 31–34, 32b, 34b
public trust doctrine (PTD), 14
pulsing, of wetland invertebrates, 115
puppet-rearing, 301b
purged inbreeding, 280
put and take hunting, 215
PVA. See Population Viability Analysis

PVC strips, 238
PVM, 285–86, 287f

QDM, 226–27
quail

damage by, 233
harvest of, 210, 211–12, 215

qualitative research
definition of, 18
in human dimensions of wildlife  

management, 18–20
methodologies of, 18–20
vs. quantitative research, 19, 19t

Quality Deer Management (QDM), 226–27
quantitative research, 19, 19t
quantitative viability assessment, 278
quasi-extinction curves, 279
quasi-extinction thresholds, 278, 279, 280
quinine hydrochloride, 264
quotas, harvest, 228

rabbit(s)
in coastal wetlands, 145
damage by, 246, 250, 252, 253
harvest of, 215
in urban areas, 173, 183, 185, 188t, 189t

rabbit, cottontail
in forests, 60
harvest of, 208, 210, 210t, 215

rabbit, eastern cottontail, in forests, 67
rabbit, New England cottontail, in forests,  

58, 61, 68
rabbitbrush, in urban areas, 186f
rabies, in bats, 247
raccoon

in coastal wetlands, 138, 139, 145
damage by

assessment of, 257
identification of, 260–61
management of, 261, 265, 266, 267,  

268
in edge habitat, 66
in inland wetlands, 120
in urban areas, 173, 185, 187, 188t, 189t

Radio Activated Guard (RAG) box, 264
radiocollars, in urban areas, 176
RAG box, 264
rail(s)

in coastal wetlands, 137–38
harvest of, 217, 218
in inland wetlands, 116, 117, 119

rail, clapper
in coastal wetlands, 138
in inland wetlands, 119

rail, Guam, captive propagation of, 295
rail, king, in coastal wetlands, 138
rail, Virginia, in inland wetlands, 110f, 117
rain. See precipitation
Rainwater Basin, wetlands in, 97, 105f
RAMAS program, 281
ramps, to water sources, 85

randomness
in damage management, 189, 189f
in population persistence, 275, 276

range
of small populations, 271, 289
in translocations, 304

rangeland(s)
carrying capacity for, 75, 76
condition of, 75
definition of, 74
quality of habitat, 74

rangeland grazing, 79–82
beneficial impacts of, 77, 78, 79
in deserts, 77
levels of, 78, 79
negative impacts of, 77, 78, 79
operational impacts of, 79
and plant succession, 75–76
in riparian areas, 80–81, 84
role in habitat management, 81–82
in sagebrush steppe, 76–77
strategies for, 79, 84
timing and duration of, 80, 80f, 81

rangeland management, 74–94
anthropogenic manipulation in, 82–83
contemporary issues in, 74, 76–79
in deserts, 77
fences in, 84, 90–94
habitat objectives in, 75–76, 78–79
livestock management practices in, 80–81
livestock–wildlife interactions in, 75, 77–79
models of, 76
monitoring of, 79, 90
philosophies of, 75
plant succession in, 75–76
in riparian areas, 76, 80–81, 83–84
in sagebrush steppe, 76–77
water sources in, 84–90
wildlife objectives in, 77, 78–79

raptor(s)
damage by, 236–37, 239–40
in rodent control, 253

raptor perches, 253, 253f
rat(s)

damage by
assessment of, 246
identification of, 246, 251
management of, 251, 253, 254–55

in urban areas, 173, 187, 188t, 189t
rat, big-eared kangaroo, small populations  

of, 273
rat, black, damage by, 251
rat, Norway, damage by, 251, 255
rat, roof, damage by, 251
ratbite fever, 251
rational actor theory, 7
rational choice models of human behavior, 11
raven, damage by, 236
receiver, in communication process, 22–25
recharge wetlands, 108, 108f
recolonization, in viability assessment, 282



i n d e x   407

Recovery of Nationally Endangered Wildlife 
(RENEW) program, 275

recreation
in economic value of wetlands, 102
education of public about, 198–99, 199t
in future of forest management, 73
history of, 192–93
impact potential of, 194–95
limitations on, 197–98, 199–200
monitoring of, 195
participation in, 193, 193f
timing of, 195, 198, 200
in urban areas, 180, 181
wildland, definition of, 192
wildlife-dependent vs. non-wildlife-

dependent, 192, 193
recreational disturbance, 192–201

assessment of, 194–96
consumptive vs. nonconsumptive, 193
cumulative effects of, 193–94
from direct contact, 193
field studies on, 194, 195–96
indirect effects of, 193
management of, 196–201, 197f, 197t
monitoring of, 195, 197
rates of, 193
vulnerability to, 194–95

recreational harvest. See hunting
recreational paths, in urban areas, 181
redhead, in inland wetlands, 110f
Red List Categorization System of IUCN, 283, 

284f
reed, common, in coastal wetlands

and bird diets, 138
distribution of, 134
fire and, 155
intermediate, 136
salinity and, 144
in succession, 146

reed canarygrass, in inland wetlands, 111, 
112t

reflexivity, 19
refuges, national. See also reserves

creation of, 95
roads in, 122
wetland management in, 122, 129–32

refuse, in urban areas, 170
regional models, 70
regional strategies, in farmland management, 

166
reindeer, small populations of, 277
reintroductions. See also translocations

captive populations as source for, 295, 
296b, 297

in coupled human–natural systems 
modeling, 7

definition of, 293
release(s)

site of, 303–4
soft vs. hard, 300
timing of, 304

release group
demographics of, 302–3
size of, 302

reliability, of qualitative vs. quantitative 
research, 19, 19t

relocation
of mammalian predators, 265
of ungulates, 245

remnant communities, in urban areas, 171
removal

of small mammals, 255–57
of ungulates, 245–46, 246f

Renewable Resources Extension Act of 1978, 
57

RENEW program, 275
repellents

for birds, 239
for mammalian predators, 264–65
for small mammals, 252, 253–54
for ungulates, 244–45

replacement cost, 8
reproduction, in inland wetlands

of amphibians, 120–21
of waterbirds, 117–20

reproduction rates
in Population Viability Analysis, 280
of small populations, 287–88

reproductive control
for birds, 240
for mammalian predators, 265
for small mammals, 253
for ungulates, 245
in urban areas, 189

reptiles. See also specific species and types
damage by, 234f
habitat loss and, 101, 121
in inland wetlands, 101, 121–22
life cycles of, 121
population declines of, 121
prescribed fires and, 59
in urban areas, 186

rescue effect, 282
reserves. See also refuges

climate change and, 2
creation of first, 56–57
matrices surrounding, 289
and Population Viability Analysis, 285
recommendations on design of, 68–69,  

69f
size of, 289
for small populations, 285, 289

reservoirs, 87, 129
residential developments

attracting wildlife to backyards in, 184–87, 
185t, 186t

conversion of forests to, 68
in forest-reserve design, 69
individual lots in, 182–84
neighborhood design in, 180–81
in urban areas, 180–84

resource management, adaptive, 52–53, 124

resource planning, in farmland management, 
167

response variables, in recreation studies, 196
restocking, 293. See also translocations
restoration

of coastal wetlands, 146, 148, 149
genetic, 277, 278, 297
of grasslands, 126
in habitat conservation plans, 315–16
of inland wetlands, 125–26

definition of, 125
history of, 96, 97
vs. intensive management, 132

for small populations, 289
Restricted Use pesticides, 234
rest-rotation grazing, 81
retrospective analyses, of harvest management, 

226
rhino, black, translocation of, 297
rice

bird damage to, 234, 235
in inland wetlands, 129

riparian areas
in Conservation Reserve Program, 164
definition of, 83
fencing in, 84
livestock distribution in, 80–81, 84
loss of, 83
management of, 83–84
rangeland management in, 76, 80–81, 

83–84
recreational disturbance in, 195, 200
urban, 181–82
value of habitat of, 83
as wetlands, 98
in wildlife-sensitive timber harvesting, 63

riparian buffers, in urban areas, 181–82
riparian forests, 68
risk

criteria for characterization of, 17
definition of, 12

risk assessment
by experts, 282–83
for small populations, 285–87

risk-aversive conservatism, in harvest 
management, 217

risk-based viable population monitoring, 280
risk management approach, to public 

involvement, 17–18
risk perception, 12
risk prediction, for small populations, 277–79
risk studies, 12
rivers

channelization of, 125–26, 128
in coastal wetland management, 149, 151
diversion of, 151

Rivers and Harbors Act of 1899, 96
road(s)

fences to exclude wildlife from, 93–94, 184
and harvest rates, 227
overpasses for, 184
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road(s) (continued)
in recreational disturbance, 200
and salinity of coastal wetlands, 144
underpasses for, 94, 178, 184
in urban areas, 176, 178, 184
wildlife-sensitive design of, 200

road building
impacts on wildlife, 57–58
for salvage timber harvest, 57
near streams, 63
near wetlands, 122

roadless areas, protection of, 57–58
robin, American

in forests, 67
in urban areas, 173, 188

robin, New Zealand, translocation of, 289, 
302

rock(s), as urban habitat, 186
rock basins, 85
rockets, 238, 239
rock jacks, 93
Rocky Mountains, wetlands in, 104, 106, 107, 

108
rocky outcrops, 63
rodents, damage by, 246–57

assessment of, 246
identification of species, 246–51, 247f
management of, 247–57

Roosevelt, Theodore, 2–3, 57, 202
roosting birds, damage by, 236, 237, 238, 239
root burns, 156
rooting, by swine, 241, 241f, 242
rose, multiflora, in urban areas, 172
rotational grazing, 81
rotation farming, 159–60
row-crop agriculture, 158f
rules-of-thumb approach, to viability 

assessment, 283
runoff, in urban areas, 171
rush, needlegrass, in coastal wetlands, 135, 

138

saddleback, North Island, translocation of, 
302

saddleback, translocation of, 302
Safe Harbor Agreements, 317, 318b
sagebrush–perennial-bunchgrass range, 76–77
sagebrush steppe, 76–77
sage-grouse. See grouse, sage-
salamander(s)

in forests, 62, 63, 64
in urban areas, 181
in wetlands, 126

salamander, California tiger, habitat 
conservation plan for, 314–15b, 315f

salamander, long-toed, in rangelands, 76
saline lakes, 106
saline marshes, 134, 135
salinity

of coastal wetlands
classification based on, 134–35

hurricanes’ impact on, 145–46
management of, 146–47, 150t
and vegetation, 143–44, 143f

of inland wetlands, 108, 129
of seawater, 143

salmonellosis, 251
saltbush, 77
saltcedar, 111–12, 112t, 129, 130
salt elevation, 141b
salt flats, 97
saltgrass, seashore, in coastal wetlands, 135
salt marshes, 134, 135
salvage cut, 57, 60
Salvage Timber Fund, 57
salvinia, giant, 112t
sampling errors, in viability assessment,  

285
sampling methods

in recreational studies, 196
for small populations, 289–91, 290b
in urban wildlife research, 176

sampling variation, in environmental 
stochasticity, 276–77

San Bruno Mountain project, 312
sand dams, 87
Sandhill Region, wetlands in, 105–6, 105f
sandpiper, least, in coastal wetlands, 151
sandpiper, pectoral, in inland wetlands, 117
sandpiper, semipalmated, in coastal  

wetlands, 151
sandpiper, spotted, in inland wetlands, 110f
sandpiper, upland, in inland wetlands, 118f
sand tanks, 87
sapsuckers, damage by, 237
SARA, 273–75
SARS, 12
SAV, 143, 144, 146
Save the Manatee Club, 26
scale

in coastal wetland management, 140
in farmland management, 166
in recreation studies, 196
in urban wildlife management, 178
in urban wildlife research, 175

scat. See feces
scaup, lesser, in inland wetlands, 110f, 118f
SCC, 224–25, 226
scent. See odor repellents
science

philosophy of, 14–15
wildlife, 14–15

scientific method, 14
scientific posters, 38–39, 39f
scientific presentations, 34–36
scientific wildlife management, 3
screening, in damage management, 238
screwgates, 128, 128f
SDM. See structured decision-making
seagrass, in coastal wetlands, 137
Sea Level Affecting Marshes Model 

(SLAMM), 141b

sea-level rise, and coastal wetlands, 139, 140, 
141b

seasons. See also hunting seasons
in timing of translocations, 304

seawater, salinity of, 143
secondary succession, 58, 58f
second-growth forests, 56
security, threshold of, 205, 207
sedge, Lyngbye’s, in coastal wetlands, 136
sediment(s)

in coastal wetlands
created by humans, 147, 148–49
formation of, 133
submergence in, 139–40
in vertical accretion, 140–44, 147

in inland wetlands, 102, 106
sediment diversions, 149
seed(s)

exotic, in urban areas, 172
in inland wetlands, 110–13

dispersal of, 110–11
germination of, 111, 112, 113
in waterbird diets, 116, 117

seed banks, 110–11
seedling protectors, 252
seed-tree cuts, 60, 62
seeps, 85–86
selective pressures, in urban areas, 171
selective removal of trees, 60, 61
self-interest, in public opinion, 28
semiochemical odors, 253
sensitivity analysis, 281, 281f, 286, 291
sensory irritants, 253
SEPA, 307, 309, 309t, 310b
seral stages, 75, 76
serotinous cones, 58
Set-Aside Acres Program, 164
set-aside programs, 163–66, 163f
severe acute respiratory syndrome (SARS), 12
sewage treatment lagoons, 181
sex ratios

demographic stochasticity in, 275–76
in Population Viability Analysis, 280
in translocations, 302, 303

shade tolerance, of plants, 58, 112
sharpshooters, 245, 246f
sheep, bighorn

harvest of, 230
small populations of, 277

sheep, domestic. See also livestock
vs. cattle, 81
damage by birds to, 236
damage by mammals to, 257–67, 263f
disease transmission by, 81

sheep, mountain
in forest-management models, 71
harvest of, 228
in rangelands, 81, 91f, 92–93
small populations of, 273

sheep, Sierra Nevada bighorn, population 
management of, 288
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shell crackers, 238, 239, 243
shelterwood cuts, 60, 62
shooting, in damage management

of birds, 238, 239, 240
of mammalian predators, 268
of small mammals, 256–57

shooting preserves, 216
shorebirds

in coastal wetlands, 138
in inland wetlands, 100, 116, 117, 118

short-duration grazing systems, 81
shotguns, 238, 239
shoveler, northern, in inland wetlands, 110f, 

117, 118, 118f
shrimp

in coastal wetlands, 153
in inland wetlands, 114, 114t

shrimp, brown, in coastal wetlands, 151,  
153

shrimp, fairy, in inland wetlands, 114, 114t
shrimp, longhorn fairy, habitat conservation 

plan for, 314–15b
shrimp, midvalley fairy, habitat conservation 

plan for, 314–15b
shrimp, vernal pool fairy, habitat conservation 

plan for, 314–15b
shrimp, vernal pool tadpole, habitat 

conservation plan for, 314–15b
shrimp, white, in coastal wetlands, 139, 153
shrubland habitats, urban, 180
sideswimmers, in inland wetlands, 114
Sikes Act of 1974, 57
sills, 153–54
SILVA program, 70
silvicultural models, 69–70
silviculture. See forest management
singing-ground surveys, 217
single-species wildlife–habitat models, 70–71
Sin Nombre hantavirus, 248
siphons, 151
sirens, 264
situation analysis

in adaptive management, 44–47
definition of, 44

size-class silvicultural models, 70
skunks

damage by
assessment of, 257
identification of, 261
management of, 261, 263, 264, 265, 266, 

267
in urban areas, 173

SLAMM, 141b
sloughs, 106, 107
small mammals

damage by, 246–57
assessment of, 246
identification of species, 246–51
management of, 247–57

in rangelands, 79–80
in urban areas, 183

small populations, 270–92. See also endan-
gered species

conservation-reliant, 291
definitions of, 270–73, 271b, 272t
management of, 287–92

approaches to, 287–91
legal mandates for, 273–75, 274b
special considerations with, 270, 291–92

monitoring of, 289–91, 290b
naturally, 273
persistence of, 275–77
risk prediction for, 277–79
translocations of, 288–89, 297
vanishingly, 270
viability assessment of, 278–87, 289

Smith, Adam, 5–6
Smokey Bear, 22, 24
snags

in clearcuts, 61
definition of, 63, 172
in urban areas, 172, 172f, 182, 183
in wildlife-sensitive timber harvesting, 63, 

63f
snail, pond, in inland wetlands, 114t
snake(s)

in inland wetlands, 121
in urban areas, 186

snake, copperbelly water, in inland wetlands, 
121

snake, giant garter, habitat conservation plan 
for, 314–15b

snap traps, 256
snares, 246, 255, 256, 268–69
snipe, common

in coastal wetlands, 154
in inland wetlands, 117

snipe, Wilson’s
harvest of, 217, 218
in inland wetlands, 110f, 118f

snowmobiles, 198
social capital, 1–2, 15
social carrying capacity (SCC), 224–25, 226
social component, of viability assessment,  

279
social Darwinism, 6–7
social justice, 14
social learning, 258
social movements, and evolution of wildlife 

management, 3
social psychology, 9–12
social science

in human dimensions of wildlife  
management, 3

in urban wildlife research, 173–74, 190
social structural approach to wildlife 

management, 5–7
socioeconomic considerations, in urbanization, 

171
sociology, qualitative research in, 19
sodium cyanide, 266
soft releases, 296b, 300

software programs
for forest-management models, 70
for Population Viability Analysis, 281

soil
of coastal wetlands, 140–43, 147, 152, 155
in definition of wetlands, 98
of farmlands, 157, 163
of floodplains, 105
of inland wetlands, 98, 105, 111
in urban areas, 171

Soil Bank Program, 163–64
soil conservation, in farmlands, 157, 163
soil erosion

in coastal wetlands, 148, 149, 150, 153
in farmlands, 163, 164
in rangelands, 76
wetlands’ role in reducing, 101

songbirds
in coastal wetlands, 138
in inland wetlands, 116

sonic devices
for birds, 238
for small mammals, 252
for ungulates, 243

sora, in inland wetlands, 110f
source populations, 294, 297
source–sink paradigm, 162, 168
South Carolina

coastal wetlands in, 134
economic value of wetlands in, 102

South Dakota, hunting on private lands in, 
160b

Southern Rocky Mountains, forests of, 55
Southern States, forests of, 55
sowbugs, in inland wetlands, 114
soybean crops

bird damage to, 238
genetic engineering of, 161
ungulate damage to, 240

sparrow, Bachman’s, population management 
of, 289

sparrow, Cape Sable seaside, in coastal 
wetlands, 138

sparrow, dusky seaside, extinction of, 275–76
sparrow, field, in forests, 59, 61
sparrow, Henslow’s, and Conservation 

Reserve Program, 164
sparrow, house

damage by
identification of, 236
laws related to, 233
management of, 233, 236, 238, 239, 240

in urban areas, 173
sparrow, Le Conte’s, in inland wetlands, 118f
sparrow, Lincoln’s, in rangelands, 80
sparrow, Nelson’s sharp-tailed, in coastal 

wetlands, 138
sparrow, saltmarsh sharp-tailed, in coastal 

wetlands, 138, 151
sparrow, seaside, in coastal wetlands, 138, 151
sparrow, swamp, in inland wetlands, 116
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sparrow, white-crowned, in rangelands, 80
sparrow, winter, in urban areas, 182–83
spatter-dock, in coastal wetlands, 136
spearscale, San Joaquin, habitat conservation 

plan for, 314–15b
specialized grazing systems, 81
special regulations, 219–20
special seasons, in harvest management, 220
special status, species with, in recreation 

management, 194
speciation, of urban populations, 171
species–area curve, 72, 72f
Species at Risk Act (SARA) of Canada, 273–75
Species Composition Survey (Canada), 218
species diversity

in forest management, 72
in urban areas, 172

species ecology, in damage management, 232
species inventory, in assessment of recreational 

disturbance, 194
species richness

island biogeography theory on, 66, 72
in urban areas, 172
vertical diversity of forests in, 63

spikerrush, dwarf, in coastal wetlands, 153
spikerrush(es), in coastal wetlands, 136, 146, 

153
spikes, in damage management, 238
spillways, 152
sport hunting. See hunting
sprawl

exurban, 179
impact on wildlife, 169–70

spring (season), translocations in, 304
springs

in inland wetlands, 107
in rangelands, 85–86

squirrel(s)
damage by, 246, 250, 251, 255
harvest of, 215
in inland wetlands, 120
in urban areas, 185, 187, 188t, 189t

squirrel, flying
damage by, 250
types of, 250

squirrel, fox
damage by, 250
in forests, 60
harvest of, 215

squirrel, gray
damage by, 250
in forests, 60, 61
harvest of, 215

squirrel, ground, damage by, 248, 255, 267
squirrel, pine

damage by, 250
types of, 250

squirrel, red, damage by, 246–47
squirrel, southern flying, in forests, 68
squirrel, tassel-eared, damage by, 250
squirrel, tree

damage by, 250

harvest of, 210, 210t
types of, 250

stakeholder(s)
in adaptive management

adaptive impact management, 53–54
adjustment phase of, 50–51
alternative identification phase of, 49
definition of, 46
implementation phase of, 50
model development phase of, 49
objective setting phase of, 48
situation analysis phase of, 46–47, 47f

communication with, 27f, 40–42, 40b
definition of, 3
identification of, 4
in news interviews, 30
in urban areas, 175, 177

stakeholder model of wildlife management, 
3–4

stand-based silvicultural models, 69–70
standing

legal, 3
in public involvement, 15, 16

starling, European
damage by

assessment of, 234
identification of, 235–36
laws related to, 233
management of, 233, 236, 238, 239, 240

in urban areas, 187, 188t, 189t
State Acres for Wildlife Enhancement, 164
State Environmental Policy Acts (SEPA), 307, 

309, 309t, 310b
state taxes, 4
state-transition models, 76
State Wildlife Action Plans (SWAPs), 164, 166
State Wildlife Grants (SWG) program, 4
state wildlife management agencies

evolution of, 3
funding for, 4
and hunting on private lands, 160b
origins of, 2
rangelands under, 75

state wildlife management areas, 95
statistics, role of, 14
steady-state economy, 6
steel fences, 93
steel sheathing, 252
steel traps, 267
stepping-stone approach

to forest management, 69
to urban wildlife management, 178

sterilization, 189, 245, 265, 267
stilt, Hawaiian

as conservation-reliant species, 291
viability assessment of, 281

stilt, wetland management for, 130, 132
stochastic factors

definition of, 275
demographic, 275–76, 280
environmental, 276–77, 276f, 280, 282
genetic, 277, 280

in persistence of small populations, 275–77
stocking, of upland game, 215–16
stocking rates, of livestock in rangelands, 80
stop-lock devices, 256
stop-logs, 128, 128f, 152, 152f, 154f
stormwater control, 181, 182
streams

channelization of, 107, 126
first-order headwater, 181
in urban areas, 171, 181
in wildlife-sensitive timber harvesting, 63

stress
flooding, 144
sulfide, 155

strobe lights, 239, 264
structural landforms, 104–5
structural uncertainty, in harvest management, 

206b
structured decision-making (SDM)

in adaptive management, 50, 51b, 51f
definition of, 51b

strychnine, 255
study designs

for recreational studies, 195–96
for urban wildlife research, 174–75

subjective norms, 11–12
submerged aquatic vegetation (SAV), 143, 144, 

146
submergence, in coastal wetlands, 139–40
submergent plants, in inland wetlands, 

109–11, 114, 115
subsidence, regional, in coastal wetlands, 

139–40
subsistence harvest, of migratory birds, 218
substrates, of wetlands, 106, 148
subsurface water, in rangelands, 85
suburban areas. See also urban areas

damage management in, 187
habitat management in, 177, 177t
vegetation in, 171

success
in farmland management, 168
in harvest management, 222
in recreation management, 195
of translocations, 289, 297, 304–6
in wetland management, 122, 123, 124, 125, 

129
succession, plant

in coastal wetlands, 146, 150t
definition of, 75
in forest management, 58
in inland wetlands, 112–13
primary, 58, 58f
in rangeland management, 75–76
secondary, 58, 58f
in urban areas, 180

sulfide stress, 155
summer, translocations in, 304
sunfishes, in coastal wetlands, 139, 152
sunflowers, bird damage to, 234, 235, 235f, 

238
sunshades, 86
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supplemental feeding, 170, 242, 252, 263–64
support services, in agriculture, 158b
Supreme Court, U.S., 97
surface water, in inland wetlands, 107–8, 108f
surplus

biological, 204
doomed, 205, 207
harvestable, 205

surplus individuals, of captive populations, 
300

surrogates, captive propagation of, 298, 301b
surveys

in descriptive research, 13
in harvest management, 209–10, 217–18, 

224
of public attitudes, 9
public involvement through, 4
in qualitative research, 19
of small populations, 289–91, 290b

survival rates
in Population Viability Analysis, 280
of small populations, 287, 288
in urban areas, 173

sustained yield, maximum, 225, 230–31
sustained-yield approach

to forest management, 57
to harvest management, 208, 230–31, 230b
to translocations, 297

swales, 106, 107
Swampbuster provision of Food Security Act, 

96–97
Swamp Lands Act of 1849, 96
swamps. See also wetland(s)

coastal, rarity of, 133
definition of, 133
inland, types of, 103, 106, 107

swan(s), in inland wetlands, 117
SWAPs, 164, 166
Swedish goshawk traps, 239
SWG program, 4
swifts, in urban areas, 173
swine, feral

communications about, 25
damage by

assessment of, 240, 241, 241f
identification of, 242
management of, 242–46

synanthropes, 173
systemic repellents, 245
systems approach, to farmland management, 

157, 158b

take
assessment of, 312
in Candidate Conservation Agreements, 

317
definition of, 309
Endangered Species Act on, 309–11
incidental, 310, 312–13, 316–18

talks, public, 31–34, 32b, 34b
tanager, scarlet, in forests, 61, 62, 64, 66, 67, 

68f

tanks
for guzzlers, 89, 89f
rock, 86–87
sand, 87

tapir, Malayan, translocation of, 297
target audiences, 24–25
target species, in farmland management, 166, 

168
taro, 130–32
tarplant, big, habitat conservation plan for, 

314–15b
taste repellents

for birds, 239
for mammalian predators, 265
for small mammals, 253–54

taxation, conservation funding with, 3, 4
tax credits, in urban areas, 179
TC, 8
teal, blue-winged

in coastal wetlands, 137
in inland wetlands, 110f, 118, 118f

teal, green-winged, in coastal wetlands, 137
teal, Laysan, extinction of, 277
tectonic activity, and wetlands, 105
temperatures, in urban areas, 170, 171
tension devices, 267
terrace construction, in coastal wetlands, 

149–50, 149f
Texas, coastal wetlands in, 134, 135
theft, of research equipment, 176
Theory of Planned Behavior, 11–12
Theory of Reasoned Action (TORA), 11–12, 

29
thiabendazole, 265
thinning of trees, 60–61
thiram, 253–54
thrasher, brown

in forests, 67
in urban areas, 183

threat assessment, in viability assessment, 
283

threatened species. See also specific species
of amphibians, 121
criteria for listing as, 283
definition of, 273, 283
habitat conservation plans for, 307–8
management of, 57, 270
permits for work with, 291–92
population size of, 271, 272, 273
on private lands, 57
of reptiles, 121
as resources, 57
in wetland habitats, 101

threshold densities, 212
threshold harvesting, 230
threshold of security, 205, 207
thrush, wood, in forests, 61, 64, 66, 68f
tides, in coastal wetlands, 136–37, 137f

and hydroperiod, 107
restoration of, 149, 150–51, 150t
and vegetation, 144

tiger, Bengal, translocation of, 297

tiger, in coupled human–natural systems 
modeling, 7

till, 106
timber harvest. See also forest management

as priority in forest management, 57
salvage, 57, 60
in urban areas, 180
wildlife-sensitive, 62–64

time, in viability assessment, 278, 279–80
time series, 279–80
tinajas, 86–87, 106
tinamou, Chilean, harvest of, 215
titles, of brochures, 37, 37f
titmice, in urban areas, 183
toad, golden, 33, 33f
toad, Houston

Safe Harbor Agreement on, 318b
translocation of, 305b, 305f

toad, spadefoot, in inland wetlands, 120
toad, western, in rangelands, 76
toad, Yosemite, in rangelands, 74
toad(s), in urban areas, 186
TORA, 11–12, 29
tortoise, desert

in habitat conservation plans, 314, 316f
in rangelands, 77
translocation of, 297, 303

tortoise, gopher, translocation of, 303, 304
tourists, communication with, 21
towhee, Inyo California, population size of, 

273
towhee(s), in urban areas, 183
toxicants

for birds, 240
for mammalian predators, 266
for small mammals, 252, 254–55
for ungulates, 246

tracking powders, 255
tracks, animal, identification of, 241, 258, 259, 

260, 261
trade, international, in endangered species, 

275
trails

recreational, 181, 200–201
in urban areas, 181
wildlife-sensitive design of, 200–201

Trails and Recreation Master Plan, 180
tranquilizer devices, 267
transect surveys, annual aerial, 217
transferable development rights, 179
transitions, in public talks, 33
transit-oriented development, 179
translocations, 293–306

analyses needed before, 297–98
appropriate use of, 294, 297–98
from captive populations, 294, 295, 297
critics of, 297
definition of, 293, 294
genetic restoration through, 278, 297
monitoring of, 305–6
objectives of, 294
with small populations, 288–89, 297
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translocations (continued)
success of, 289, 297, 304–6
techniques of, 300–304
types of, 293
use of term, 293
from wild populations, 294, 297

transpiration, in inland wetlands, 107
trapping

in damage management
of birds, 239–40
lethal, 188, 189t
of mammalian predators, 267–69, 267f
of small mammals, 255–56, 256f
of ungulates, 245, 246f

in urban areas, 176, 188, 189t
in wetland management, 126

travel cost (TC), 8
tree(s). See also forest; specific species and types

fire-adapted species of, 58–59
in urban areas, 180

tree cavities
nest boxes as substitute for, 183, 183f, 

184–85, 186
near wetlands, 119–20
in wildlife-sensitive timber harvesting, 63, 

63f
tree cylinders, 243
tree wraps, 243
triangulation, 19
trichinosis, 251
trinity of voice theory, 15–16
trophy management, 227, 228, 231
trypanosomes, 251
tularemia, 249, 250, 251
turbidity, in coastal wetlands, 146
turkey, wild

damage by, 233
harvest of, 209, 210, 214–15, 215b
in urban areas, 187

turkey-mullein, 80
turtle(s)

in inland wetlands, 121
population declines of, 121
in urban areas, 186

turtle, false map, in inland wetlands, 121
turtle, mud, in inland wetlands, 121
turtle, slider, in inland wetlands, 121
turtle, western pond, habitat conservation 

plan for, 314–15b
Twain, Mark, 32b, 36b
two-age method, 62

UBG, 179
ultimate causes, of population decline, 287, 

289
ultrasonic devices, 239, 252
uncertainty

in adaptive management, 51–52
in harvest management, 205, 206b
in Population Viability Analysis, 281

underpasses, road, 94, 178, 184

understory species, in rangeland manage-
ment, 82

uneven-aged forest management, 60–61, 60f
ungulates

damage by, 240–46, 241f
assessment of, 240–41
identification of, 241–42
management of, 242–46, 242f

predation on, 257
in rangelands, 74, 78
small populations of, 288
translocation of, 302, 303

Unified Development Ordinance, 179
uniform distribution, 280
United States/Mexico Joint Committee on 

Wildlife Conservation, 275
United States Shorebird Conservation Plan, 

100, 116
universalism, 10
universities, wildlife management at, 5, 190
unknown dimension of risk, 12
upland excavation, 147–48
upland game, harvest of, 206–16

future of, 215–16
inventories in, 209
population responses to, 211–15
regulations on, 210–11
strategies for, 206–9
surveys on, 209–10

urban, use of term, 173, 174
urban adapters, 172–73
urban areas, 169–91

attracting wildlife in, 183, 184–87, 185t, 
186t

changes to wildlife in, 172–74, 174t, 190
damage management in, 187–90, 188t, 189t
definition of, 173, 174, 175t
ecological processes in, 170–71, 190–91
in extinction of species, 172
in forest-reserve design, 69
future of, 190–91
green-spaces in, 169, 181, 182f
habitat management in, 177–78, 177t
human population of, 169
human–wildlife interactions in, 169, 176, 

185, 187
individual home lots in, 182–84
land-use planning in, 177–79, 180
neighborhood design in, 180–81
open spaces in, 178–82, 182f
peripheries of, 170
public involvement in, 175–77, 190–91
roads in, 176, 178, 184
socioeconomic considerations in, 171, 190
vegetation in, 170, 171–72, 182–83, 184, 185t
wildlife management in, 176–87
wildlife research in, 173–76, 190

urban avoiders, 172–73
urban exploiters, 172–73
urban growth boundaries (UBG), 179
urban heat island, 170

urbanism, new, 179
Urban Long Term Ecological Research Sites, 

190
urban–rural gradient, 174, 175t
urban wildlife practitioners, 176–77, 190–91
urban wildlife research, 173–76, 190
user-related effects, 180
USFS. See Forest Service, U.S.

valuation of wildlife. See economic value
value(s)

in adaptive impact management, 53
assigned vs. held, 10
attitudes determined by, 10
in communication programs, 28–29
definitions of, 10
in forest management, 56

value judgments, in recreation management, 
196–97

value orientations, 10–11, 11t
vandalism, 176
vanishingly small populations, 270
variable-retention systems, 62
variables, in recreation studies, 196
vascular plants, in inland wetlands, 109–13
veery, in forests, 67
vegetation

chemical removal of (See herbicides)
in coastal wetlands (See coastal wetland 

vegetation)
in inland wetlands, 98, 109–15, 110t, 111t, 

112t
mechanical removal of, 82, 83, 112, 112t
potential natural, 76
in rangelands, removal of, 82, 83, 85
in riparian areas, 83, 84
in urban areas, 170, 171–72, 182–83, 184, 

185t
vegetation composition

in coastal wetlands, 143–44
in inland wetlands, 103, 106, 109, 113,  

129
vegetation structure, in urban areas, 171
vehicles. See also road(s)

and harvest rates, 227
restrictions on use of, 199–200
wildlife collisions with, 94, 233f, 240

vernal pools, 97
vertebrates. See also specific species and types

in coastal wetlands, 137–39
in inland wetlands, 109, 109t, 113, 116–22
in urban areas, 172–73

vertical accretion, in coastal wetlands, 
140–43, 141b, 142t, 147

vertical diversity of forests, 63
vetch, joint, in inland wetlands, 112t
viability. See population viability
vireo, black-capped, in habitat conservation 

plans, 316
vireo, red-eyed, in forests, 58, 60, 68f
Virginia, coastal wetlands in, 134
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viruses, in management of small mammals, 
252

Visitor Impact Management process, 196
visual devices, in damage management, 238, 

252
visual images

in scientific posters, 38–39, 39f
in scientific presentations, 34, 35, 35f

visual obstruction readings (VOR), 118, 118f
visual props, in public talks, 33–34, 33f
vital rates

“important,” 288
in Population Viability Analysis, 280–81
of small populations, 287–88

vitamin K, 255
vole, damage by

assessment of, 246
identification of, 247f, 248–49
management of, 249, 251–52, 253

vole, meadow, damage by, 246
vole, pine, damage by, 246, 251
vole, red-backed, in forests, 62
vole, water, translocation of, 304
volunteers

in urban wildlife management, 179
in urban wildlife research, 175

VOR, 118, 118f
VORTEX program, 281
vulnerable species, definition of, 272, 272t
vulture, American black, in urban areas,  

188t, 189t
vulture, black, damage by, 237
vulture, turkey, damage by, 237
vulture(s), damage by, 237, 239

wading birds, in coastal wetlands, 138
Walk-in Hunting Access (WIHA), 160b
walk-in traps, 239
walk-in wells, 85
warbler, black-throated green, in forests,  

62
warbler, cerulean, in forests, 63, 64
warbler, chestnut-sided, in forests, 58, 60,  

66f
warbler, golden-cheeked, in habitat  

conservation plans, 316
warbler, hooded, in forests, 60
warbler, Kirtland’s, prescribed fires and, 59
warbler, prairie, edge effects on, 65
warbler, prothonotary, in inland wetlands, 

116, 120
warbler, worm-eating, in forests, 61
warfarin, 254
Washington, economic value of wetlands in, 

102
water

in definition of riparian areas, 83
in definition of wetlands, 98

water availability
in rangelands, 75, 84–90
in urban areas, 184, 186

waterbird(s)
in coastal wetlands

created by humans, 148
habitat requirements of, 137–38
management for, 148, 151

in inland wetlands, 116–20
diet of, 116–17
endangered species of, 130–32
foraging depths of, 109, 110t, 125
management for, 125, 129–32
plant succession and, 113
reproduction of, 117–20

migration of, 119
types of, 116

Waterbird Conservation for the Americas, 116
water boatman, in inland wetlands, 114, 114t
water budget, of wetlands, 107
water chemistry, of wetlands, 111, 114, 120, 

129
water chestnut, in inland wetlands, 112t
water conservation, in farmlands, 157
water control

in coastal wetlands, 151–54
in inland wetlands, 125–29, 127f, 128f

water fleas, in inland wetlands, 114
waterfowl

in coastal wetlands, 133, 137, 151, 152
harvest of

adaptive management of, 53
inventories in, 217–18
regulations on, 216
size of, 203
strategies for, 216
surveys on, 218

in inland wetlands, 116–20, 126, 129
predation on, 257
types of, 116

Waterfowl Production Areas, 95
water hemp, in inland wetlands, 112t
water hyacinth

in coastal wetlands, 136
in inland wetlands, 112t

waterhyssop, coastal, in coastal wetlands, 136
water-level management

in coastal wetlands, 146–47, 150t, 151–54
in inland wetlands, 128–29
in urban areas, 181

water pepper, in inland wetlands, 111t
Water Protection and Flood Prevention Act 

of 1954, 96
water quality

in farmlands, 163
in inland wetlands, 129
in rangelands, 75, 76, 84
in riparian areas, 84
wetlands’ role in, 101, 102

Water Resources Development Act of 1990, 
97

water salinity. See salinity
water sources, development of

in rangeland management, 84–90

in wetland management, 128–29
wave dampening fences, 150
waxwing, cedar, in forests, 62
weasels, damage by, 261, 264, 267
weather

along edges, 64
impact of wind energy usage on, 2
in urban areas, 170, 171

weathering landforms, 104, 105, 106
Weeks Law of 1911, 57
Weeks–McLean Act of 1913, 203
weirs, 151, 153–54, 154f
wells

horizontal, 85, 86, 86f
walk-in, 85

western nations, value orientations in, 10
West Nile virus, 12
wetland(s), inland, 95–132. See also coastal 

wetland
artificial, in urban areas, 181–82
boundaries of, 98
classification of, 98–99
climate of, 108
coastal vs. inland, 133
creation of, 125
definitions of, 96, 97–98
drainage and reclamation of, 96–97, 99
economic value of, 102–3
enhancement of, 125
factors affecting characteristics of, 104, 

104f
functions of, 97, 99, 101–3, 122, 123
geomorphic setting of, 99, 104–7
hydrology of, 98, 107–9, 108f
invertebrates in, 113–15, 114t
isolated, 96, 97, 121
legislation related to, 96–97
loss and alteration of, 99–101
management of (See wetland management)
protection of (See wetland conservation; 

wetland restoration)
soils of, 98, 105, 111
vegetation in, 98, 109–15, 110t, 111t, 112t
vertebrates in, 109, 109t, 113, 116–22

wetland complexes, 119
wetland conservation

through Conservation Reserve Program, 
100, 126, 165b

history of, 95, 96–97
wetland management, 122–32. See also coastal 

wetland management
case studies in, 129–32
complexity of, 95, 103, 122
cost of, 125, 129
decision-making in, 96, 103, 104, 122–26
intensive, 129, 132
invasive species in, 111–12, 112t, 129–30
monitoring of, 112, 123, 124–25
planning for, 122–25, 123t, 124t, 125
restoration as goal of, 125–26, 132
water control in, 125–29, 127f, 128f
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Wetland Reserve Program (WRP), 95, 165
wetland restoration, 125–26

definition of, 125
history of, 96, 97
vs. intensive management, 132

WHIP, 165–66
whipsnake, Alameda, habitat conservation 

plan for, 314–15b
whistle bombs, 238
whitetop, tall, 111, 112t
widgeongrass, in coastal wetlands, 136, 153
wigeon, American

in coastal wetlands, 137
in inland wetlands, 110f

WIHA, 160b
wilderness

activity restrictions in, 200
vs. wildlands, 192

Wilderness Act of 1964, 57
wildfire. See fire(s)
wildland(s)

definition of, 192
low-impact use of, 199, 199t

wildland recreation. See also recreational 
disturbance

definition of, 192
wildlife commissions, in harvest manage-

ment, 210
wildlife conflicts, agency responsibility for, 

176
wildlife-damage management. See damage 

management
wildlife-dependent recreation, 192, 193
Wildlife Habitat Incentive Program (WHIP), 

165–66
wildlife–habitat models, 69, 70–72
wildlife–human interactions. See human–

wildlife interactions
wildlife management

adaptability in, 43
adaptive (See adaptive management)
biological approach to, 202
citizen model of, 4–5, 15

client model of, 3
evolution of, 2–5
human dimensions of (See human 

dimensions)
as people management, 176–77
politics in, 3, 15
public involvement in, 3, 15–18
scientific, 3
stakeholder model of, 3–4
in urban areas, 176–87

wildlife science, 14–15
Wildlife Society, The, 6, 22
wildlife watching

communication in, 21
economic value of, 102
participation in, 193

wildrice, annual, in coastal wetlands, 136
willet

in coastal wetlands, 138
in inland wetlands, 118f

willingness to pay, 8
willow, in inland wetlands, 110
wind energy, 2
windows, bird collisions with, 183–84, 184f
wing bees, 218
winter, translocations in, 304
winter bottleneck, 205
winter habitats, of waterbirds, 119, 129, 137
winter surveys, of waterfowl, 217
wire fences, 91–93, 91f, 92f, 94, 242–43, 264
wise use doctrine, 202
wolf, gray

damage by, 257, 259, 264, 265, 266
public views on, 9, 22

wolverine, as small population, 273
wood. See forest management; timber
woodchuck

damage by, 248, 253
in urban areas, 185, 187, 188t, 189t

woodcock, American
in forests, 58, 61
harvest of, 217, 218

wood fences, 93

woodpecker(s)
damage by, 237, 237f
in forests, 59, 61
in urban areas, 183, 188t, 189t

woodpecker, acorn, damage by, 237f
woodpecker, pileated, in forests, 61, 63
woodpecker, red-cockaded

in forests, 59, 61, 64
translocation of, 289, 304
viability assessment of, 281

wood-pewee, western, in urban areas, 181
woodrat, Allegheny, in forests, 63
woodrat(s), damage by, 246, 250–51
Woodsy Owl, 23–24, 24f
woody debris

in urban areas, 172, 172f, 182–83
in wildlife-sensitive timber harvesting, 

63–64
World Conservation Union. See International 

Union for the Conservation of  
Nature

woven-wire fences, 94
wren, marsh, in coastal wetlands, 138
wren, sedge

in coastal wetlands, 138
in inland wetlands, 118f

wren(s), in urban areas, 183
writing tips, 36b. See also communication
WRP, 95, 165

yellowthroat, common
in forests, 58
in inland wetlands, 118f

yield
potential, 70
sustained (See sustained-yield approach)

zinc phosphide, 255
zoning

in harvest management, 220
of recreational activities, 200
in urban areas, 178–79, 180

zoonotic disease, 12
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